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Abstract: Decentralized power generation and cogeneration of heat and power is an attractive way toward a more rational conversion of fossil or bio fuel. In small scale power production fuel cell – gas turbine hybrid cycles are an emerging candidate to reach higher or comparable efficiency than large scale power plants. In spite of the advantages of this hybrid technology, many technical barriers have to be overcome to develop a highly efficient system. The present contribution introduces an innovative concept of hybrid cycle that allows to reach high efficiency maintaining the fuel cell operating under atmospheric condition and thus avoiding fuel cell pressurization technical problems. Carbon dioxide separation represents an additional advantage. A thermodynamic optimization approach, based on the system energy integration, is used to analyse several design options. The methodology proceeds in two steps: modelling the system for a set of decision variables and optimizing their values. The innovative system is analyzed and compared with state of the art fuel cell - gas turbine hybrid cycle. Exergy analysis has been performed. Optimization results prove the existence of designs that, neglecting the pressure drops, achieve exergy efficiency higher than 75%.
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1. Introduction
The rising demand for electrical power and the necessity to decrease fossil fuel consumption push for development of new power generation systems, with higher efficiencies and reduced environmental impacts. An attractive way to reach a more rational energy conversion of fossil or bio fuels is the decentralized power generation and cogeneration of heat and power. Among major weaknesses of existing small systems at the building level, consisting mainly of internal combustion or Stirling engines, are low electrical efficiency, high maintenance costs, together with noise and vibration. Recently introduced mini gas turbines in the range of 40 to 120 kWel have reduced the three latter problems however at an even lower efficiency. Moreover they are not available in the smaller power range typical of many multi-family houses. Molten Carbon Fuel Cells (MCFC) and Solid Oxide Fuel Cells (SOFC) are emerging as major candidates to alleviate all the above mentioned drawbacks. However the fuel cannot be entirely converted electrochemically in the fuel cell alone and part of it is combusted downstream of the fuel cell with low energy efficiency. One existing approach suggests to further improve the electrical efficiency by combining the fuel cell with a gas turbine in a hybrid system.
In the last years the research demonstrated potential and limits of this technology. Many studies have assessed the feasibility and operating condition of a variety of integrated high efficiency design options. Those alternatives are usually classified either in pressurized systems, if the fuel cell is operating under pressurized conditions, or in atmospheric systems. So far the studies showed that the pressurized systems reach the highest efficiencies. Palsson [1] showed the possibility to reach in a pressurized system, also with a low pressure ratio, more than 65 % of efficiency. Massardo [2] analyzed pressurized and atmospheric systems with efficiencies up to 75%. Autissier [3] performed a thermo-economic analysis demonstrating the possibility to reach 70% efficiency for an estimated 6700 $/kW with a 50 kW pressurized system. Tsujikawa [4, 5] proposed an interesting way to fully integrate a gas turbine driven in an inverted Brayton-Joule cycle with a fuel cell operating under atmospheric conditions. The inverted Brayton-Joule cycle, which has been fully detailed by Wilson [6], is characterized by the expansion in the turbine before the compression.
Despite the high potential, so far the experimental applications of fully integrated highly efficient hybrid systems remain limited to a small number of cases. The world's first demonstration of the SOFC-gas turbine hybrid concept, including a pressurized tubular SOFC module integrated with a micro gas turbine, was delivered to Southern California Edison for operation at the Irvine's National Fuel Cell Research Center. This system reached 53% electric efficiency for 220 kW [7]. A few other experimental applications have been developed, but all are restricted to the bulky tubular SOFC stacks. SOFCs are available in two different typologies: tubular geometry and planar geometry. The latter are more effective, compact and globally less material intensive than the tubular geometry based, but even more challenging to operate under pressurized conditions. Only recently, Lim [8] operated for a few hours a pressurized hybrid cycle with a 25 kW micro gas turbine and a 5 kW class planar SOFC, originally designed to work under atmospheric conditions.

So far the fuel cell pressurization remains a major challenge to overcome and represents a limit to the hybrid cycle development. The present paper introduces an innovative concept of atmospheric hybrid cycle capable of reaching higher or comparable efficiencies to the state of the art, whilst avoiding fuel cell pressurization technical problems. An additional advantage offered by the system is the carbon dioxide separation. This innovative system is compared to the state of the art hybrid cycle. A thermodynamic optimization approach, based on the system energy integration, is used to investigate several design options. The exergy analysis is performed to compare the energy conversion efficiency of the systems.

2. System and model description

An innovative concept of SOFC-gas turbine hybrid cycle is introduced, described and compared with the state of the art hybrid cycle. The developed system model is detailed underneath.

2.1. Innovative hybrid cycle

The innovative concept is based on a planar SOFC operating under atmospheric pressure integrated with two gas turbines driven in an inverted Brayton-Joule cycles. One embodiment of the system is presented in Fig. 1.

The idea is to capitalize on the intrinsic oxygen-nitrogen separation characteristic of the fuel cell electrolyte by sending separately to the relative gas turbines the cathodic flow and the anodic flow, which is free of nitrogen. The cathodic flow, consisting in air impoverished in oxygen at the fuel cell outlet temperature, could be additionally heated up before passing through the sub-atmospheric gas turbine and to be exhausted. The anodic flow coming out of the fuel cell contains a part of unconverted fuel depending on the fuel utilization factor of the fuel cell. This remaining fuel is oxidized in a combustion chamber. If the oxidizer used is pure oxygen, the anodic flow passing through the turbine consists of only carbon dioxide and water. The water can easily be condensed and separated in the cooling process between the turbine and the compressor. Carbon dioxide can be stored for other uses or can be compressed to a compatible state for transportation and sequestration. As gas compression is much more demanding in terms of mechanic power than liquid pumping, the reduced gas flow leads to savings of power with respect to traditional systems. To benefit as much as possible...
from this gain, supplementary steam can be injected in the fuel processing unit. As a consequence, the anodic flow steam injection rate is another degree of freedom and is usually increased in comparison with the standard hybrid fuel cell-gas turbine system.

The advantages of the carbon dioxide separation and the compressor power reduction, although reduced, are maintained when the post combustion is realized with air instead of pure oxygen. This is due to the fact that post combustion concerns only a small part of the total fuel conversion in the system. In this case carbon dioxide and nitrogen have to be recompressed and separated afterwards if carbon dioxide collecting and storage is required.

Analyses have been performed on both cases, with pure oxygen injection and with air injection. Since the innovative concept can be applied in any range of power, the system analysis performed is size independent.

2.2. Model Description

A steady-state model of the innovative hybrid cycle has been developed. The system model is subdivided into three sub-systems: fuel processing, fuel cell and gas turbines. Each sub-system includes a energy flow model computing the thermodynamic performance and the energy requirement. The models have been developed using a commercial process modeling software, BELSIM-VALI [9].

2.2.1. Fuel Processing

To simplify, the fuel feeding the system is methane, which is the major component of natural gas or of some biogas. The fuel processing is based on steam reforming, which can partially be internal. An appropriate excess of steam is guaranteed to avoid the formation of soot, which is an important cause of degradation. A carbon deposition risk model has been developed and integrated into the energy model. Pressure drops are neglected. The auxiliary devices needed, including pumps and blowers, are driven by the electrical power provided by the system.

2.2.2. Fuel Cell

The partially reformed fuel coming from the fuel processing unit feeds the anode of a planar SOFC operating under atmospheric pressure. Although not absolutely necessary in steady state operation, a blower, electrically driven by the system, provides the required air flow to the cathode. The fuel cell model is based on the model for planar technology developed by Van herle et al. [10]. Anode supported cells, composite LSCF cathode and metallic interconnectors are assumed. The electrochemical model includes diffusion losses at the anode and cathode, as well as other polarization and ohmic losses. Possibility of internal reforming is included. The cell potential is a function of inlet gases composition, current density and fuel utilization. The inlet temperature is limited in the range between 973 K and 1073 K. To avoid cracks, the thermal gradient across the stack is maintained to under 100 K by removing the eventual extra energy through a heat exchanger. Pressure drops are neglected.

The model has been calibrated using experimental results presented by Wuillemin [11].

2.2.3. Gas Turbines

The anodic flow coming out the SOFC is mixed with an oxidizer in the combustion chamber in order to realize a stoichiometric and complete combustion. Post combustion hot gases have to be cooled down to the turbine inlet temperature (TIT).

Considering the characteristic of the system and the size-independent aspect of the analysis, the parameters characterizing the turbomachinery have been chosen so as to cover applications in different power ranges. The isentropic efficiency is supposed constant and equal to 0.85. The maximum pressure ratio considered is 6. Pressure drops are neglected. The analysis is performed for two different TIT limits: 1173 K and 1573 K.

2.3. State of the art hybrid cycle

A flow-chart of the state of the art hybrid cycle, used as reference, is presented in Fig. 2.

The system is based on a pressurized planar SOFC coupled with a gas turbine. A fuel processing unit, analog to the one described for the innovative
layout, feeds the anode with partially reformed methane at the operating pressure. A compressor supplies compressed air at the cathode. The cathode and the anode flows are combined downstream of the SOFC. This mixture is sent to the combustion chamber where the unconsumed fuel is completely oxidized. Following this, the hot gases expand in the turbine and are ejected as exhaust gases.

The model of each sub-system is corresponding to the model descriptions concerning the innovative system mentioned previously.

3. Thermodynamic optimization

A thermodynamic optimization approach is used to evaluate several design options. The methodology consists in two phases: to model the system defining a set of decisional variables and to optimize their values. This approach, described hereafter, is integrated into OSMOSE, a software under development at LENI [12] for design and optimization of integrated energy systems.

3.1. System modeling

The aim of the system modeling is to represent the impact of the design choices on the performances. The system’s state and performances are expressed by variables divided in two categories: the decision variables provided as input, and the dependant variables computed as output.

The system modeling is organized in three sub-models (Fig. 3): the energy flow model, the heat and power integration model and the performance evaluation model.

The energy flow model has been previously introduced and detailed in section 2.2. The heat and power integration model solve the heat cascade and the energy balance of the plant maximizing the combined production of heat and power. This identifies the minimum energy requirement and sets the basis for the heat exchanger network design, based on the exergy losses minimization. The heat exchange is assumed with a minimum temperature difference of \( T_{\text{min}} \) of 10 K.

The performance evaluation model allows to evaluate the system performances taking into account the energy flow model and the energy integration results. First Law efficiency and exergy efficiency are both estimated. The First Law efficiency (1) is defined as the ratio between the electrical power output and the power provided to the system in terms of fuel and, eventually, as separated oxygen. The electrical power output is the sum of the fuel cell power output, \( E_{\text{FC}} \), and the net power output of the gas turbines (turbines power minus compressor and auxiliaries powers), \( E_{\text{GT}} \). The energetic cost of the oxygen separation is considered equal to the ideal diffusion work of the pure component to its partial pressure in the atmosphere, which is the diffusion exergy [13].

\[
\frac{E_{\text{FC}}}{M_{\text{F}}} \times \frac{E_{\text{GT}}}{k_{\text{O}_2}^0} \times \frac{M_{\text{O}_2}}{M_{\text{CO}_2}} \times \frac{e_{\text{CO}_2}}{e_{\text{O}_2}}.
\]

According with the general definition and following the formalism proposed by Favrat [13, 14], the exergy efficiency is defined as the ratio between the exergy rate delivered by the system and the exergy rate received by the system. The exergy rate delivered by the system consists in the electrical power output and in the diffusion exergy of the separated carbon dioxide. The exergy rate received by the system is reduced to the transformation exergy received (2).

\[
\frac{E_{\text{FC}}}{M_{\text{F}}} \times \frac{E_{\text{GT}}}{k_{\text{O}_2}^0} \times \frac{M_{\text{CO}_2}}{M_{\text{O}_2}} \times \frac{e_{\text{CO}_2}}{e_{\text{O}_2}}.
\]

3.2. Optimization

The objective of the optimization is to choose the design options that maximize the system efficiency. The influence of the decision variables on the system efficiency can be also investigated. The optimisation is performed using MOO, a Multi-Objective Optimizer which is described in [15]. Evolutionary Algorithms are heuristic methods that base the optimization procedure on the exploration of the search space, thus allowing to optimize a non-linear and non-continuous system of equations. The search space is defined by the decision variables and their bounds. The multi-objective optimization solution is a set of
points in the decision variables space that define the possible trade-off between the objectives. The Pareto frontier expresses this compromise delimiting the unfeasible domain from the feasible but sub-optimal one.

4. Results

Three systems are compared in the results: the new system firstly with pure oxygen as oxidizer in the combustion chamber (HCox), and secondly with air (HCair), and the state of the art system (HCP). The decision variables and their range are presented in Table 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Range</th>
<th>Variables</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\xi_c$ [-]</td>
<td>[0.7 - 3.5]</td>
<td>$i$ [A/cm$^2$]</td>
<td>[0.3 - 0.6]</td>
</tr>
<tr>
<td>$T_{sr}$ [K]</td>
<td>973-1073</td>
<td>$\mu$ [-]</td>
<td>[0.5 - 0.8]</td>
</tr>
<tr>
<td>$T_{fc}$ [K]</td>
<td>973-1073</td>
<td>$\pi$ [-]</td>
<td>2.5-6</td>
</tr>
<tr>
<td>$\lambda$ [-]</td>
<td>2 - 10</td>
<td>$T_{an}$ [K]</td>
<td>298 - 343</td>
</tr>
</tbody>
</table>

The fuel cell allows a more efficient energy conversion compared to the gas turbine. For this reason in all the optimization performed the fuel cell fuel utilization is maximized to the upper limit of its allowable range. Higher fuel cell efficiency can be achieved with a lower current density. A lower current density means larger fuel cell dimensions. Since the approach used does not consider any constraints on the fuel cell size, in all the optimization performed the current density has been minimized to the lower limit of the range.

The relation between First Law efficiency, exergy efficiency and pressure ratio is presented in the form of Pareto curves for the case of maximum TIT equal to 1573 K in Fig. 4. For HCox and HCair the pressure ratio reference is that of the anodic side. The system efficiency increases with the pressure ratio, although the increase becomes less important toward high pressure ratios. At low pressure ratios the performances of HCP are more sensitive to the pressure ratio variation. HCox is the most performing system. Considering the First Law efficiency HCox is between 1.5% and 2% more effective than HCair.

The gain with respect to HCP is around 5%. Those results are due to the reduction in compressor power and in exergy losses enabled by the new hybrid cycle concept. The gain is more important in HCox than in HCair, since avoiding the presence of nitrogen a higher amount of water can be condensed and pumped up.

However the First Law efficiency does not consider the carbon dioxide separation value and in general is not an adequate indicator of energy conversion performance. The exergy efficiency is the most appropriate performance indicator to estimate the thermodynamic quality of an energy conversion system. In terms of exergy analysis the advantage of HCox is higher: the analysis proves that HCox is about 4% more effective than HCair and around 7% more effective than HCP.

Fig. 5 illustrates how the system power output is distributed between the gas turbines and the fuel cell. The gas turbines power output is limited between 25 and 35% of the total power output. The reduced compression work enables HCox having the highest rate of power supplied by the gas turbines.

Fig. 6 shows the relation between the steam to carbon ratio and the pressure ratio. The optimum HCox and HCair rate of water are higher than for HCP.

The optimal air excess in the fuel cell slightly decreases with the pressure ratio for all three systems, as illustrated in Fig. 7.

The pressure ratio of the cathodic turbine remains nearly constant for HCox while decreases for HCair with respect to the anodic pressure ratio (Fig.8).
Corrected composite curves of optimal solutions, characterized by the same pressure ratio, are compared in Fig. 10. The decision variables describing those solutions are presented in Table 2. The corrected composite curves represent the relation between corrected temperature ($T \pm (\Delta T_{\text{min}} / 2)$) and the heat load specific to the power output. The cold curve represents the heat requirements of the cooling water utility, the water and the fuel supplied to the fuel process unit, the air provided to the cathode and the steam reforming reactor. The hot curve represents the heat extracted to limit the TIT, to cool down the fuel cell and the turbine outlets.

Three pinch points are created in HCox and HCair: at low temperature by the steam production for the fuel processing, at intermediate temperature by the steam reforming and at high temperature by the additional heating of the cathodic turbine inlet. HCP has only the pinch point at low temperature created by the steam production.

The heat load of the two atmospheric systems is higher with respect to that of the pressurized system. Two contributes explain this difference: the water condensation presents in HCox and HCair and the different air excess in the fuel cell. An important amount of heat is extracted in the low temperature zone of HCox and HCair for the water condensation in the anodic flow. The largest part of this heat is evacuated by the cooling water utility. In HCP the water is evacuated as steam in the exhausted gases. The different air excess explains the residual difference of the heat load: if the air excess is higher more air is heated up in the fuel processor unit and more heat is recuperated before the cathodic compressor. The heat exchanged between the incoming cold air and the outgoing hot air represents the main fraction of the heat exchanged in the intermediate temperature zone. In this region HCox and HCair are characterized by lower exergy losses with respect to HCP. The possibility to differentiate the cathodic and anodic pressure ratios enables a reduction in exergy losses, especially in this intermediate temperature zone. On the contrary in the high temperature zone, HCP has lower exergy losses. The high air excess characterizing the combustion in HCP maintains low the temperature at the turbine inlet, thus reducing the exergy losses. For the same reason the exergy losses are

Figure 9 displays the relation between the pressure ratio and the anodic and cathodic compressor inlet temperatures. Anodic and cathodic compressor inlet temperatures of HCair are minimized in order to reduce the compression work. The compressor inlet temperatures of HCox are slightly higher than the lower limit of the range. This is due to the low temperature heat load required by the system energy integration.
more significant for HCox than for HCair, in which the nitrogen injected in the combustor contributes to cool down the flow.

In conclusion the influence of a lower TIT is investigated. The Pareto frontiers obtained considering 1173 K as TIT limit are shown in Fig.11. The influence of the pressure ratio on the efficiency appears less important than in the case of TIT limit 1573 K. The expected decrease in efficiency is between 2.5% and 3% for HCox, between 2% and 2.5% for HCair and no more than 1% for HCP, in the whole pressure ratio range. The performance of HCox and HCair are more sensitive to the TIT variation.

5. Conclusions

A new concept of hybrid cycle integrating a Solid Oxide Fuel Cell, operating under atmospheric pressure, and a gas turbine, based on an inverted Brayton-Joule cycle, is introduced. A model of the system has been developed. Process integration techniques have been used to investigate several design options and estimate the integrated system performance. A size-independent analysis has been carried out to compare the innovative system with the state of the art, represented by a hybrid cycle based on a pressurized fuel cell integrated with a gas turbine. Despite the more challenging system regulations and heat exchangers network definition, due to the integration of two gas turbines, the advantages offered by the innovative hybrid cycle with respect to the state of the art, are substantial. Fuel cell pressurization technical problems are avoided, as the fuel cell operates under atmospheric pressure. The new system enables the carbon dioxide separation. The energy conversion efficiency is higher. Results demonstrate that the innovative system can achieve 83% First Law efficiency with a pressure ratio of 6. The gain with respect the state of the art is about 5%. However the value of the carbon dioxide separation cannot be evaluated by the First Law efficiency. The exergy analysis proves that
the gain in terms of exergy efficiency with respect to the state of the art is about 7%. The new system can achieve around 82.5% of exergy efficiency with a pressure ratio of 6. Further performance improvement could be expected with an intercooled compressor of the anodic gas turbine.

**Nomenclature**

- $\Delta h^o$ Specific lower heating value, kJ/kg
- $\Delta k^o$ Specific exergy value, kJ/kg
- $\varepsilon_s$ Specific diffusion exergy, W/kg
- $E$ Exergy of mechanical work/electricity, W
- $M$ Mass flow, kg/s
- $i$ Current Density, A/cm$^2$
- $T_{fc}$ Fuel cell inlet temperature, K
- $T_{ic}$ Compressor inlet temperature, K
- $T_{sr}$ Steam reforming temperature, K

**Greek symbols**

- $\varepsilon$ First Law efficiency
- $\varepsilon_{sc}$ Steam to carbon ratio
- $\eta$ Exergy efficiency
- $\lambda$ Fuel cell air excess
- $\mu$ Fuel cell fuel utilisation
- $\pi$ Pressure ratio

**Subscripts and superscripts**

- $F$ Fuel
- $FC$ Fuel cell
- $GT$ Gas turbine
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Abstract: A thermodynamic optimization methodology is developed to model, analyze, and predict the system behavior of a combined SOFC-GT cycle. The system efficiency and power output are used as a basis to optimize the whole hybrid power plant. The optimized performance characteristics are presented and discussed in detail through a parametric analysis. Simulations of the effects that various design and operating parameters have on system performance have led to some interesting results. This study can be considered as a preliminary investigation of more complex fuel cell and gas turbine hybrid systems incorporating additional practical irreversible losses.
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1. Introduction

The combination of a solid oxide fuel cell (SOFC) and gas turbine (GT) has been identified as a promising innovative technology, superior to many other options due to its high energy conversion efficiency, fuel flexibility, and environmentally friendly characteristics. In such a hybrid configuration, high quality exhaust gases from the SOFC are used to drive a bottoming gas turbine cycle and provide supplementary power. Experimental investigation of the interrelated parameters governing a hybrid system is sometimes difficult and expensive, therefore various modeling and simulation methods have emerged to reveal the inherent mechanisms of such energy conversion. Accordingly, the purpose of this study is to present a methodological optimization procedure to model, analyze, and predict the system behavior of an ambient pressure SOFC-GT hybrid power plant based on a previously developed SOFC model \cite{1-3}. This hybrid system is simulated and analyzed with major irreversible losses due to electrochemical reaction, electric resistances, finite-rate heat transfer, and heat loss to the environment being specified and considered. Optimum strategies are determined as a realistic measure for the potential of improving the performance of each system component. The thermal efficiency, as well as the power output are identified and used as a basis to optimize the hybrid system. A parametric analysis is carried out in order to evaluate the influence of a wide range of important design parameters and operational variables on the system performance. This approach is expected to provide guidelines for the investigation of more complex fuel cell and gas turbine combined cycles incorporating additional irreversibilities.

2. A model SOFC-GT hybrid system

The high efficiencies developed by some of the fuel cell hybrids are of great interest, yet the optimum system configurations for the generation of power may remain to be determined. An ambient pressure system has several advantages, the most prominent of which is selection of the GT pressure independently of the fuel cell pressure \cite{4}. Since this setup would require less integration of the SOFC and gas turbine, it also has the potential to be simpler to develop and could accommodate a wider variety of gas turbines \cite{5}. Accordingly, an ambient pressure hybrid system is examined in the present study as a representative layout for integrating a fuel cell and gas turbine, as depicted schematically in Figure 1, where the fuel cell acts as the high-temperature heat reservoir of the gas turbine for the further production of power.

As described in Figure 1, there is no mass exchange between the fuel cell and gas turbine and only heat is transferred between subsystems. The gas turbine is modeled as a compressor and turbine mechanically linked via a common shaft, and thermodynamically coupled to the fuel cell via a primary heat exchanger, where the air leaving the compressor is heated up by the high-temperature exhaust gas of the fuel cell. This hot air enters...
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directly into the turbine and expands to produce power. A second heat exchanger is adopted following the primary one, recovering heat from the exhaust gas of the primary heat exchanger, and preheating the inlet air and fuel before entering the fuel cell.

2.1. System description

![Diagram of SOFC-GT system](image)

Fig. 1. The schematic diagram of a SOFC-GT system.

To develop a mathematical model representing the complex electrochemical and thermodynamic characteristics of each component of the system, the following simplifications and assumptions are made [1-3]: (1) both the fuel cell and gas turbine are assumed to be operated under steady-state conditions; (2) all gases are treated as ideal; (3) gas leakage is negligible; (4) complete chemical reactions are considered for the fuel cell; (5) operating temperature and pressure are uniform and constant for the fuel cell domain including the inlet reactants and outlet products.

2.1.1. An irreversible model for SOFC

As a starting point for the present work, a previously developed SOFC model [1-3], which is based on a planar solid oxide fuel cell using hydrogen as fuel and air as oxidant, is used. The overall electrochemical reaction is summarized as H₂+½O₂→H₂O+Heat+Electricity.

The maximum electrical work obtainable in a fuel cell, operating at constant temperature (T) and pressure (p=1atm), is given by the change in Gibb’s free energy (−ΔG) of the electrochemical reaction. The relationship between the Gibb’s free energy and the reaction enthalpy is known to be −ΔH=−ΔG−TΔS, where −ΔH corresponds to the total thermal energy available in the system, ΔS denotes the change in entropy and −TΔS represents the amount of heat generated by a fuel cell operating reversibly. The enthalpy change and Gibbs free energy change between the products and the reactants of the global electrochemical reaction at temperature T can be, respectively, expressed as

\[ \Delta H = \frac{n_F}{n_e} \Delta h \]

\[ \Delta \dot{G} = \frac{n_F}{n_e} \Delta \dot{g}(T, p) \]

where \( \Delta h = \sum_j \nu_j \dot{h}_j \), \( \Delta \dot{g}(T, p) = \sum_j \nu_j \mu_j(T, p) \), subscript j represents the j⁰ species of the reaction, \( n_e \) is the number of electrons transferred in the reaction, \( \nu \) is the current density, \( A \) is the surface area of the interconnect plate (assuming the interconnect plates have the same area), \( F=96,485 \text{C/mole} \) is Faraday’s constant, \( h \) is the molar enthalpy, \( \mu \) is the partial molar Gibbs free energy of species, and \( v \) is the stoichiometric coefficient. In particular, \( \Delta g(T, p) = \Delta g(T) - RT \ln \left( \frac{\rho_{O_2} \rho_{H_2}^{\nu_2} \rho_{H_2O}^{\nu_{H_2O}}}{\rho_{H_2} \rho_{O_2}} \right) \) denotes the molar Gibbs free energy change for the fuel cell reaction, where \( R=8.314 \text{J/mole·K} \) is the universal gas constant, \( \rho_{H_2} \), \( \rho_{O_2} \), and \( \rho_{H_2O} \) are the partial pressures of reactants H₂, O₂, and H₂O, respectively. It is noteworthy that \( \Delta g(T) = \Delta h^\circ - T \Delta s^\circ \) is the molar Gibbs free energy change at p=1 atm, which also depends on temperature, and that the calculation of \( \Delta g(T) \) is based on the tabulated values [6] at operating temperature T.

Although the Gibbs free energy change is a measure of the maximum electrical energy obtainable from an electrochemical reaction, this energy component is never completely utilized in a practical fuel cell because of various thermodynamic and electrochemical irreversibilities [7,8]. For example, the output voltage of the fuel cell is always less than its reversible voltage because there exist irreversible losses originating primarily from activation overpotential \( (V_{act}) \), ohmic overpotential \( (V_{ohm}) \), and concentration overpotential \( (V_{con}) \) [9,10]. Besides the overpotential irreversibilities, another irreversible loss can be electronic current leakage through the electrolyte [1-3] and/or gas leakage from inadequate sealing. In practical systems the the measured open-circuit potential in a practical fuel cell can be lower than its ideal reversible potential, and therefore a leakage resistance can be introduced. The terminal voltage of an operating
cell can thus be generically derived by considering a cell as many small elements in series, including a reversible voltage determined by the Nernst equation, an internal resistance \( R_{\text{int}} \) made up by the sum of three overpotential contributions, and a leakage resistance \( R_{\text{leak}} \) in parallel with the load. Entropy can be used to calculate the theoretical limits to energy conversion. According to \([11-13]\), minimum irreversibility or entropy generation means maximum efficiency of the system. Combining those irreversibilities yields the rate of the total entropy production of an irreversible SOFC, which includes the entropy production rate resulting from the internal resistance and leakage resistance as:

\[
\dot{S}_{\text{tot}} = \dot{f}_{\text{int}} R_{\text{int}} / T_0 + \dot{f}_{\text{leak}} R_{\text{leak}} / T_0
\]

where \( T_0 \) is the ambient temperature, and \( f_{\text{int}} \) and \( f_{\text{leak}} \) represent the corresponding electric currents through the equivalent resistances \( R_{\text{int}} \) and \( R_{\text{leak}} \) respectively.

Considering all the irreversibilities discussed in the above analysis, the power output of the SOFC subsystem can be deduced as a function of current density, temperature, partial pressures, chemical composition, and geometric/material characteristics \([1-3]\):

\[
\dot{P}_e = -\Delta S - T_0 \dot{S}_{\text{tot}} = \frac{I A}{n F} \left[ d_i - R T d_i - \frac{k}{RT_d} (d_t - RT d_t) \right]
\]

where

\[
d_i = 2 \ln \left( \frac{T_{\text{in}}}{T_{\text{out}}} \right) + 2 \ln \left( \frac{T_{\text{in}}}{T_{\text{out}}} \right) - \ln \left( 1 - \frac{I}{n F} \right) - \ln \left( 1 - \frac{I}{n F} \right) - \ln \left( \frac{P_e}{P_{n, t}} \right)
\]

\( k = R_e / R_{\text{int}} \), and \( d_i = -\Delta S + T \Delta S + RT \ln \left( \frac{P_e}{P_{n, t}} \right) \). The thermal efficiency of the SOFC can thus be calculated from Eq. (4) as

\[
\eta_e = \frac{\dot{P}_e}{-\Delta S} = \frac{\dot{P}_e}{\frac{I A}{n F} \left[ d_i - R T d_i - \frac{k}{RT_d} (d_t - RT d_t) \right]}
\]

According to our previous study \([1]\), results show that there exists a maximum efficiency for the proposed SOFC model when its current density is varied. Using Eq. (5) and its extremal condition, i.e., \( \eta_{\text{max}} \dot{c} I = 0 \), it can be proved that when the efficiency attains its maximum value, the corresponding current density of the fuel cell, i.e., \( I_{\text{opt}} \), is determined by

\[
-R T d_i + 2 k d_i (d_t - R T d_t) / d_i + k d_t (d_t - R T d_t) / (R T d_t) = 0
\]

Solving Eq. (6) enables us to generate the curve of the optimized current density \( I_{\text{opt}} \) varying with \( T \) as shown in Fig. 2. It is clearly seen that \( I_{\text{opt}} \) is a monotonically increasing function of the SOFC operating temperature for other given parameters. Substituting the solution of Eq. (6) into Eqs. (4) and (5), one can further obtain the maximum fuel cell efficiency and the corresponding optimal power output.

### 2.1.2. An endoreversible model for gas turbines

The basic thermodynamic cycle on which the gas turbine is based is known as the Brayton cycle. A steady-flow endoreversible Brayton cycle (assuming no changes in kinetic and potential energy) is shown in Fig. 3 as a temperature-entropy (T-S) diagram, where the processes 1-2 and 3-4 are isobaric heat addition from the SOFC and isobaric heat release to the environment respectively, the process 4-1 is an isentropic compression representing the power used by the compressor, and process 2-3 is an isentropic expansion representing the power output from the cycle.
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The temperature of the working substance in the gas turbine at state points 1, 2, 3, and 4, and \( Q_h \) and \( \dot{Q}_h \) denote the rates of heat transferred from SOFC to GT at \( T \) and from GT to the surroundings at \( T_0 \), respectively.

As a main source of irreversibility, the irreversible loss caused by the finite-rate heat transfer in the primary heat exchanger between the SOFC and GT subsystems is considered. Once the finite-rate heat transfer is taken into account, the performance of the gas turbine is closely dependent on heat-transfer laws. According to Newtonian heat-transfer laws [14], \( \dot{Q}_h \) and \( \dot{Q}_h \) can be, respectively, expressed as:

\[
\dot{Q}_h = \dot{m}_g \cdot c_p (T_0 - T_1) = \frac{U_h A_h (T_0 - T_1)}{\ln \frac{T_0}{T_1}} (7)
\]

\[
\dot{Q}_h = \dot{m}_g \cdot c_p (T_0 - T_1) = \frac{U_h A_h (T_0 - T_1)}{\ln \frac{T_0}{T_1}} (8)
\]

where \( \dot{m}_g \) is the mass flow rate and the heat capacity at constant pressure of the working fluid in the gas turbine, \( U_1 \) and \( U_2 \) are the heat transfer coefficients between the gas turbine and the high- and low-temperature reservoirs, \( A_1 \) and \( A_2 \) denote the corresponding heat transfer areas, and the total heat transfer area of the gas turbine cycle is

\[
A_g = A_1 + A_2.
\]

Using Eqs. (7) and (8), the relationship between \( A_1, A_2, \) and \( A_3 \) can be deduced as:

\[
A_1 = \frac{A_3}{1 + \frac{U_1}{U_2} \cdot \frac{\ln \frac{T_1}{T_2}}{\ln \frac{T_0}{T_1}}} (9)
\]

\[
A_2 = \frac{A_3}{1 + \frac{U_1}{U_2} \cdot \frac{\ln \frac{T_1}{T_2}}{\ln \frac{T_0}{T_1}}} (10)
\]

Inevitably, part of the thermal energy produced in the SOFC is directly released as a heat loss to the environment [1-3], which can be expressed as:

\[
\dot{Q}_{out} = KA(T - T_0) (11)
\]

where \( K \) represents the convective and/or conductive heat-leak coefficient, and \( A_g \) denotes the effective heat-transfer area. Combining the previous analysis and equations yields the heat flow rate transferred from SOFC to GT as

\[
\dot{Q}_h = \Delta H - \dot{Q}_0 - \dot{Q}_{out} = \Delta H(1 - \eta_{sofc}) - KA(T - T_0)(12)
\]

The efficiency of the GT cycle can thus be calculated using Eqs. (7)-(12) as:

\[
\eta_{sofc} = 1 - \frac{T_1}{T_2} (13)
\]

\[
\eta_{sofc} = 1 - T_1(1-x) - \frac{\dot{Q}_h}{\dot{Q}_0} = \frac{\dot{Q}_h}{\dot{Q}_0} (14)
\]

Comparing Eq. (13) with Eq. (14) yields the following relation:

\[
\frac{\dot{Q}_h}{\dot{Q}_0} = T_1(1-x)(1-x') = 1 (15)
\]

Eq. (15) indicates that \( T_h \) is a function of \( T_2 \) when \( \dot{Q}_h \), the amount of heat released from the fuel cell to the gas turbine, is kept as fixed. Furthermore, by using the solution of \( T_0 \) in Eq. (15), \( T_4 \) can be eliminated from Eqs. (13) and (14). Therefore, it is clear that the gas turbine efficiency is only a function of \( T_2 \) and \( \dot{Q}_h \) with other given parameters, i.e.,

\[
\eta_{sofc} = \eta_{sofc}(T_2, \dot{Q}_h).
\]

For a given \( \dot{Q}_h \), using Eqs. (13) and (14) and their extremal condition \( \frac{\partial \eta_{sofc}}{\partial T_2} = 0 \), it can be proved that when the efficiency of the gas turbine attains its maximum, \( T_2 \) is determined by the following two equations:

\[
\frac{\partial T_4}{\partial T_2} = T_2 (1 - x) (16)
\]

\[
\frac{\partial T_1}{\partial T_2} = \left[ \frac{T(1-x) \ln \frac{T_1}{T_2} \ln \frac{T_0}{T_1}}{(xT_1 + T_2)(1-x)(T_1 - T_2)} \right] = 1 (17)
\]

Thus the relationship between \( T_2 \) and \( T_4 \) when the gas turbine works with maximum efficiency can be easily deduced from Eqs. (16) and (17) as:

\[
\left[ \frac{T(1-x) \ln \frac{T_1}{T_2} \ln \frac{T_0}{T_1}}{(xT_1 + T_2)(1-x)(T_1 - T_2)} \right] = 1 (18)
\]

Substituting the solution of \( T_4 \) from Eq. (15) into Eq. (18) enables us to generate the curves of the

---

\( \text{Fig. 4. The relationship between the optimized GT temperature } T_2 \text{ and the fuel cell temperature } T. \)
optimized $T_2$ varying with $T$ as shown in Fig. 4, where the parameters $m_1$, $m_2$ and $m_3$ are three expressions given in the following analysis. From Fig. 4 it is clearly seen that the optimized value of $T_2$ is a monotonically increasing function of temperature $T$ (the operating temperature of SOFC) for other given parameters.

Following the above procedure, the optimized GT efficiency, i.e., $\eta_{g0}$, becomes only a function of the fuel cell temperature $T$ for a set of given parameters. Combining the above equations yields the optimum efficiency and power output of the SOFC-driven gas turbine as:

$$\eta_g = \frac{Q_g}{Q_{in}} = \frac{T_1(1-x^3)}{m_4 \ln V} \left[ \frac{1}{m_3(1-x^3)m_5(T-T_0)} - \frac{\ln x}{T_1(1-x)} \right]$$

$$P_g = Q_g \eta_g = A \left[ \frac{\Delta H}{m_4} (1-x^3) + \frac{\Delta S}{m_4} (T-T_1) \right]$$

$$= \frac{T_1(1-x^3)}{m_4 \ln V} \left[ \frac{1}{m_3(1-x^3)m_5(T-T_0)} - \frac{\ln x}{T_1(1-x)} \right]$$

where $m_1 = U_1 U_3$, $m_2 = A H F(U_1 A_1)$, $m_3 = KA_4 U_3 A_4$, and the temperatures $T_2$ and $T_3$ are determined by simultaneously solving Eqs. (15) and (18). Eqs. (19) and (20) show clearly that the efficiency and power output of the SOFC-driven gas turbine are closely dependent on the design and operation parameters of the fuel cell.

### 2.2 System efficiency and power output

Combining Eqs. (12)-(14), (19), and (20) yields the following expressions of the efficiency and power output for the SOFC-GT hybrid system:

$$\eta_{g0} = \frac{P_{out}}{P_{in}} + \frac{P_0 + P_g}{P_{in}} = \eta_g + \frac{Q_g}{P_{in} \eta_g}$$

$$= \eta_g + \left[ 1 - \eta_g \frac{m_4(T-T_0)}{m_5} \right]$$

$$= \frac{T_1(1-x^3)}{m_4 \ln V} \left[ \frac{1}{m_3(1-x^3)m_5(T-T_0)} - \frac{\ln x}{T_1(1-x)} \right]$$

$$P_{out} = Q_g \eta_g + P_0 + P_g$$

$$= \frac{\Delta H}{m_4} (1-x^3) + \frac{\Delta S}{m_4} (T-T_1)$$

From Eqs. (21) and (22), it is clearly seen that the efficiency and power output of the SOFC-GT system are closely dependent on the parameters related to the various irreversible losses, which include the irreversibilities within the fuel cell itself, and those originating from heat transfer due to convection/conduction in the combined SOFC-GT power plant.

### 3. Performance characteristics and parametric optimization analysis

Knowledge of the performance and operating limits of the system leads to the development of optimization strategies and the determination of the realizable system and component potential. In this section, numerical calculations are performed to explore the optimum system operation based on the parameters adopted from data available in previous work [1-3]. Values of those parameters are used for all analysis as constants unless mentioned specifically. For example, the fuel composition at the SOFC inlet is taken as 97% H$_2$ + 3% H$_2$O, and the typical oxygen composition in ambient air, i.e., 21% O$_2$ + 79% N$_2$, is used as oxidant. Moreover, the enthalpy and entropy of reaction are generally not strong functions of temperature, which has been justified by the numerical examples for the hydrogen-oxygen reaction [1-3]. Thus, we can invoke the assumption that the changes in enthalpy and entropy across the fuel cell reaction are independent of temperature.

Since the prime motivation for the hybrid technology is to achieve a high thermal efficiency, the system parameters of the present model are chosen specifically to ensure not only the SOFC and GT subsystems, but also the entire hybrid cycle, works optimally at maximum efficiency. Therefore, the performance curves in the figures are all generated based on an optimized fuel cell current density, i.e., $I_C$. The sensitivity of the overall system performance to typical cycle parameters such as the operating temperature ($T$) of the SOFC, the temperature ratio ($\lambda$) and the heat transfer coefficients ratio ($m_4$) of the gas turbine cycle, as well as the parameters related to the heat transfer between the subsystems and the heat leak to the surroundings, i.e., $m_1$ and $m_3$, will be explored in this section.

### 3.1. Effect of SOFC operating temperature

As briefly introduced in the previous discussion, the operating temperature of the fuel cell ($T$) affects the whole SOFC-GT cycle performance. Use of Eqs. (6), (21), and (22), as well as the solutions of $T_2$ and $T_1$ which are determined by the simultaneous Eqs. (15) and (18), enables us to plot
the curves of system efficiency and power density versus fuel cell temperature, as illustrated in Fig. 5, where the parameters \( t_1 = t_2 = x = 1.08 \), \( m_1 = 2 \) and \( m_2 = 0.03 \, \text{K} \cdot \text{m}^2 / \text{A} \) are chosen, and the power density \( P_{\text{hybrid}} = P_{\text{hybrid}} / A \). The curves are generated based on a temperature range of 1073-1273K because a conventional high-temperature SOFC generally operates between 800°C and 1000°C.

Fig. 5. The curves of the system efficiency (a) and power density (b) varying with the fuel cell operating temperature, where \( T_i \) is the temperature at which the system efficiency attains its maximum.

As clearly seen in Fig. 5(a), there exists a maximum efficiency \( \eta_{\max} \) as the SOFC temperature is varied between 1073K and 1273K, with \( T_i \) denoting the corresponding temperature when the efficiency attains its maximum. On the other hand, the power density of the hybrid system increases monotonically when the SOFC temperature is increased, as presented by the curves in Fig. 5(b). This is due to many reasons. Firstly, increasing the fuel cell temperature enables a greater SOFC power and efficiency, as described by Eqs. (4) and (5). On the other hand, as shown clearly in Fig. 4, the highest temperature of the optimized GT cycle is directly increased by increasing the fuel cell temperature, which in turn results in an increase of the GT efficiency, as can be readily proved from Eq. (13). In addition, a growth in the optimized fuel cell current density can be detected when the SOFC temperature increases according to Fig. 2, thereby leading to an increase in the overall energy input of the hybrid system as illustrated by Eq. (21). However, a larger amount of heat loss from the SOFC to the environment can be expected when the fuel cell temperature increases based on Eq. (11). Conclusively, a higher fuel cell temperature provides not only larger SOFC power but also larger GT power, and thus enables higher system power output.

3.2. Influence of finite-rate heat transfer

As the SOFC temperature increases according to Fig. 2, thereby leading to an increase in the overall energy input of the hybrid system as illustrated by Eq. (21). However, a larger amount of heat loss from the SOFC to the environment can be expected when the fuel cell temperature increases based on Eq. (11). Conclusively, a higher fuel cell temperature provides not only larger SOFC power but also larger GT power, and thus enables higher system power output.

Fig. 6. The curves of system efficiency (a) and power density (b) varying with \( m_1 \), where \( m_{1_{\eta}} \) is the value of \( m_1 \) at which both the system power output and efficiency attain their maxima.

The effect of irreversibilities due to finite-rate heat transfer on the system performance can be best explained by two parameters, \( m_1 \) and \( m_2 \). As the ratio of heat transfer coefficients between the gas turbine and the high- and low-temperature reservoirs, \( m_1 = U_1 / U_2 \) is a parameter to measure the performance of the GT cycle and is independent of the SOFC subsystem. Fig. 6 shows clearly the effect of \( m_1 \) on the power output and efficiency of the hybrid system. Eqs. (21) and (22) enable us to prove that there is a common extremal condition of \( \partial \eta_{\text{hybrid}} / \partial m_1 = 0 \), \( P_{\text{hybrid}} / \partial m_1 = 0 \) for the hybrid system when \( \Delta h^c \) is assumed to be independent of temperature. It implies the fact that there is a
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common optimum $m_{2*}$ at which both the power output and efficiency of the hybrid system attain their maxima, as illustrated in Fig. 6.

On the other hand, Fig. 7 shows the variation in the system efficiency and power density with the parameter $m_2$, which is a synthetic parameter to measure the irreversibility of finite-rate heat transfer in the GT cycle. From Eqs. (21) and (22), it may be easily elucidated that there is a common extremal condition of $\partial \eta_{\text{hybrid}}/\partial m_2=\partial P_{\text{hybrid}}/\partial m_2=0$ for the hybrid system, which implies a common $m_{2*}$ for the power output and efficiency of the hybrid system. This characteristic is illustrated clearly by the curves in Fig. 7.

3.3. Influence of GT cycle temperature ratio

According to Eqs. (21) and (22), we can further determine the effect of $\chi$ which is the temperature ratio of the isobaric processes in the GT cycle, on the system performance. Since the highest temperature of the optimized GT cycle is related to the fuel cell temperature, the variation of the temperature ratio of the GT cycle certainly affects the $T_{1,009}$ curve as illustrated in Fig. 4. It is found that the decrease of $\chi$ leads to a higher $T_{1,009}$.

Furthermore, as described in Fig. 8, there is a common optimum $\chi$ at which both the system power output and efficiency attain their maxima, this is due to the existence of the common extremal condition of $\partial \eta_{\text{hybrid}}/\partial \chi=\partial P_{\text{hybrid}}/\partial \chi=0$ for the hybrid system when other parameters are given, as can be proved by using Eqs. (21) and (22).

3.4. Influence of heat loss

As a synthesized parameter to measure the heat loss irreversibility from the fuel cell to the surroundings and the heat transfer irreversibility in the gas turbine cycle, $m_h$ can be used to determine the effect of heat loss on system performance. From Eqs. (21) and (22), it can be proved that the power output and efficiency of the hybrid system are monotonically decreasing functions of $m_h$, as observed from Figs. 5-8. The reason is quite clear. A smaller value of the parameter $KA_1$ and a larger value of the parameter $U_1A_2$ imply the smaller heat loss irreversibility of the SOFC and the heat transfer irreversibility in the GT cycle, thus leads to a smaller value of $m_h$ and consequently enables a better hybrid performance. Accordingly, different values of $m_h$ correspond to different quantities of energy released by the system as heat loss to the environment. Therefore the hybrid
systems should be manufactured with the aim of reducing heat loss to achieve better performance. More conclusions about the effect of heat loss on the system performance characteristics can be made based upon the curves of Figs. 5-8. For example, it is found from Fig. 5(a) that the maximum system efficiency ($\eta_{\text{max}}$) will increase with the decrease of $m_1$, while the corresponding SOFC temperature ($T_3$) will decrease when $m_1$ is decreased. Moreover, according to Figs. 6 and 7, the maximum efficiency and power output ($\eta_{\text{max}}$ and $P_{\text{max}}$) will increase when $m_1$ is decreased, and the corresponding parameters $m_{1-x}$ and $m_{2-x}$ will increase as $m_1$ is increased. In addition, as shown in Fig. 8, not only $\eta_{\text{max}}$ and $P_{\text{max}}$ but also the corresponding $x$ will decrease with the increase of $m_1$. In a word, the system performance depends closely on the heat loss.

Specifically, when the heat loss to the environment is negligible, i.e., $KA\to 0$, $m_1\to 0$, we can obtain a simple system model, and consequently the results obtained above can be simplified. For example, Eqs. (21) and (22) can be further simplified as

$$\eta_{\text{aux}} = \eta_{\text{aux}} + (1-\eta_{\text{aux}}) \left(1 - \frac{T_1(x-1)}{m_1 \ln \frac{1}{m_1(1-\eta_{\text{aux}})} x} \right) \frac{\ln x}{\ln (1-x)}$$

(23)

$$P_{\text{aux}} = -\frac{\Delta H_T}{\eta_{\text{aux}}} + (1-\eta_{\text{aux}}) \left(1 - \frac{T_1(x-1)}{m_1 \ln \frac{1}{m_1(1-\eta_{\text{aux}})} x} \right) \frac{\ln x}{\ln (1-x)}$$

(24)

In such a case, the power output of the system will remain a monotonically increasing function of the fuel cell temperature and there still exists a maximum value for the system efficiency with the increase of temperature as shown by the dotted curves in Fig. 5. While both the system efficiency and power output will become monotonically decreasing functions of the parameter $m_1$ as described by the dotted curves in Fig. 7. In addition, there still exist maximum values for the system efficiency and power output when the parameter $m_1$ or $x$ is varied, as shown by the dotted curves in Figs. 6 and 8.

In summary, the parametric study identifies a number of important performance characteristics which become evident after the integration and development of the total system configurations. It is quite necessary to choose the appropriate design and control parameters based on the results obtained to improve the system performance.

4. Conclusions

A theoretical approach is presented to describe and optimize the performance of a SOFC-GT hybrid cycle by means of thermodynamic system modeling and numerical simulation. The model allows the investigation of the important system/component parameters to gain insight into the understanding of their impact on the performance characteristics of the hybrid system. This methodology is also valid for other fuel cell hybrid systems to develop irreversible models suitable for the investigation and optimization of similar energy conversion settings and electrochemistry systems.

The high efficiency predicted in the present paper demonstrates the benefit of such optimization strategy. However, further issues still need to be investigated to determine if such a system is practically feasible, and a more in-depth analysis of the multi-irreversibilities should be performed to see if a better optimization strategy can be found. In addition, more complex system models should be analyzed, considering a larger number of decision variables than actually considered in the present study, and new hybrid configurations will also be explored in our future work.
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The Optimized Fuel cell for Combined Heat & Power Generation (CHP)
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Abstract: By optimization of a CHP fuel cell, the cost of electricity production will be reduced significantly. In this paper, the grid connected CHP fuel cell for supplying electrical and thermal loads of Farhangian town located in Boukan city of West Azarbaijan state of Iran is studied as a distributed generation system (DG). With respect to cost of electricity production, the fuel cell can purchase the electrical energy from the grid or it can produce more electrical energy and sell it to the grid if its cost is economical. Moreover, an additional peak load gas heater supports the heat production if the heat from the fuel cell is not sufficient. The amount of electricity transfer between the fuel cell and grid depends on the production costs of electricity and thermal energy in addition to cost of purchased and sold electricity to/from the grid. An objective function has been presented for optimization of this problem. The optimization method is subjected to the some constrains. Some fuel cells in range of 2000-3500 kW have been assumed. The results show that all cases have suitable attractive rate of return and they are economically feasible. Therefore, one can conclude that supplying electrical and thermal loads by fuel cell for that town is a very suitable and economical alternative.

Keywords: Fuel cell, electrical load, thermal load, optimization.

1. Introduction

A fuel cell is an electrochemical “device” that continuously converts chemical energy into electrical energy and heat as long as fuel and oxidant are supplied. In this reaction there is no combustion and thermodynamically fuel cells aren’t limited by Carnot efficiency. Thus, they don’t produce pollution and they are much more efficient in comparison with an internal combustion engine.

The electricity from renewable energy sources such as wind, solar, hydro and geothermal can be used to produce hydrogen for the fuel cells. Fuel cells have some benefits. For example they are modular. In fact, installation of these units can warrant energy demand as they are reliable, quiet, easy to maintain and safe [1].

In this paper a high temperature solid oxide fuel cell (SOFC) has been used as distributed generation system for supplying electrical and thermal load of 600 home in Farhangian town of Boukan located in West Azarbaijan state of Iran. This type of fuel cell has the characteristic of high performance. It works at high temperature (1000 °C). Therefore, it can generate plenty of heat. It can reform fuel internally and therefore the natural gas, as fuel source, can be used for them [2]. Thus, solid oxide fuel cells are very suitable for CHP (combined heat and power) applications [2].

In the next sections an economical model has been presented and it has been solved subject to some constraints. Seven fuel cells in range of 2000-3500kW have been assumed and the model has been solved for all of them. Please note that these fuel cells are not off-the-shelf and the data is not from real units. In order to perform the optimization procedure, the fuel cells in this problem can produce more electrical energy than the demand electrical load. They sell the surplus amount to the electricity grid if it is economic. Also, the fuel cells can produce a portion of total electrical load and purchase the remaining load from the grid if it is economically feasible. The price of purchased electrical energy has been defined as a function of electrical load demand. Fuel cells also produce a lot of thermal energy that is wasted. However, this energy can be used for supplying thermal load, if the produced thermal energy by the fuel cell is lower than thermal load of this 600 home. The natural gas from gas grid can be purchased for supplying thermal load of these homes. The annual income, the rate of return and the payback period have been calculated.
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Based on these data, the best case for supplying electrical and thermal load can be selected.

2. Modelling
In this section a mathematical model for optimization has been defined. Some factors are economically effective on the model. For example, the amount of produced electrical energy by the fuel cell and subsequently the amount of produced thermal energy, the price of selling and purchasing electrical energy and the price of natural gas will affect the result of model. All of these factors have been formulated in the next section.

2.1 Objective function
In this model, the cost of producing electrical power by fuel cell in each time interval has been calculated as it follows:

\[ C_{pe} = C_{\eta} T \sum_{j} \frac{P_j - P_{th,j}}{\eta} \quad (1) \]

The cost of purchasing electrical power from the grid is calculated by the following term:

\[ C_{pu} = C_{\eta} T \sum_{j} \max(L_{th,j} - P_j, 0) \quad (2) \]

If the electrical energy is more than demand in a time interval, the income of selling electrical energy to the grid can be calculated as the following:

\[ In = C_{\eta} T \sum_{j} \max(P_j - L_{th,j}, 0) \quad (3) \]

However, if the produced thermal power by fuel cell is not sufficient to supply the thermal demand, the cost of purchased gas from the gas grid for residential loads will be calculated as it follows:

\[ C_{pg} = C_{\eta} T \sum_{j} \max(L_{th,j} - P_{th,j}, 0) \quad (4) \]

In this model, the goal is to minimize the variable cost of supplying electrical and thermal loads of these homes. Thus, according to the defined factors, the objective function for optimization of this problem has been estimated:

\[ obj = \min \left( \sum_j \text{cost}_j - \sum_j \text{Income}_j \right) \quad (5) \]

In this objective function, the target is to minimize the costs of supplying electrical and thermal loads. Therefore, the factors that reduce costs are categorized as income. Moreover, selling surplus electricity to the grid can be classified as income.

2.2 System constraints
The objective function is constrained by fuel cell capacity, ramp rate, minimum up time, minimum down time and maximum number of fuel cell start-stop cycles.

2.3 Model for optimization
This model has been adopted from [3,4]. However, some factors have been changed. For example, the total fuel cell investment cost has been included in the production electricity cost. Also, the income from selling electricity and cost of purchasing natural gas for direct use such as heating, have been accounted in the economical analysis. Moreover, the least rate of return and the attractive rate of return have been calculated.

The model, i.e. the objective function, can be introduced as the following:

\[ obj = C_{\eta} T \sum_{j} \frac{P_j - P_{th,j}}{\eta} + C_{\alpha} T \sum_{j} \max(T_{th,j} - P_j, 0) \]

\[ -C_{\alpha} T \sum_{j} \max(P_j - L_{th,j}, 0) + C_{\eta} T \sum_{j} \max(L_{th,j} - P_{th,j}, 0) + OM \quad (6) \]

It is subjected to the following constraints:

\[ P_{j_{\min}} \leq P_j \leq P_{j_{\max}}, \quad (7) \]

\[ P_j - P_{j_{-1}} \leq \Delta P_{U}, \quad (8) \]

\[ P_j - P_{j_{-1}} \leq \Delta P_{D}, \quad (9) \]

\[ (T_{j_{-1}}^{w} - MUT) (U - U_{j_{-1}}) \geq 0, \quad (10) \]

\[ (T_{j_{-1}}^{d} - MDT) (U_{j_{-1}} - U_{j_{-1}}) \geq 0, \quad (11) \]

\[ N_{\text{start-stop}} \leq N_{\text{max}}. \quad (12) \]

For solving this model, the mixed integer nonlinear programming (MINLP) method has been used and the optimization has been performed according to the related code.

3. Case study
In this study the Farhangian town of Boukan in West Azarbaijan state of Iran has been studied. This town has 600 homes and the electrical and
4. Input data

The input data to solve the model has been prepared in table 1.

The tariff for purchasing electricity is variable and has been assumed as a function of electrical load in order to optimize the electrical energy consumption. This tariff has been assumed as:

\[ C_{el,p} = \left[ 100 + \left( \text{round} \left( \frac{L_p(T)}{50} \right) \right) \right] / 1000. \]  

(13)

The tariff for selling electricity is the same tariff that has been promulgated by the energy ministry of Iran for purchasing renewable energy. In this tariff the price for purchasing electricity by energy ministry for peak times is 0.13 US$ and for off-peak times is 0.09 US$ [5].

<table>
<thead>
<tr>
<th>Table 1. Input data.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum limit of generating power, Pmax (kW)</td>
</tr>
<tr>
<td>Minimum limit of generating power, Pmin (kW)</td>
</tr>
<tr>
<td>Length of time interval, T (h)</td>
</tr>
<tr>
<td>Limit for the ramp rate when increasing, APU (kWh)</td>
</tr>
<tr>
<td>Limit for the ramp rate when decreasing, APD(kWh)</td>
</tr>
<tr>
<td>Price of natural gas for FCPP, Ch1 (US$/kWh)</td>
</tr>
<tr>
<td>Price of Natural gas, Ch2 (US$/kWh)</td>
</tr>
<tr>
<td>Minimum up-time, MUT (number of interval)</td>
</tr>
<tr>
<td>Minimum down-time, MDT (number of interval)</td>
</tr>
<tr>
<td>Maximum number of start-stop, Nmax</td>
</tr>
<tr>
<td>Number of intervals</td>
</tr>
<tr>
<td>Tariff for purchasing electricity, C_{el,p} (US$/kWh)</td>
</tr>
<tr>
<td>Tariff for selling electricity at off peak times, C_{el,s} (US$/kWh)</td>
</tr>
<tr>
<td>Tariff for selling electricity at peak times, C_{el,s} (US$/kWh)</td>
</tr>
<tr>
<td>Operating &amp; maintenance cost, OM (US$/day)</td>
</tr>
<tr>
<td>ηo</td>
</tr>
</tbody>
</table>

In table 1 the Thermal efficiency has been adopted from [2].

5. Results

In this section the result of optimization has been discussed. This model has been solved for the first
6. Economical analysis

Table 2 presents the economical results for a 3500 kW fuel cell before and after optimization for this day (22/09/2008).

Table 2. Results for 3500 kW FC at 2008/09/22 before and after optimization.

| Total cost without optimization (US$) | 7655  |
| Total cost with optimization (US$)    | 6802  |
| Net total cost reduction with optimization (US$) | 853   |

The result shows that only for this day it is possible to reduce the cost of supplying electrical and thermal loads by 853 US$.

The consumers have to pay for consuming the electrical and thermal energy by the following tariffs:

\[
\text{tariff for electrical energy} = 0.072 \text{$/kW} \tag{14}
\]

\[
\text{tariff for thermal energy} = 0.069 \text{$/M}^3 \tag{15}
\]

Therefore, the total income from selling electrical and thermal energy to the consumers by a 3500 kW fuel cell application at 2008/09/22 can be estimated:

\[
\text{total income at 2008/09/22} = 3661 \text{US$} \tag{16}
\]

The total income and economizing (revenue) from optimization procedure, for the first day of any month, has been calculated and prepared in the table 3. These calculations have been performed for one year as well.

Table 3. Total amount of estimated income plus economizing (revenue) for the application of a 3500 kW FC for one year.

<table>
<thead>
<tr>
<th>Date</th>
<th>Total income + total economizing for first day (US$)</th>
<th>Total income + total optimization for any month (US$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008/03/20</td>
<td>3516</td>
<td>108987</td>
</tr>
<tr>
<td>2008/04/20</td>
<td>3986</td>
<td>123571</td>
</tr>
<tr>
<td>2008/05/21</td>
<td>4156</td>
<td>128836</td>
</tr>
<tr>
<td>2008/06/21</td>
<td>4494</td>
<td>139315</td>
</tr>
<tr>
<td>2008/07/22</td>
<td>4830</td>
<td>149725</td>
</tr>
<tr>
<td>2008/08/22</td>
<td>4683</td>
<td>145182</td>
</tr>
<tr>
<td>2008/09/22</td>
<td>4514</td>
<td>135411</td>
</tr>
<tr>
<td>2008/10/22</td>
<td>4170</td>
<td>125105</td>
</tr>
<tr>
<td>2008/11/21</td>
<td>3908</td>
<td>117226</td>
</tr>
<tr>
<td>2008/12/21</td>
<td>3972</td>
<td>119166</td>
</tr>
<tr>
<td>2009/01/20</td>
<td>4092</td>
<td>122768</td>
</tr>
<tr>
<td>2009/02/19</td>
<td>4113</td>
<td>119291</td>
</tr>
</tbody>
</table>

Total income for one year 1534582

In the same way the total annual income plus economizing from optimization for all fuel cells in range of 2000-3500 kW have been calculated and the results have been displayed in table 4.

Table 4. The result of income plus economizing for different fuel cell sizes.

<table>
<thead>
<tr>
<th>Fuel cell (kW)</th>
<th>Yearly income + economizing (US$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>1277750</td>
</tr>
<tr>
<td>2250</td>
<td>1303900</td>
</tr>
<tr>
<td>2500</td>
<td>1341532</td>
</tr>
<tr>
<td>2750</td>
<td>1387769</td>
</tr>
<tr>
<td>3000</td>
<td>1435603</td>
</tr>
<tr>
<td>3250</td>
<td>1485676</td>
</tr>
<tr>
<td>3500</td>
<td>1534582</td>
</tr>
</tbody>
</table>

Table 5 shows total investment [2], [7] and salvage value for all fuel cell sizes.

Table 5. Economical analysis results for all FC sizes.

<table>
<thead>
<tr>
<th>Fuel cell (kW)</th>
<th>Total investment (US$)</th>
<th>Salvage value (US$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>3640000</td>
<td>3640000</td>
</tr>
<tr>
<td>2250</td>
<td>4095000</td>
<td>4095000</td>
</tr>
<tr>
<td>2500</td>
<td>4550000</td>
<td>4550000</td>
</tr>
<tr>
<td>2750</td>
<td>5005000</td>
<td>5005000</td>
</tr>
<tr>
<td>3000</td>
<td>5460000</td>
<td>5460000</td>
</tr>
<tr>
<td>3250</td>
<td>5915000</td>
<td>5915000</td>
</tr>
<tr>
<td>3500</td>
<td>6370000</td>
<td>6370000</td>
</tr>
</tbody>
</table>
By using the data of table 5, the internal rate of return, rate of return and payback period for all cases have been calculated and the results for various fuel cell sizes are given in the table 6.

<table>
<thead>
<tr>
<th>Fuel cell (kW)</th>
<th>IRR</th>
<th>ROR</th>
<th>Pay back period (year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>0.223</td>
<td>0.39</td>
<td>2.564</td>
</tr>
<tr>
<td>2250</td>
<td>0.178</td>
<td>0.354</td>
<td>2.83</td>
</tr>
<tr>
<td>2500</td>
<td>0.145</td>
<td>0.327</td>
<td>3.05</td>
</tr>
<tr>
<td>2750</td>
<td>0.106</td>
<td>0.308</td>
<td>3.25</td>
</tr>
<tr>
<td>3000</td>
<td>0.100</td>
<td>0.292</td>
<td>3.42</td>
</tr>
<tr>
<td>3250</td>
<td>0.081</td>
<td>0.279</td>
<td>3.58</td>
</tr>
<tr>
<td>3500</td>
<td>0.065</td>
<td>0.268</td>
<td>3.74</td>
</tr>
</tbody>
</table>

Table 6. The rate of return and payback period for all fuel cell sizes.

According to the results in table 6 (rate of return and pay back period) and decelerated inflation rate (12%), the attractive rate of return (AROR) is calculated in table 7.

\[
AROR = ROR - \text{Bank Interest}
\]  
(17)

In year 2008, the bank interest rate is 12% in Iran.

<table>
<thead>
<tr>
<th>Fuel cell (kW)</th>
<th>Attractive rate of return</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>0.27</td>
</tr>
<tr>
<td>2250</td>
<td>0.234</td>
</tr>
<tr>
<td>2500</td>
<td>0.207</td>
</tr>
<tr>
<td>2750</td>
<td>0.188</td>
</tr>
<tr>
<td>3000</td>
<td>0.172</td>
</tr>
<tr>
<td>3250</td>
<td>0.159</td>
</tr>
<tr>
<td>3500</td>
<td>0.148</td>
</tr>
</tbody>
</table>

Table 7. Attractive rate of return for all fuel cell sizes.

These results show that all cases have suitable attractive rate of return and all of them are economically feasible.

7. Conclusions

By application of modeling and optimization of the grid connected CHP fuel cell for supplying electrical and thermal loads for Farhangian town of Boukan, the total cost for supplying electrical and thermal load of those homes has been reduced significantly. Several hypothetical fuel cells with different power scheme in range of 2000-3500 kW with the same efficiency and investment cost have been assumed and optimization has been performed for all of them. The total investment cost for all fuel cells including the installation, operating and maintenance, will be paid back in a period from 1.6 to 2.53 years. These results show that supplying electrical and thermal load by fuel cell for those homes is a very suitable and economical alternative. In comparison with the other CHP systems such as gas engine, it is notable that the other CHP systems offer less electric efficiency but lower investment cost rather than fuel cell systems. However, fuel cell systems also have special benefits that were mentioned before. Moreover, it will be an environmental friendly solution as it has a very high efficiency and reduces CO2 emission.

Nomenclature

\[ \Delta P_0 \] Limit for the ramp rate when decreasing, (kW/h)
\[ \Delta P_i \] Limit for the ramp rate when increasing, (kW/h)
\[ C_{el,p} \] Tariff for purchasing electricity, (US$/kW)
\[ C_{el,s} \] Tariff for selling electricity, (US$/kW)
\[ C_{nt} \] Price of natural gas for fuel cell, (US$/kW)
\[ C_{n2} \] Price of natural gas for heating, (US$/kW)
\[ C_{op} \] Cost of producing electrical power, (US$/h)
\[ C_{op} \] Cost of purchasing electrical power from the grid, (US$/h)
\[ C_{pg} \] Cost of purchased gas for direct use in houses (i.e. heating), (US$/h)
\[ In \] Income of selling electricity, (US$/h)
\[ L_{el,j} \] Electrical load demand in interval J, (kW)
\[ L_{th,j} \] Thermal load demand in interval J, (kW)
\[ MUT \] Minimum up-time, (number of intervals)
\[ MDT \] Minimum down-time, (number of intervals)
\[ N^{max} \] Maximum number of start-stop (number of intervals)
\[ OM \] Operating and maintenance cost, (US$)
\[ P_a \] Power of the auxiliary devices in FC stack, (kW)
\[ P_j \] Produced electrical power in interval j, (kW)
\[ P_{th,j} \] Produced thermal power in interval j, (kW)
\[ p^{max} \] Maximum limit of generating power, (kW)
\[ p^{min} \] Minimum limit of generating power, (kW)
$SU$ Start up cost, (US$)
$T^{on}$ Number of intervals that fuel cell has been on in previous interval, (h)
$T^{off}$ Number of intervals that fuel cell has been off in previous interval, (h)
$U$ On-off status of fuel cell, U=1 stands for running & U=0 stands for stopping.

Greek symbols
$\eta$ electrical efficiency of fuel cell
$\eta_{h,s}$ Thermal efficiency of heater
$\eta_{a,c}$ Thermal efficiency of fuel cell

Subscripts and superscripts
AROR Attractive rate of return
FC Fuel cell
IRR Internal rate of return
ROR Rate of return
SOFC Solid oxide fuel cell
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Abstract: A power interchange operation, in which electricity generated by multiple residential solid oxide fuel cell (SOFC) cogeneration units is shared among the residences in a housing complex without a reverse power flow to a commercial electric power system, has a high energy-saving effect as compared with stand-alone operations of individual units. In order to further improve its energy-saving effect, the optimal sizing of the SOFC cogeneration unit for the power interchange operation is discussed from the energy-saving viewpoint by conducting optimal operational planning based on mixed-integer linear programming. The analysis for a housing complex with 20 residences located in Japan reveals that the power interchange operation has an advantage over the stand-alone operation in the term of the energy saving for any scale of the SOFC cogeneration unit investigated in this study. Furthermore, its optimal scale for the power interchange operation is determined.
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1. Introduction

Recently, cogeneration applications to improve the efficiency in saving energy have been extended to ordinary residences because small-scale prime movers with high performance, including fuel cells, gas engines, and Stirling engines, have been developed [1]. In particular, fuel cells have attracted attention due to their high electricity generating efficiencies. A residential cogeneration that uses a polymer electrolyte fuel cell (PEFC) has been released [2], and that using a solid oxide fuel cell (SOFC) is being developed [3]. An SOFC, in comparison to a PEFC, has a high electricity generating efficiency and can generate high temperature recovery heat.

The energy-saving effect obtained by utilizing a residential SOFC cogeneration unit (abbr. R-FCGU) has been studied. Cockcroft and Kelly clarified the performance level of an R-FCGU required to reduce the CO₂ emission by means of a numerical analysis on dwellings in UK [4]. Alanne et al. examined the financial feasibility of R-FCGUs of 1 to 5 kW in single-family dwellings in Canada [5]. Furthermore, Hawkes and Leach reported the reduction effect of the CO₂ emission obtained by conducting the optimal operational planning for a 2-kW R-FCGU [6]. These studies premise that R-FCGUs can reverse surplus electricity to commercial electric power systems; thus, they can be operated in response to variations in demand for heat. However, in Japan, the reverse power flow by residential cogenerations is prohibited. Therefore, R-FCGUs in Japan must be downsized and operated in response to variations in demand for electricity. This means that R-FCGUs in Japan are often operated at partial loads with low electricity generating efficiencies. Moreover, R-FCGUs have the following operational restrictions: a continuous operation due to a long warm-up time for a high operating temperature and a minimum electric output for its stable operation. These restrictions force surplus electricity to be consumed as heat. Hence, the actual energy-saving effects of R-FCGUs used in Japan might fail to reach their potential.

On the basis of this background, the authors focus on a power interchange operation of multiple R-FCGUs in a housing complex (abbr. IC). In the IC, electricity generated by R-FCGUs is shared among the residences in a housing complex without a reverse power flow to a commercial electric power system. Because the surplus electricity generated at residences with a low demand for electricity can be transmitted to other residences that have a higher demand for electricity, the load factor of the R-FCGUs can be improved. Our feasibility study on the IC using the R-FCGUs with the rated electric output of 0.7 kW [7] has revealed that an operational strategy to meet total electric demand in a housing complex by the electric output of the R-FCGUs as much as possible is suitable from the energy-saving viewpoint.
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In this further feasibility study, the optimal sizing of the R-FCGU for the IC, which adopts the aforementioned operational strategy, is discussed from the energy-saving viewpoint. The energy-saving effect of the IC for various scales of the R-FCGU is analyzed by conducting optimal operational planning based on mixed-integer linear programming. The analysis for a housing complex with 20 residences located in Japan on the representative day of each month reveals a high energy-saving effect of the IC as compared with the stand-alone operation for any scale of the R-FCGU investigated in this study and its optimal scale for the IC.

2. System configurations
A schematic of the IC is shown in Fig. 1. Each residence in a housing complex has the R-FCGU, an electric water heater (abbr. EH), a storage tank (abbr. ST), a radiator (abbr. RD), and a gas-fired water heater (abbr. GH). Electricity and hot water are considered to be the energy demands of the residences because space cooling and heating are supplied by electric air conditioners installed in each residence. The following analysis premises that the same-scale R-FCGU is installed at any residence.

Electricity generated by the R-FCGU/s is shared among the residences without a reverse power flow to a commercial electric power system. Thus, electricity is supplied to the residences by operating the R-FCGU/s and by purchasing electricity from an electric power company. Exhaust heat from the SOFC is recovered in the form of hot water and then stored in the ST. Surplus electricity is utilized at the EH; the hot water generated by the EH is also stored in the ST. The hot water in each ST is independently consumed at each residence. Since the R-FCGU/s are continuously operated, surplus hot water is wasted at the RD when the ST is full. The shortage of hot water supply from the ST is compensated for by the supply of the hot water from the GH.

Furthermore, two additional residential energy supply configurations are considered to evaluate the energy-saving effect of the IC. The first is a stand-alone operation of individual R-FCGU without a power interchange among the residences and without the reverse power flow (abbr. SA); this is the only permissible operation method of residential cogenerations in Japan. The second is a conventional energy supply system without the R-FCGU (abbr. CO); at each residence, electricity is purchased from the electric power company, and hot water is supplied from the GH.

3. Optimal operational planning problem for various system scales
In order to discuss the optimal sizing of the R-FCGU for the IC from the energy-saving viewpoint, the optimal operational planning problem based on mixed-integer linear programming, which has been developed in [7], is applied to various scales of the R-FCGU. The optimal operation patterns including operation statuses of the system components, energy flow rates, and stored heat are determined to minimize primary energy consumption subject to the satisfaction of energy demand requirements. Since the details of the optimal operational planning problem have been described in [7], only its summary is provided here.

3.1. Mathematical formulation
The intended housing complex has $N$ residences; the index for the residences is designated by $n$, i.e.,

![Fig. 1. Schematic of power interchange operation using multiple R-FCGU/s in housing complex.](image)
\( n = 1, 2, \ldots, N \). To consider the seasonal and hourly changes in the energy demands, a typical year is divided into \( M \) representative days; the index for the representative days is designated by \( m \), i.e., \( m = 1, 2, \ldots, M \). Moreover, each representative day is divided into \( K \) sampling times with a period of \( \Delta t \), i.e., \( \Delta t = 24/K \); the index for the sampling times is designated by \( k \), i.e., \( k = 1, 2, \ldots, K \). The optimal operation pattern of an R-FCGU and ST cannot be determined independently for each sampling time. Thus, a daily cyclic operation, assuming that the energy demands change cyclically with a period of 24 h on each representative day, is considered.

### 3.1.1. Decision variables

The decision variables are composed of binary and continuous variables. The binary variables express the on-off status of the system components. The continuous variables express the energy flow rates of the input and output of the system components and the heat stored in the ST.

### 3.1.2. Objective function

From the energy-saving viewpoint, the objective function to be minimized is the total daily primary energy consumption of the intended residences on each representative day. The definition of the total daily primary energy consumption depends on the energy supply configurations. For the IC, the objective function, \( J_{\text{IC}} \), on the \( m \)th representative day is expressed by the following equation:

\[
J_{\text{IC}}(m) = \varphi_0 \sum_{k=1}^{K} E_P^I_k(n,k,m) \Delta t
+ \varphi_0 \sum_{k=1}^{K} \left[ \sum_{n=1}^{N} F_{\text{IC}}(n,k,m) + \sum_{n=1}^{N} F_{\text{GH}}(n,k,m) \right] \Delta t,
\]

\( m = 1, 2, \ldots, M \) \hspace{1cm} (1)

where \( \varphi_0 \) and \( \varphi_0 \) denote the conversion factors for the primary energy of purchased electricity and natural gas, respectively; \( F_{\text{IC}} \) and \( F_{\text{GH}} \) denote the natural gas consumption of the R-FCGU and GH, respectively; and \( E_P^I_k \) denotes the electricity purchased in bulk. For the SA, the objective function, \( J_{\text{SA}} \), on the \( m \)th representative day is expressed by the following equation:

\[
J_{\text{SA}}(m) = \varphi_0 \sum_{k=1}^{K} E_P^I_k(n,k,m) \Delta t
+ \varphi_0 \sum_{k=1}^{K} \left[ \sum_{n=1}^{N} F_{\text{IC}}(n,k,m) + \sum_{n=1}^{N} F_{\text{GH}}(n,k,m) \right] \Delta t,
\]

\( m = 1, 2, \ldots, M \) \hspace{1cm} (2)

where \( E_P^I_k \) denotes the electricity purchased individually at each residence. For the CO, the objective function, \( J_{\text{CO}} \), on the \( m \)th representative day is expressed by the following equation:

\[
J_{\text{CO}}(m) = \varphi_0 \sum_{k=1}^{K} E_P^I_k(n,k,m) \Delta t
+ \varphi_0 \sum_{k=1}^{K} \left[ \sum_{n=1}^{N} F_{\text{IC}}(n,k,m) + \sum_{n=1}^{N} F_{\text{GH}}(n,k,m) \right] \Delta t \hspace{1cm} (m = 1, 2, \ldots, M)
\]

### 3.1.3. Constraints

The constraints in this optimal operational planning problem consist of the performance characteristics of the system components and the energy balance and supply-demand relationships. These constraints are expressed by linear equations.

First, the performance characteristics of the system components are summarized. The input-output relationships of the R-FCGU and GH, which can operate at partial loads, are formulated by considering their minimum and maximum outputs. Moreover, the on-off statuses of the EH and RD are expressed by the binary variables. For the ST, the heat balance relationship including the heat loss is considered by the difference equation between two consecutive sampling times. The capacity of the ST is also considered. Further, based on the assumption of the daily cyclic operation, the heat stored in the initial state of a residence is considered to be equal to that stored in the terminal state on each representative day.

Second, the energy balance and supply-demand relationships for electricity and hot water are considered. Those for electricity depend on the energy supply configurations [8]. For the IC, they are considered in the housing complex; for the SA and CO, they are considered at each residence. On the other hand, for hot water, they are considered at each residence in any energy supply configuration.

### 3.2. Solution method

The optimal operational planning problem formulated in the previous section results in a mixed-integer linear programming problem. This is solved by the GAMS (General Algebraic Modeling System)/CPLex solver [9], which is a general-purpose solver that combines the branch and bound method with the simplex method for large-sized problems.
4. Numerical Study

The input data for the aforementioned problem are described. Then, the energy-saving effect of the IC for various scales of the R-FCGU is analyzed by conducting the optimal operational planning.

4.1. Input data

4.1.1. Performance characteristic values of system components

The scale of the R-FCGU is represented by its rated electric output. In this study, it is assumed that the rated electric output of the R-FCGU is proportional to the number of the stacks connected in parallel. As a result, the electricity generating and heat recovery efficiencies can be considered to be constant at any rated electric output. At the rated load, the electricity generating and heat recovery efficiencies calculated by using the lower heating value of natural gas (LHV) are 43% and 33%, respectively [7]; the minimum electric output is 28 % of the rated one. The R-FCGUs with the rated electric output ranging from 0.2 kW to 1.5 kW are investigated. The capacity of the ST (30 MJ), the heating efficiency of the EH (90%), and the thermal efficiency of the GH calculated by using the LHV (88%) are constant at any rated electric output of the R-FCGU.

4.1.2. Residential energy demands

The investigated housing complex is located in the Kansai region of Japan, and it has 20 residences, i.e., \( N = 20 \). The demands for electricity and hot water of the 20 residences have been measured by Tsuji et al. [10]. The energy demands are estimated at 24 sampling times for a representative day of each month, i.e., \( M = 12 \), \( K = 24 \), and \( \Delta t = 1 \) h. The characteristics of the energy demands are summarized as follows [8]: the energy demands are less than those for typical detached houses in Japan; the hourly demand for electricity is increased in the morning and nighttime at any residence, although the maximum electricity demands differ widely among 20 residences; and the hourly demand for hot water is concentrated in the nighttime at any residence.

The authors consider the total daily heat to power demand ratio of the intended residences, \( THPR \), to be the dominant characteristic of the residential energy demands that affects the energy-saving effect of the IC [8]. The total daily heat to power demand ratio on the \( m \)th representative day is defined by the following equation:

\[
THPR(m) = \frac{\sum_{k=1}^{N} \sum_{n=1}^{M} Q_{D}(n,k,m) \Delta t}{\sum_{k=1}^{N} \sum_{n=1}^{M} E_{D}(n,k,m) \Delta t}
\]

where \( E_{D} \) and \( Q_{D} \) denote the demands for electricity and hot water, respectively. Fig. 2 shows the total daily heat to power demand ratio and total daily demands for electricity and hot water of the 20 residences on the representative day of each month. The detail analysis focuses on the representative days for the following three months: August with the lowest total daily heat to power demand ratio (\( THPR = 0.3 \)); November with a medium one (\( THPR = 0.85 \)), which is almost equal to its annual mean value; and February with the highest one (\( THPR = 1.1 \)).

4.1.3. Conversion factors for primary energy

The conversion factors for the primary energy of purchased electricity and natural gas are listed in Table 1. For purchased electricity, the thermal power average conversion factor defined in the Law Concerning the Rational Use of Energy of Japan is introduced; this is calculated by considering thermal power generations as power regulator to load variations in commercial electric power systems.

<table>
<thead>
<tr>
<th>Energy source</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purchased electricity</td>
<td>( \phi_{p} = 9.83 ) MJ/kWh</td>
</tr>
<tr>
<td>Natural gas [11]</td>
<td>( \phi_{n} = 45.0 ) MJ/m³</td>
</tr>
</tbody>
</table>

4.2. Results and discussion

4.2.1. Scale effect of R-FCGU on energy saving on three representative days

The energy-saving effect of the IC on the various scales of the R-FCGU is analyzed. By considering
the SA and CO as reference cases, the reduction rate of the total daily primary energy consumption of the intended residences from the CO to the IC (hereafter referred to as CO-to-IC reduction rate), \( \alpha_{\text{ICCO}} \), and that from the SA to the IC (hereafter referred to as SA-to-IC reduction rate), \( \alpha_{\text{ICSA}} \), on the \( m \)th representative day are defined as follows:

\[
\alpha_{\text{ICCO}}(m) = \frac{J_{\text{CO}}(m) - J_{\text{IC}}(m)}{J_{\text{CO}}(m)} \quad (m = 1, 2, \ldots, M),
\]

\[
\alpha_{\text{ICSA}}(m) = \frac{J_{\text{SA}}(m) - J_{\text{IC}}(m)}{J_{\text{SA}}(m)} \quad (m = 1, 2, \ldots, M).
\]

A positive reduction rate indicates that energy is saved by the IC. The relationship between the rated electric output of the R-FCGU and the two reduction rates of the total daily primary energy consumption of the 20 residences on the three representative days is shown in Fig. 3.

First, the CO-to-IC reduction rate has a maximum value on any representative day. The rated electric output that shows the maximum CO-to-IC reduction rate increases in the following order: August (0.4 kW), November (0.6 kW), and February (0.8 kW). The maximum CO-to-IC reduction rates on the representative days of November and February are almost the same value, while that on the representative day of August is much smaller than those on the representative days of November and February. Second, the SA-to-IC reduction rate has a positive value at any rated electric output on any representative day; this result shows the advantage of the IC over the SA in terms of the energy saving. Moreover, in small-scale R-FCGUs, the SA-to-IC reduction rate is increased with the rated electric output on any representative day; however, the increase in the SA-to-IC reduction rate saturates at the rated electric output larger than 0.6 kW and 0.7 kW on the representative day of August and February, respectively. On the other hand, the SA-to-IC reduction rate on the representative day of November has the maximum value at the rated electric output of 0.7 kW.

4.2.2. Dominant factor of scale effect of CO-to-IC reduction rate

In order to clarify the dominant factor of the scale effect of the CO-to-IC reduction rate shown in Fig. 3(a), the following four performance criteria for the R-FCGUs under the IC on the \( m \)th representative day are focused on: an electric load factor, \( U_e \), electric supply proportion, \( P_e \), hot water utilization efficiency, \( \eta_0 \), and hot water supply proportion, \( P_0 \). They are defined as follows:

\[
U_e(m) = \frac{\sum_{n=1}^{N} E_{\text{FC}}(n,k,m) \Delta t}{NK E_{\text{IC}} \Delta t} \quad (m = 1, 2, \ldots, M),
\]

\[
P_e(m) = \frac{\sum_{n=1}^{N} E_{\text{IN}}(n,k,m) \Delta t}{\sum_{k=1}^{K} \sum_{n=1}^{N} E_{\text{IN}}(n,k,m) \Delta t} \quad (m = 1, 2, \ldots, M),
\]

\[
\eta_0(m) = \frac{\sum_{n=1}^{N} Q_{\text{IN}}(n,k,m) \Delta t - Q_{\text{HD}}(n,k,m) \Delta t}{\sum_{k=1}^{K} \sum_{n=1}^{N} Q_{\text{IN}}(n,k,m) \Delta t} \quad (m = 1, 2, \ldots, M),
\]

\[
P_0(m) = \frac{\sum_{n=1}^{N} Q_{\text{OUT}}(n,k,m) \Delta t}{\sum_{k=1}^{K} \sum_{n=1}^{N} Q_{\text{OUT}}(n,k,m) \Delta t} \quad (m = 1, 2, \ldots, M),
\]

where \( E_{\text{FC}}, E_{\text{IN}}, \) and \( E_{\text{IC}} \) denote the electric output, net electric output subtracting the electricity consumed at the EH and water pump, and rated
electric output of the R-FCGU, respectively; and $Q_{HC}$, $Q_{RD}$, and $Q_{HC}^\text{max}$ denote the hot water output of the R-FCGU, heat flow rate of hot water wasted at the RD, and hot water output from the ST, respectively. The relationship between the rated electric output of the R-FCGU and the four performance criteria on the three representative days is shown in Fig. 4.

On any representative day, $P_E$ and $P_D$ are increased with the rated electric output; this means that the purchased electricity and hot water supply from the GH are reduced in large-scale R-FCGUs. As a result, in small-scale R-FCGUs, the CO-to-IC reduction rate is increased with the rated electric output. On the other hand, in large-scale R-FCGUs, $U_E$ is decreased with the increase in the rated electric output due to their partial load operations. $\eta_0$ is also decreased due to the wastage of the surplus hot water on the representative days of August and November. These results decrease the CO-to-IC reduction rate in large-scale R-FCGUs. Since the scale effect of the four performance criteria varies according to the representative day, the rated electric output that shows the maximum value of the CO-to-IC reduction rate depends on the representative day.

On the representative day of August where the total daily heat to power demand ratio is smaller than the heat to power supply ratio of the R-FCGU ($0.767$), $P_D$ becomes 100% at the rated electric output of 0.5 kW; this means that all the demand for hot water can be met by the hot water output of the R-FCGU. However, $\eta_0$ remains at 70%. Thus, the R-FCGU with the rated electric output of 0.4 kW, at which $P_D$ is slightly smaller than 100% but $\eta_0$ becomes over 80%, has the maximum CO-to-IC reduction rate.

On the representative day of November, the total daily heat to power demand ratio is close to the heat to power supply ratio of the R-FCGU. Thus, both $P_E$ and $P_D$ become 100% at the rated electric output of 0.8 kW. Moreover, on the representative day of February where the total daily heat to power demand ratio is larger than the heat to power supply ratio of the R-FCGU, $P_D$ becomes 100% at the rated electric output of 1.0 kW. However, at those rated electric outputs, $U_E$ remains at 70%. Thus, the R-FCGUs with the rated electric output of 0.6 kW and 0.8 kW, at which $P_E$ and $P_D$ are smaller than 100% but $U_E$ becomes over 80%, have the maximum CO-to-IC reduction rates on the representative day of November and February, respectively.

4.2.3. Dominant factor of scale effect of SA-to-IC reduction rate

In order to clarify the dominant factor of the scale effect of the SA-to-IC reduction rate shown in Fig. 3(b), the performance criteria ratios for the electric load factor, $U_E^*$, hot water utilization efficiency, $\eta_0^*$, and hot water supply proportion, $P_D^*$, are focused on; they are defined as the ratio of the results for the IC to those for the SA. Fig. 5 shows the relationship between the rated electric output of the R-FCGU and the three performance criteria ratio on the three representative days.

First, $U_E^*$ has the maximum value at the rated electric output of 0.6 kW, 0.5 kW, and 0.7 kW on
the representative day of August, November, and February, respectively. The increase in $U_E^*$ is due to the increase in the operating time of the R-FCGUs at their partial loads under the SA; this result increases the SA-to-IC reduction rate with the rated electric output in small-scale R-FCGUs. On the other hand, the decrease in $U_E^*$ is because large-scale R-FCGUs under the IC also operate at their partial loads.

On the representative day of August, $\eta_0^*$ is decreased with the increase in $U_E^*$ in small-scale R-FCGUs; however, the SA-to-IC reduction rate is increased with the rated electric output. This is because the energy saved due to the increase in $U_E^*$ surpasses the energy increased due to the decrease in $\eta_0^*$. In the R-FCGUs with the rated electric output larger than 0.6 kW, $\eta_0^*$ is increased due to the increase in the wastage of the surplus hot water of the R-FCGUs under the SA as compared with that under the IC. Since the energy saving due to the increase in $\eta_0^*$ counterbalances the energy increase due to the decrease in $U_E^*$, the SA-to-IC reduction rate has almost the same value at the rated electric output larger than 0.6 kW.

As shown in Fig. 3(b), the increase in the SA-to-IC reduction rate on the representative day of February also saturates at the rated electric output of 0.7 kW due to the same reason as on the representative day of August. However, the saturated value of the SA-to-IC reduction rate on the representative day of February is much higher than that on the representative day of August. This is because $\eta_0^*$ on the representative day of February is larger than unity at any rated electric output unlike the result on the representative day of August.

On the representative day of November, $P_0^*$ is decreased in the R-FCGUs with the rated electric output larger than 0.7 kW. This is because in the large-scale R-FCGUs, $P_0$ of the IC becomes 100% but $P_0$ of the SA is still increased. The decrease in both $U_E^*$ and $P_0^*$ causes the decrease in the SA-to-IC reduction rate in the large-scale R-FCGUs.

4.2.4. Scale effect of R-FCGU on energy saving for a year

Finally, the scale effect of the R-FCGU on the energy saving for a year is discussed. Fig. 6 shows the relationship between the rated electric output of the R-FCGU and the two reduction rates of annual primary energy consumption, which is defined as the total primary energy consumption of the 12 representative days.

First, the CO-to-IC reduction rate has the maximum value of 17% at the rated electric output of 0.6 kW. The optimal scale of the R-FCGU derived from the result for the year coincides with
that derived from the result on the representative day of November because both the total heat to power demand ratios are almost equal as described in subsection 4.1.2. Second, the SA-to-IC reduction rate has a positive value at any rated electric output and its increase reaches the ceiling of around 3% at the rated electric output of 0.7 kW. This rated electric output coincides with that with the maximum value of the SA-to-IC reduction rate on the representative day of November. The saturation of the increase in the SA-to-IC reduction rate in the large-scale R-FCGUs is affected by the results on the other representative days including August and February.

5. Conclusion
To discuss the optimal sizing of the R-FCGU for the IC from the energy-saving viewpoint, the optimal operational planning based on mixed-integer linear programming has been carried out for various scales of the R-FCGU. The results obtained through the analysis for a housing complex with 20 residences located in Japan on the representative day of each month are summarized as follows:

• In small-scale R-FCGUs, the energy-saving effect of the IC to the CO depends on the proportions of the generated electricity and hot water to their total demands, whereas in large-scale R-FCGUs, it is dominated by the electric load factor and wastage of the surplus hot water.

• The energy-saving effect of the IC to the SA is governed by the electric load factor and wastage of the surplus hot water. It should also be noted that large-scale R-FCGUs under the IC reduce the wastage of the surplus hot water as compared with those under the SA.

By considering these scale effects of the R-FCGUs on the energy saving, the following conclusions are derived:

• The IC has an advantage over the SA at any scale; however, this advantage saturates in large-scale R-FCGUs.

• The R-FCGU with the rated electric output of 0.6 kW is the optimal scale for the IC in terms of the energy saving.

The rated electric output of the R-FCGU that is currently under development in Japan is 0.7 kW [3]; however, there is little difference from the energy-saving effect of the optimal scale R-FCGU derived in this study. Thus, the R-FCGU under development is also effective for the IC.
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Entropy Generation Minimization for the Optimal Design of the Fluid Distribution System in a Circular MCFC
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Abstract: In this paper, the prototype of a circular Molten Carbonate Fuel Cell (MCFC) built in the laboratories of Fabbricazioni Nucleari (FN) is analyzed using a tridimensional computational fluid dynamic (CFD) model. This model considers heat, mass and current transfer as well as chemical and electrochemical reactions. The results show that some inhomogeneous distributions in the reactants, causing non optimal use of the reactant surfaces, take place. An effective way to improve the distribution in current density consists in tracing tree shaped channels on the surface onto the distribution porous medium. A preliminary study on the effectiveness of such technical solution is investigated considering a network model of the fluid flow in the porous medium and the channels. Then the optimal shape of distribution channels is investigated considering some geometrical parameters identifying their topology and length as the independent design variables. Minimum entropy generation is considered as the objective function.

The results show that significant improvements in the current density can be achieved.

Keywords: Molten Carbonate Fuel Cell, Entropy Generation, Optimization.

1. Introduction

Among high temperature fuel cells, Molten Carbonate Fuel Cells (MCFC) have reached nowadays an advanced industrial development. In particular, the integration of this technology with microturbines, which represents a major option for future distributed generation, has been already obtained in various full scale demonstration plants [1]. Despite these results, large efforts are still required to improve performances and reliability and to reduce costs.

This paper is focused on the fuel cell performance improvements through re-design of the fuel distribution, with the aim of maximizing the homogeneity of the reactants concentration on the active surfaces. The analysis is conducted using a CFD model and is applied to a circular shaped fuel cell prototype. The model results are presented for the current design of the distribution system in order to show the inefficiencies and to define possible ways to improve it. The optimization is then conducted by modifying the configuration of the distribution system inside the cell. A fluid network model is used to select the configuration, then the system optimization is conducted using the CFD model. The entropy generation analysis is used as the tool for system optimization.

2. Nomenclature

$D_{\text{eff}}$ Effective binary diffusivity

E Total energy (J/kg)

h Specific enthalpy (J kg$^{-1}$)

i Current density (A/m$^2$)

$\dot{I}_i$ Diffusive flux of species $i$ (kg m$^{-2}$ s$^{-1}$)

$I_q$ Heat flux (W m$^{-2}$)

$k$ Permeability (m$^2$)

K Thermal conductivity (W m$^{-1}$ K$^{-1}$)

$\rho$ Pressure (Pa)

$R$ Universal gas constant (W mol$^{-1}$ K$^{-1}$)

$\delta_i$ Species source term (kg m$^{-1}$ s$^{-1}$)

$s_h$ Heat source term (W m$^{-3}$ s$^{-1}$)

$s_i$ Specific entropy of species $i$

$\Phi$ Entropy generation per unit volume (W m$^{-3}$ K$^{-1}$)

$T$ Temperature (K)

$\vec{V}$ Velocity vector (m s$^{-1}$)

$V$ Voltage (V)

Greek symbols

$\Phi$ Strain tensor (s$^{-1}$)

$\omega$ Porosity

$\mu$ Viscosity (m s$^{-2}$)

$\mu_i$ Chemical potential of species $i$

$\rho$ Density (kg m$^{-3}$)

$\sigma$ Electric conductivity (Ω$^{-1}$ m$^{-1}$)

$\omega_i$ Mass fraction of species $i$

Subscripts

$\mu$ Fluid friction entropy generation

$h$ Heat transfer entropy generation

$m$ Mass transfer entropy generation

$c$ Heat – mass transfer entropy generation
3. System geometry

Figure 1 shows a schematic of FN circular shaped fuel cell. A cross section (A-A) is shown in Figure 2. The cell consists of an external supporting structure in stainless steel, where axial stack distribution channels are obtained, and the fuel cell. 16 distribution channels are used to supply reactants to the cell (4 channels for fuel supply and 4 channels for air supply) and to evacuate the corresponding exhaust flows (4 channels for depleted fuel evacuation and 4 channels for exhaust air evacuation). The fuel cell consists of 9 functional layers plus 2 external supporting layers in stainless steel. Starting from the top, the first functional layer is a porous distribution channel where fuel enters from four radial holes at 90°. This fluid distribution system allows one to create stacks by simply laying the desired number of cells upon.

![Figure 1. Schematic of a single fuel cell](image1)

![Figure 2. Cross section A-A of the fuel cell.](image2)

The fuel in this layer flows from the periphery towards the center. The second layer is a stainless steel plate; some axial holes are obtained in the central part in order to allow the fuel to flow through and reach the lower layer. In the third layer, named as outlet anodic channel in Figure 2, fuel flows from the center towards the periphery and permeates the porous anode (fourth layer). As the thickness of the outlet channel is larger than the inlet channel, here the average velocity is smaller. The four outlet holes are at 22.5° with respect to the inlet holes.

The air distribution is operated in a similar way on the other side of the fuel cell. The air inlet and outlet holes are at 45° with respect to the inlet and outlet fuel holes.

From physical viewpoint, the only function of inlet channels, both anodic and cathodic, is to convey fuel and air from the peripheral longitudinal ducts toward the center of the fuel cell. Here the gases reverse their direction and flow through the outlet channels providing the reactants to the electrochemical reactions. These reactions take place at the three-phase boundary (TPB): an interface between the porous electrode, where fluid and electrons are transferred, and the electrolyte, where ions are transferred. Gas composition significantly varies along the outlet channels, since the mass source terms are different than zero in the TPB. Accordingly, there are significant heat sources in the TPB.

These features allows one to simplify the complex geometry of Figure 2 in CFD models, when single cells are considered. The simplified geometry represented in Figure 3 and Figure 4 can be analyzed. The central part of the cell, corresponding to the inner edge of the stainless-steel plate separating inlet channel from outlet channel can be neglected. This simplification is possible since the active area of the central part of the fuel cell is relatively small if compared with the remaining portion. With this assumption a further simplification can be adopted: the inlet channels can be substituted by proper boundary conditions on the inlet sections of the anodic and cathodic channels. Since gas composition does not vary along the inlet channel, mass flow rate and species concentrations can be fixed at the inlet sections. Similarly, when a single cell is studied, the representation of the external structure of Fig. 2 can be avoided. Again, proper boundary conditions must be applied. In this case, ambient pressure can be specified on the outlet sections. Finally, from Figure 1 it comes that geometry has a periodic structure, specifically the fuel cell presents a repeating geometrical sector of 90°. So the fuel cell is fully characterized by this portion.
of the entire geometry.

Figure 3. Computational domain.

Figure 4. Cross section of the computational domain.

4. Fuel cell model

The electrolyte of a Molten Carbonate Fuel Cell (MCFC) is constituted of a ceramic matrix filled with sodium and potassium carbonates. At the cathodic side, the porous electrode is permeated by oxidizing gas species, i.e. oxygen and carbon dioxide. Carbonate ions are produced on the active surface according to the electrochemical semi-reaction:

\[ \frac{1}{2}O_2 + CO_2 + 2e^- \rightarrow CO_3^- \]  

(1)

Ions migrate through the electrolyte to the anodic side. The anode is feed by hydrogen which reacts with the carbonate ions coming from the cathode, generating water:

\[ H_2 + CO_3^- \rightarrow H_2O + CO_2 + 2e^- \]  

(2)

The model here presented consists of a set of partial differential equations taking in account the different transport phenomena: fluid flow, mass transfer, heat transfer, charge transfer, and electrochemical reactions. The model has been developed accordingly to the following assumptions:

1. Steady state conditions.
2. Gas mixtures are considered as ideal gases.
3. Fluid flow is laminar and incompressible.
4. Porous electrodes are homogeneous and isotropic with uniform morphology properties such as porosity, tortuosity and permeability.

Fluid flow and pressure field are governed by mass and momentum conservation. These two principles can be mathematically expressed by the continuity equation (3) and, under the preceding assumptions, by Navier-Stokes equation (4):

\[ \nabla \cdot \vec{V} = 0 \]  

(3)

\[ \rho(\nabla \cdot \vec{V}) = -\nabla p + \mu \nabla^2 \vec{V} \]  

(4)

The ideal gas state equation can be applied to determine the density in the previous equation.

When porous media such as anode and cathode are considered, it is necessary to take in account the presence of the solid matrix. In particular the momentum equation must be properly modified; in this paper the Brinkman equation (5) is adopted:

\[ \rho(\nabla \cdot \vec{V}) = -\nabla p + \mu \nabla^2 \vec{V} - \frac{K}{\rho} \vec{V} \]  

(5)

where \( K \) is the permeability of the porous media and \( \vec{V} \) must be interpreted as the filtration velocity also known as Darcy velocity. The term \( \rho(\nabla \cdot \vec{V}) \) is maintained since it facilitates to match solutions in a porous media and in an adjacent viscous flow [2].

The chemical species involved in the MCFC electrochemical reactions are: \( H_2, CO, CO_2, H_2O \) on the anode side and \( O_2, CO_2, N_2 \) on the cathode side. The conservation of each species is expressed by a proper balance equation:

\[ \nabla \cdot (\rho \omega_i \vec{V}) = -\nabla \cdot \vec{J}_i + S_i \]  

(6)

in which \( \omega_i \) is the mass fraction of the \( i \)-th species, \( \vec{J}_i \) is the diffusive flux and must be computed in order to take in account bulk and Knudsen diffusion [3]. The flux for the \( i \)-th species is expressed through the following equation:

\[ \vec{J}_i = -pD_{i,eff}V\omega_i + \frac{\omega_i}{\rho} - M \sum_j D_{i,j,eff}V\omega_j - \nabla M \sum_j D_{i,j,eff}V\omega_j \]  

(7)

The first term on the right-hand side represents the Fick diffusion due to concentration gradients. The last three terms are the corrections to enforce the Stefan-Maxwell equations for multi-component diffusion term [4]. The coefficient \( D_{i,eff} \) is the effective binary diffusivity to account for reduced
mass flux due to solid structure of the porous medium. The generation/destruction of species due to electrochemical reaction is taken in account through proper boundary conditions instead of volumetric source term, therefore $S_i$ is zero in Eq. (6). This boundary condition is expressed as a flux through Faraday law [5].

Heat transfer is solved by means of the energy equation, where the viscous effects have been neglected:

$$\nabla \cdot \left( \nabla (\rho \mathbf{E} + p) \right) = \nabla \cdot \left( k_{eff} \nabla T - \sum \kappa_i \mathbf{j}_i \right) + S_h$$

where $k_{eff}$ is an average thermal conductivity of the coexisting solid and gas phases. In the porous matrix the local thermal equilibrium hypothesis is assumed, so that a single temperature is used to describe the gas phase and the solid phase. In the electrodes the volumetric heat source term is due to Joule heating effect and is formulated as

$$S_h = \sigma \nabla \phi \cdot \nabla \phi$$

in which $\phi$ is the electric potential and $\sigma$ is the electrical conductivity. Reversible heat associated with chemical reaction and activation loss associated with the electrochemical reactions are accounted through proper boundary conditions on the surfaces between the electrolyte and electrodes. In the electrolyte, only the source term (9) due to Ohmic heating survives.

To solve the electrochemical problem current density and electric potential must be found. Ohm’s law can be used to relate the current density $\mathbf{i}$ to the electric potential:

$$\mathbf{i} = -\sigma \nabla \phi$$

The potential field throughout the conductive regions is calculated based on the conservation of charge:

$$\nabla \cdot \mathbf{i} = \begin{cases} 1 & \text{in the TPB} \\ 0 & \text{elsewhere} \end{cases}$$

where $j$ is the current generation rate, produced at the TPB. This is assumed as coincident with the surface between the electrolyte and the electrodes.

The current source is expressed by the Butler–Volmer equation:

$$i = i_0 \left\{ e^{\frac{\eta_{act}}{RT}} - e^{\frac{(1-\beta)\eta_{act}}{RT}} \right\}$$

where $\eta_{act}$ is the electrode overpotential which is related with the reversible potential (Nernst’s potential) and the ohmic losses through the following equation:

$$\eta_{act} = \psi_{rev} - \eta_{electrode} - \eta_{electrolyte}$$

5. Model results

The momentum equation, transport equations and boundary conditions are solved using a finite volume method to obtain velocity field, temperature and mass fractions in the fuel cell. The local current density is then computed so that the source term and boundary conditions for species and energy equation are determined. This procedure is repeated until convergence is reached.

Figure 5. Pathlines in the anodic outlet channel (m/s).

Convective terms are computed by second order upwind scheme while the diffusive terms are computed by the central difference scheme. The numerical solution procedure adopts the semi-implicit SIMPLE algorithm. The detailed numerical procedure is available in [6].

Simulations have been performed considering mass flow rates of 3-10-6 kg/s at the anode (the mass fraction of constituents are 0.3 H2, 0.4 CO2, 0.3 H2O) and 1-10-5 kg/s at the cathode (the mass fraction of constituents are 0.23 O2, 0.23 CO2, 0.54 N2) and an inlet temperature of 823 K.

The velocity field in the anodic outlet channel is represented in Figure 5. Velocity is purely radial in the proximity of the inner radius of the computational domain. As far the fluid particles move toward the periphery of the cell they assume a circumferential velocity component due to the presence of outlet section. This component is particularly accentuate for the gas particles moving close to the outer wall of the fuel cell; here the flow field assumes a pure tangential configuration. Moreover, the fuel does not feed the cell uniformly since the fluid velocity magnitude is not homogenously distributed, as shown in the figure. An analogous velocity field occurs in the
cathodic compartment. Both in the anodic and cathodic outlet channels there are areas where the velocity is very small. This affects the chemical species distribution: hydrogen, oxygen and carbon dioxide mass fractions are small in the areas between the outlet sections. Hydrogen mass fraction is shown in Figure 6. The largest concentration occurs in the central area, in correspondence of the fuel inlet section. The concentration decreases towards the outlet section because of the fuel consumption associated with the electrochemical reaction. However the decrease of $\text{H}_2$ mass fraction is accentuated where the gas velocity is lower, since there regions are reached by a smaller amount of fuel.

![Figure 6. Hydrogen mass fraction.](image)

Accordingly to the electrochemical reaction (2) water and $\text{CO}_2$ are produced at the anodic side of the cell. The corresponding mass fractions increase from the center toward the periphery of the fuel cell. Figure 7 shows the water mass fraction.

![Figure 7. Water mass fraction in the anode.](image)

The non-uniformities of the velocity field also affect $\text{H}_2\text{O}$ and $\text{CO}_2$ concentration distribution: where the velocity is higher this species are quickly conveyed toward the outlet; consequently, mass fractions are lower. In the stagnation areas there are higher concentrations of these species. Oxygen mass fraction decrease at the cathodic side of the fuel cell because carbonate ions are produced according with reaction (1). The fuel cell is fed by an higher oxidant mass flow rate compared to fuel mass flow rate; for this reason the decrease of $\text{O}_2$ concentration is limited. Oxygen mass fraction is shown in Figure 8.

![Figure 8. Oxygen mass fraction.](image)

The current density distribution on the surface between anode and electrolyte is shown in Figure 9. This figure shows that the utilization of the active area rapidly decreases from the center to the periphery because of the decreasing concentration of hydrogen and oxygen.

Results of the presented model have been validated in [7] using some experimental results available from FN corresponding with a stack of 15 cells [8].

![Figure 9. Current density distribution.](image)
6. Network analysis for design improvement

To improve the utilization of the active area two main changes in the distribution system can be operated: 1) the number of outlet channels can be increased in order to make the outlet fluid velocity more homogeneous; 2) radial distribution channels can be traced in order to distribute fresh reactants to a wide area. The first design change involves changes at stack level, and this option is not considered in the present work. Instead, three shaped channels between the metallic structure and the outer part of the anodic and cathodic outlet channels are considered. As the CFD analysis and optimization of the fuel cell geometry plus these structures involve large computational load, a preliminary design improvement is performed using a fluid dynamic network model.

Porous media are discretized in nodes. One-dimensional branches connecting adjacent nodes are considered. Similarly radial channels are represented as one-dimensional branches connecting nodes [9]. Although this scheme can be used to solve all the phenomena presented in the previous section, here only the fluid dynamics is considered.

Momentum equation for a steady state incompressible flow in a general branch is

\[ J \cdot l_0 + J \cdot \frac{p_2 - p_1}{\rho} = 0 \]  \hspace{1cm} (14)

where \( J \) is the mass flow rate, \( l_0 \) the unit mass friction loss and \( \rho \) the static pressure in the initial and final nodes. Kinetic and potential energy differences are considered as negligible. In channels, friction losses are expressed as the summation of distributed and local losses. In both cases the loss can be expressed as the function of the square of the average velocity, or of the square of the mass flow rate, namely:

\[ l_0 = l_{\text{disp}} + l_{\text{loc}} = R_0 \cdot J^2 \]  \hspace{1cm} (15)

where \( R_0 \) is a resistance coefficient. Pressure drop can be obtained from equation (15) as

\[ \Delta p = p_1 - p_2 = \rho \cdot R_0 \cdot J^2 = s_{12} \cdot R_p \cdot J^2 \]  \hspace{1cm} (16)

The coefficient \( s_{12} \) can have the values +1 and -1 and it takes the true (not arbitrary) verse of the flow into account. Equation (16) can be rewritten:

\[ J = \frac{p_1 - p_2}{R_p^{0.5} \cdot \sqrt{\Delta p}} \cdot Y_{12} \cdot \left( p_1 - p_2 \right) \]  \hspace{1cm} (17)

being \( Y_{12} \) the flow conductance of the branch. In the case of the porous medium, the flow conductance is constant and is obtained from Darcy equation.

To solve the complete network, the momentum equation must be written for all the branches. In addition, the continuity equation must be written for all the nodes. The continuity equation for a node is written

\[ -\sum_{i=1}^{n_{in}} J_i + \sum_{j=1}^{n_{out}} J_j + J_{ex} = 0 \]  \hspace{1cm} (18)

where \( n_{in} \) is the number of flows entering the node from branches, \( n_{out} \) is the number of flows exiting the node and entering branches (\( n_{in} + n_{out} \) is equal to the number of branches having the node as initial or final end) and \( J_{ex} \) is the mass flow rate exiting the node to the ambient. This term is negative if the flow enters the node from the ambient. The conventional verse of the branches is used to set the equation.

Continuity equation can be written for the whole network in a matrix form. The incidence matrix, \( A \), (see for example [10]) can be adopted to express the network topology. This is characterised by as many rows as the number of nodes (n) and as many columns as the number of branches (m). The element \( A_{ij} \) is 1 if the branch \( i \) exits the node \( j \), -1 if the branch \( j \) enters the node \( i \) and 0 if the node \( i \) and the branch \( j \) are not related. The continuity equation is written as

\[ A \cdot J + J_{ex} = 0 \]  \hspace{1cm} (19)

where \( J \) is the vector (m rows) of the mass flow rates in the branches and \( J_{ex} \) the vector (n rows) of the mass flow rate exiting the nodes to the ambient. Equation (19) can be rearranged by substituting the expression of mass flow rate in the branches obtained from the momentum equation. To do so, a matrix expression must be derived. The pressure difference in all the branches can be expressed as

\[ \Delta P = A^T \cdot P \]  \hspace{1cm} (20)

where \( P \) is the vector (n rows) of the pressure in the nodes. A diagonal matrix \( Y \) (m×m) is introduced, whose term \( Y_{jj} \) is the flow conductance of the \( j^{th} \) branch. The mass flow rate in the branches can be expressed as

\[ J = Y \cdot \Delta P = Y \cdot A^T \cdot P \]  \hspace{1cm} (21)

and then, substituting in (19)

\[ \left[ A \cdot Y \cdot A^T \right] \cdot P + J_{ex} = 0 \]  \hspace{1cm} (22)
To solve the set of non-linear equations (22) boundary conditions must be set. In this work, the inlet mass flow rate is fixed while a constant pressure is imposed on the active surface.

Two architectures are considered, the first one characterized with a single bifurcation level and the second one with two bifurcation levels [11]. These architectures are shown in Figure 10. The design parameters of three shaped channels, the angles and lengths of ducts, are progressively modified in order to maximise the angular momentum associated with fluid reaching the active surface. The reason for such objective function is that we are interested in increasing as much as possible the use of external area. The analysis is conducted considering the total surface covered by the ducts as constant. In addition, only symmetrical configurations are considered.

![Figure 10. Selected architectures of the three shaped channels.](image)

The results corresponding with the analysis of 100 configurations is presented in Figure 11.

![Figure 11. Angular momentum of fluid using three shaped distributed channels.](image)

These configurations corresponds to 10 values of the ratio between channel length and 10 values of the bifurcation angle. Blue bars refers to single level bifurcations, while red bars to double level bifurcations. The latter allows better flow distribution as the angular momentum is larger. On average, the difference between the two architectures is about 11.5%, while the optimal configurations differs of only 5.8%. For this reason, system optimization is conducted considering the single bifurcation architecture.

7. Geometry optimization

The problem of optimal fluid distribution inside a given physical system has been tackled by a large number of researchers; typical examples in engineering are heat exchangers, pipe networks and cooling devices [12,13]. Similar studies have been also carried out for different typology of fuel cells. In this case it is necessary to exploit a given amount reactants in the most effective way, that is obtain the highest possible electric power [14].

The entropy generation rate is one of the possible indicators for choosing the optimal design of an energy system. This quantity can be used to express the objective function in the optimization, but also to select the design parameters through analysis of the distribution of the entropy generation terms [15].

As discussed in the previous section, a Y-shaped inlet channel in the anodic compartment is considered. Similar conclusions can be drawn for the cathodic compartment.

The new geometry of the computational domain is shown in Figure 12.

![Figure 12. Modified MCFC geometry.](image)

The effect of the Y-shaped channel on the fuel cell performance can be maximized by modifying the dimensions and orientation of the branches. Two antagonistic factors influence the optimal design of gas distribution inside the fuel cell: the
maximum electrical power and the maximum efficiency.
In a fuel cell the departure from ideal conditions is
due to the so-called polarization losses. These
effects are strictly related to the irreversible
transport phenomena occurring in the system.
Thus, the rate of entropy generation is a proper
physical quantity that can be utilized to identify
what are the major causes of irreversibility and
efficiency decrease.
Entropy generation can be expressed in term of
fluxes and the corresponding gradients of physical
quantities; this equation is obtained from the
entropy balance written for an infinitesimal
volume, that is:
\[
\rho \frac{D s}{Dt} = -\nabla \cdot \vec{\sigma} + g_p
\]  
(23)
where \( s \) is the entropy per unit mass, \( \vec{\sigma} \) is
the entropy-flux vector and \( g_p \) is the rate of entropy
generation per unit volume. To obtain \( \vec{\sigma} \) and \( g_p \) we
can assume local thermodynamic equilibrium, it follows that \( s \) is a well defined function of the
various properties necessary to define the
macroscopic state of the system. This can be
expressed by the fact that the total differential of \( s \)
is given by the Gibbs relation:
\[
du = Tds - pd\left(\frac{1}{\rho}\right) + \sum_i \mu_i \delta \omega_i
\]  
(24)
Differentials can be expressed using energy
equation, the conservation of species and the fluid
flow equation. After some rearrangement is
possible to show that:
\[
\vec{\sigma} = \frac{1}{\rho} \left( \vec{f}_q + \sum_i \mu_i \vec{f}_i \right)
\]  
(25)
The local rate of entropy generation can be split in
four main contribution, each strictly correlate to a
specific physical phenomenon:
\[
g_p = g_p + g_h + g_m + g_c
\]  
(26)
The first term at the right-hand side of (26) is
connected to the gradients of the velocity field,
giving rise to viscous flow, the second arises from
heat conduction, the third from mass transfer, and
the fourth term is due to coupling between heat
and mass transfer (convective term). The structure
of the expression is that of a bilinear form: it is the
summation of a flow quantity times the gradient of
an intensive state variable driving that flow:
\[
g_p = \frac{1}{\rho} \Delta \tau + \frac{1}{\rho C_p} \left(-Q - \nabla T \right) + \\
\frac{1}{\rho} \left( \sum_i -\vec{j}_i \cdot \nabla \mu_i \right) + \frac{1}{\rho C_p} \left( \sum_i -s_i \vec{J}_i \cdot \nabla T \right)
\]  
(27)
in which \( \Delta \) and \( \tau \) are the strain and stress tensor.
For a Newtonian fluid they can be expressed in terms
of viscosity and fluid velocity gradient. In
the case of a fuel cell, an additional term must be
considered in equation (26). This term is
associated with the entropy generation due to
ohmic losses:
\[
g_{ohm} = \frac{1}{\rho} \sigma \nabla \phi \cdot \nabla \phi
\]  
(28)
The previous term is present only in conductive
regions, that is electrodes and electrolyte.
\[\text{Figure 12. Parameterized MCFC geometry.}\]
Since we are interested in the optimal
configuration of the anodic inlet channel, it is
necessary to properly parameterize the MCFC
geometry in order to define the design variables
free to vary. Figure 12 shows that four design
parameters can be used to characterized the
geometry configuration. Specifically, the length
\( R_1 \) and \( R_2 \) of two branches and the angles \( \theta_1 \) and \( \theta_2 \)
are free to vary. The remaining length \( R_3 \) is chosen
in order to keep the total area of the Y-shaped
channel constant.
The fuel cell optimization is performed by
considering two objective functions. The first
objective function \( F_1 \) is the global entropy
generation rate \( G_p \), namely
\[
F_1 = \int (g_p + g_h + g_m + g_c + g_{ohm}) dV
\]  
(29)
The second objective function \( F_2 \) is the electric
power produced by the fuel cell, that is
\[
F_2 = W_{el}
\]  
(30)
Clearly is desirable to maximize the electrical
power, i.e. \( F_2 \), and at the same time reduce as
much as possible the sources of irreversibilities,
that is minimize \( F_1 \). For this reason the
optimization has been performed using the Non-
dominated Sorting Genetic Algorithm version II
(NSGA-II) [16]. This is an evolutionary algorithm
suitable for simultaneously optimization of two or
more conflicting objectives. NSGA-II uses some
mechanisms inspired by biological evolution:
reproduction, mutation, recombination, and
selection. Candidate solutions to the optimization problem play the role of individuals in a population, and the objective function determines the environment within which the solutions survive. Evolution of the population then takes place after the repeated application of the above operators.

8. Optimization results

Various geometries have been analyzed during optimization. Figure 13 shows the scatter plot of global entropy generation versus power density, the Pareto front of optimal designs are indicated with red squares.

![Pareto front of optimal designs](image13.png)

Figure 13. Parameterized MCFC geometry.

The figure confirms that the two objective functions are conflicting. According to the Pareto curve it is possible to achieve an higher power density to the detriment of a larger value of entropy generation.

![Bubble chart of R1 and R2](image14.png)

Figure 14. Bubble chart of $R_1$ and $R_2$.

A bubble chart can be used to understand the influence of each design parameter on the objective functions. This representation is used as the data have four dimensions that need to be shown on the same chart. In Figure 13 the design variables $R_1$ and $R_2$ are reported along abscissa and ordinate, the color maps shows the power density of the fuel cell, finally the diameter of the bubble indicates the global entropy generation.

Higher power density is achieved by geometrical configurations with small values of $R_1$ and large $R_2$. This means that an inlet channel with a short central branch and long secondary branch promotes an higher electrical power. When the opposite situation occurs, that is large $R_1$ and small $R_2$, the entropy generation is minimized. This is similar to the result obtained with fluid flow analysis shown in Figure 10. Differences in the optimal lengths are also due to the different position of the inlet section: in the network model the central area is considered, while this is not considered in the three dimensional model.

It is also necessary to understand how the other two design parameters, i.e. the angles $\theta_1$ and $\theta_2$, affect the objective functions. This is shown in Figure 15.

When the angles $\theta_1$ and $\theta_2$ are as large as possible higher power density are achieved. Moreover from Figure 15 it is obvious that the two angles should be both large, this also means that a symmetrical anodic inlet channel is preferable when high electric power is required. Controversy, if the Y-shaped channel assumes a close configuration, i.e. small $\theta_1$ and $\theta_2$, the entropy generation is reduced. The Pareto designs are the best compromise with respect to the two objective functions adopted here. One of these designs is illustrated in the next figures. In particular the case characterized by $R_2 = 14$ mm, $R_2 = 27$ mm, $\theta_1 = 60^\circ$ and $\theta_2 = 60^\circ$. Accordingly to the two previous bubble chart, this configuration provides an high power density due to the ample angles. However, the relatively long central branch assures a relative low global entropy generation.

![Bubble chart of $\theta_1$ and $\theta_2$](image15.png)

Figure 15. Bubble chart of $\theta_1$ and $\theta_2$. The current density distribution corresponding with this design is illustrated in Figure 16; the inlet
channel outline is highlighted in blue. The presence of the two secondary branches allows one to obtain larger current density, especially for large radius. Moreover in the area spanned by the Y-channel the current density gradients are reduced if compared to the original configuration. This means that in the optimized design more homogeneous operating conditions take place. In the region far from the channel, the current density assumes lower values since this region is fed by partially depleted fuel, that is with a lower hydrogen concentration.

![Current density distribution](image1)

**Figure 16.** Current density distribution.

The velocity field is also affected by this configuration; the pathline patterns are illustrated in Figure 17. Now the fluid departs from the inlet channel, consequently higher velocities are achieved in the middle region on the fuel cell. Moreover, this channel allows one to reduce the size of the stagnation regions inside the cell, which permits to obtain more homogeneous conditions inside the system.

![Pathlines colored by velocity magnitude (m/s)](image2)

**Figure 17.** Pathlines colored by velocity magnitude (m/s).

### 9. Entropy generation analysis

The distribution inside the fuel cell of the various contributions to the entropy generation are analyzed in this section. Local rate of entropy generation due to viscous effects in the anodic compartment of the cell is depicted in Figure 18. The largest values of $\theta_\mu$ are located where there are strong velocity gradients. In particular, they take place in a confined region in the nearness of anodic compartment outlet. It is clear from Figure 17 that in this region the fluid velocity increases because of the relatively small outlet cross-section, therefore here are located the strongest velocity gradients.

![Viscous entropy generation in the anodic channel](image3)

**Figure 18.** Viscous entropy generation in the anodic channel.

The contribution to entropy generation due to mass transfer is shown in Figure 19. The electrochemical reactions cause strong species mass fraction gradients. Moreover, because of the presence of porous matrix, the species motion in the fuel cell is mainly driven by diffusion, i.e. concentration gradient. These gradients are the sources of entropy generation. The species mass fractions are uniformly distributed in the area spanned by the Y-shaped inlet channel. For this reason the irreversibilities due to mass transfer are negligible in this zone of the fuel cell. In contrast, the outer region of the fuel cell is not reached by the inlet channel. It follows that in this part of the cell chemical species are distributed only by means of diffusion, consequently mass transfer entropy generation is large. This is particularly evident for the extremities of secondary inlet channel branches. Finally, in the outlet section region the convective transport becomes no more negligible. Therefore chemical species are strongly advected, together with the presence of outer wall
conducted considering distribution channels on the anodic side only. Entropy generation analysis shows that the largest contribution to the irreversibilities is due to mass transfer in the porous media. This means that additional improvements are expected using distribution channels on the cathodic side.
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Abstract:
A specific thermodynamic analysis of organic Rankine cycle, in reference to different sizes of internal combustion engines conventionally used for biogas/landfill gas, was carried out, considering several working fluids, different cycle configurations (simple cycle or regenerated cycle) and conducting a parametric analysis in order to determine optimal evaporating pressures for each fluid. The analysis demonstrates that the overall efficiency can be increased by 1.7-4.7 percentage points and the power can be incremented by 5-13% with respect to the engine without any bottoming cycle, depending on the organic fluid and the type of engine.
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1. Introduction
Landfill gas, which consists mainly of the powerful greenhouse gases methane and carbon dioxide, is produced when biodegradable wastes decay anaerobically in landfill sites. Gas recovery from landfills has become a standard technology in most of the industrialised countries for energy recovery and environmental and safety reasons. As a matter of fact, the EC strategy to reduce the greenhouse effect deriving from landfill gas emission consists of a progressive reduction of biodegradable municipal waste landfill disposal in order to reduce the production of landfill gas, as stated in the European Directive 1999/31/EC. Of course this reduction duty will contribute to increase the separate collection of biowaste boosting the use of industrial anaerobic digestion processes, in which biodegradable material is decomposed, in industrial reactors, in the absence of oxygen, by bacteria forming digestate and biogas, a mixture of carbon dioxide and methane, generally with a better quality with respect to landfill gas. In this view, a progressive reduction of landfill gas and a progressive increment of biogas from anaerobic digestion are expected.

Increasingly, the biogas (from landfills or anaerobic digestion plants), which is a renewable, is used in reciprocating Internal Combustion Engines (ICEs).

ICEs are often chosen for their reliability, low specific cost and high electrical efficiency, especially in the power range of hundreds of kW to few MW [1].

Biogas in ICEs is mainly used to produce electric power, while heat recovery is less common mainly due to the distance at which waste treatment plants generally are from potential heat users. Also, the existence of incentives for electric energy production (such as Green Certificates in Italy) for plants based on renewables – makes the operation of these units a viable solution even if no heat is usefully recovered [1].

However, due to the rather high temperature at which exhausts are discharged, disregarding the heat recovery option for the previously mentioned reasons, there is still a potential for increasing the overall efficiency of conversion into electric power. This can be accomplished by adding as a bottoming cycle an Organic Rankine Cycle (ORC) using engine exhaust gases as a thermal source.

2. Organic Rankine Cycles
ORCs can use different working fluids in order to exploit low grade heat sources to produce useful work. An interesting application of ORCs is to couple them with other prime movers and utilize their wasted heat, thus realizing a combined power unit with the effect of enhancing the overall system efficiency [2]-[6]. Since the ORC systems generate additional power without requiring extra fuel, the specific pollutant emissions of the combined plant are reduced.
Organic fluids are to be preferred to water when the required power is limited and the heat source temperature is low, as these fluids often have lower heat of vaporization and can better follow the heat source to be cooled, thus reducing temperature differences and therefore irreversibilities at the evaporator [1]. Furthermore, turbines for organic cycles can provide higher efficiencies at part loads as well and are usually less complex (1 or 2 stages, for an axial turbine) due to the lower enthalpy drop of the fluid [7]-[8]. Also ORC systems exhibit great flexibility, high safety and low maintenance requirements in recovering low-medium grade waste heat, from industrial processes or power plants [9].

Evaporators for ORCs are usually simple components with one level of evaporating pressure [1]-[2][5]. Few examples of ORCs coupled to ICEs exist and usually the ORC is conceived to efficiently exploit only the heat released at high temperatures such as the engine exhaust gases [1],[5].

3. Model

The preliminary analysis was carried out in reference to a commercial cogeneration engine as a topping system (engine A). The engine is a 20 cylinder 4 stroke supercharged fuelled with biogas characterised by 65% in volume of methane and 35% in volume of carbon dioxide. The main parameters of the engine are reported in Table 1.

Table 1. Engine A main characteristics

<table>
<thead>
<tr>
<th>Engine parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Heating Value of biogas</td>
<td>6.40</td>
<td>kWh/Nm$^2$</td>
</tr>
<tr>
<td>Entering power (100% load)</td>
<td>5.513</td>
<td>kW</td>
</tr>
<tr>
<td>Biogas flow rate</td>
<td>861</td>
<td>Nm$^3$/h</td>
</tr>
<tr>
<td>Mechanical power output</td>
<td>2.183</td>
<td>kW</td>
</tr>
<tr>
<td>Electrical power output</td>
<td>2.118</td>
<td>kW el.</td>
</tr>
<tr>
<td>Electric efficiency</td>
<td>38.40</td>
<td>%</td>
</tr>
<tr>
<td>Exhaust gas temperature</td>
<td>444</td>
<td>°C</td>
</tr>
<tr>
<td>Exhaust mass flow</td>
<td>14.222</td>
<td>kg/h</td>
</tr>
<tr>
<td>Combustion air mass flow</td>
<td>13.236</td>
<td>kg/h</td>
</tr>
</tbody>
</table>

It has been calculated that the excess air coefficient is 0.9204 at nominal conditions, under the hypothesis of perfect combustion of the methane contained in the biogas. The composition of the exhaust gases on the basis of the mass was calculated at: CO$_2$:0.119; H$_2$:0.064; N$_2$:0.713; O$_2$:0.104. This composition was used to evaluate exhaust gases properties.

In the study, the engine is assumed to operate at rated load as the aim is to determine which organic fluid would perform better in reference to the overall heat available for these conditions.

3.1. Organic fluids

Organic fluids used for power applications may have different characteristics in the T-s diagram and the saturation lines may be bell shaped, nearly isentropic or overhanging (positive slope) depending on the fluid molecule complexity. Typically fluids with simpler molecules are characterised by bell shaped vapour line and lower critical temperatures and fluids with more complex molecules display an overhanging vapour line and higher critical temperatures [1],[10]. In this paper twelve organic fluids, characterised by overhanging vapour lines (also called dry fluids), were considered for a preliminary screening analysis. The saturated vapour phase of a dry fluid becomes superheated after the expansion, so there is no need for superheating the vapour before entering the turbine, which is conventionally used for avoiding liquid droplets at the end of the expansion. Also, dry fluids generally have much lower enthalpy drops during expansion than water-steam mixture [10], therefore, a single-stage turbine is usually used in an ORC.

Table 2. Properties of the considered organic fluids.

<table>
<thead>
<tr>
<th>Organic fluid</th>
<th>Saturation pressure at 35°C [kPa]</th>
<th>Critical temperature [°C]</th>
<th>Critical pressure [kPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-pentane [6]</td>
<td>98.35</td>
<td>196.50</td>
<td>3.364</td>
</tr>
<tr>
<td>n-butane [6]</td>
<td>329.00</td>
<td>152.00</td>
<td>3.796</td>
</tr>
<tr>
<td>R114 [10]</td>
<td>290.90</td>
<td>145.70</td>
<td>3.289</td>
</tr>
<tr>
<td>R218 [12]</td>
<td>1.131.00</td>
<td>71.87</td>
<td>2.640</td>
</tr>
<tr>
<td>R227ea [5]</td>
<td>608.70</td>
<td>102.80</td>
<td>2.999</td>
</tr>
<tr>
<td>Isobutane [6]</td>
<td>464.50</td>
<td>154.70</td>
<td>3.640</td>
</tr>
</tbody>
</table>

The selected fluids are listed in Table 2, together with their critical pressure and critical temperature. Table 2 also shows the saturation pressure at 35°C, which was assumed as the set ORC condenser temperature. The considered fluids were commonly quoted in literature as possible fluids for ORC, according to the references reported in Table 2, as well.
It should be remarked that, in the proposed analysis, only thermodynamic aspects will be considered. However, it is worth underlying that fluids for ORC applications must not only be favourable from a thermodynamic point of view, but have to satisfy also requirements of chemical stability at the operating pressures and temperatures; environmental friendliness; non toxic, non corrosive and compatible with engine materials; low flammability and auto-ignition properties [1].

3.2. Model assumptions

In this work it was assumed to recover the heat only from exhaust gases (disregarding the potential heat from engine cooling water), in order to consider a simplified layout for the plant, assuming that exhaust gases are cooled down to 180 °C. The energy recovery from exhaust gases was assumed to take place by means of an intermediary fluid, such as diathermic oils, according to some ORC proposed commercially. The entering temperature for the cool diathermic oil stream was assumed at 120 °C, while the exiting temperature was assumed at 300 °C. The heat exchange between exhaust and Diathermic oil, takes place in the Gas-Oil Heat Exchanger (GOHE).

In the preliminary screening analysis two cycle configurations will be assumed:
- ORC simple cycle thermally powered by engine exhaust gases (Figure 1);
- ORC regenerated cycle thermally powered by engine exhaust gases (Figure 2).

For all considered cycles the following assumptions were deliberated:
- isentropic turbine efficiency: 0.8 (this value is conservatively below usual values that may range between 0.8 and 0.88 [8],[13];
- isentropic pump efficiency: 0.8;
- working fluid condensing temperature: 35 °C;
- vaporizing pressure varying between condensation pressure and critical pressure;
- negligible pressure losses in the heat exchangers and pipes;
- heat exchanger (gas-oil heat exchanger and evaporator) effectiveness: 0.9.

Then, for the simple ORC cycle two possibilities were considered:
- expansion for all fluids starts directly from dew line (no superheating);
- expansion for all fluids starts at superheated conditions (superheating).

The thermodynamic model of the proposed cycles were built by means of Engineering Equation Solver (E.E.S.), using the internal properties database available for the selected fluids [14].

The ORC efficiency was calculated according to:

\[
\eta_{ORC} = \frac{W_{ORC}}{Q_{exhausts}}
\]

where:
\[\eta_{ORC} = \text{efficiency of ORC};\]
\[W_{ORC} = W_{turbine} - W_{pump} = \text{net power of ORC};\]
\[Q_{exhausts} = \text{thermal power released by the exhaust cooling from 444°C to 180 °C}.\]

![Fig.1. Layout of the ORC simple cycle.](image)

![Fig.2. Layout of the ORC regenerated cycle.](image)

4. Simple ORC results

In Figure 3 the simple ORC efficiency, in the case of no superheating, is plotted for the selected fluids, in the range of turbine inlet pressure
between condenser pressure (assumed as the value of saturation pressure at 35°C for each fluid) and critical pressure of each fluid, with the exception of n-Nonane and n-Octane. In fact, the critical point for n-Nonane and n-Octane are, respectively, at 2.281 kPa; 321.40 °C and 2.497 kPa; 296.20 °C. Since the maximum temperature at which diathermic oil is available is 300°C, it was assumed to vary the turbine inlet pressure for these two fluids up to the correspondent saturation pressure at 270 °C, allowing for a temperature difference of 30°C between the fluid maximum temperature and the diathermic oil temperature, in the devoted heat exchanger.

![Graph](image)

**Fig. 3. Simple ORC efficiency for evaporation pressure between condenser pressure and critical pressure, for each fluid, in the case of no superheating.**

The simple ORC efficiency curves show a maximum value for pressures not far from critical (except for n-Nonane and n-Octane, for which critical pressure was not reachable, according to the assumed constraints). The best efficiency values observed were 15.7%, belonging to n-Nonane; n-Octane and n-Heptane, while in the case of n-Hexane the value was about 15.2%.

In Figure 4 the simple ORC efficiency, in the case of superheating, is plotted for the selected fluids in the range of turbine inlet temperature between saturation temperature (at the selected pressure, reported for each fluid in the figure legend) and 270 °C, assumed as the maximum allowable superheating temperature, in order to keep 30 °C temperature difference between the fluid and the diathermic oil (300 °C). The values assumed for pressure, for each fluid, are correspondent to the cases of maximum efficiency values of the previous analysis of Figure 3, with the exception of n-Nonane and n-Octane. For these fluids, the maximum pressure was assumed as the correspondent value at 250 °C, in order to leave up-to 270° room for superheating.

The efficiency curves show how the efficiency is a weak function of turbine inlet temperature, once the evaporating pressure is chosen, and how it starts to decrease at increasing temperature.

![Graph](image)

**Fig. 4. Simple ORC efficiency for increasing turbine inlet temperature, in the case of superheating.**

This results is in agreement with literature data [10], confirming that superheating is not convenient from a thermodynamic point of view [1]. In some cases, the highest cycle efficiencies are obtained when superheating is avoided and the fluid is expanded directly from dew line, as demonstrated in [10]. In [13] it has been also shown, through a comprehensive analysis based on irreversibility calculations, that superheating organic cycles (especially if based on overhanging fluids) increases cycle irreversibility and decreases the second law efficiency.

For these reasons, in the following, the regenerated ORC will be considered without superheating. For all the fluids, in the case of expansion of saturated vapour, it was checked that the fluid at the turbine exit was in the vapour phase (vapour quality equal to one).

### 5. Regenerated ORC results

The use of working fluids with overhanging vapour lines is generally a favourable condition, as it allows dry expansions without superheating and regenerate the cycle by sub-cooling the vapour at the end of expansion (direct regeneration) without vapour extraction. Actually, not all the considered organic fluids offered the possibility of applying the internal regeneration of the cycle and not for the whole range of considered turbine inlet pressure. As a matter of fact the regeneration was applied only in the cases when the turbine outlet temperature was
20 °C higher than the condenser temperature. Regeneration could not be applied at all, in any turbine inlet pressure condition, for: Isobutane; R227ea; R218; R114; n-Butane.

\[
\eta_{CC} = \frac{W_{ICE} + W_{ORC}}{V_{biogas} \cdot LHV_{biogas}}
\]

where:

- \( \eta_{CC} \) = efficiency of ICE+ORC combined cycle
- \( W_{ICE} \) = ICE power
- \( V_{biogas} \) = biogas volumetric flow rate
- \( LHV_{biogas} \) = biogas Low Heating Value

It can be noticed that the combined cycle efficiency increases, with respect to the simple ICE efficiency (38.40%), by only less than 1 percentage point, in the case of R218 non-regenerated ORC, up to 4.71 percentage points, in the case of n-Nonane regenerated ORC.

In Figure 5 the regenerated ORC efficiency is plotted for the selected fluids in the range of turbine inlet pressure between condenser pressure (assumed as the value of saturation pressure at 35°C for each fluid) and critical pressure of each fluid, with the exception of n-Nonane and n-Octane. The curves for Isobutane, R227ea, R218, R114 and n-Butane are exactly the same of Figure 3, being correspondent to the non-regenerated cycles.

For all the other fluids the curves correspond to the regenerated cycles, showing a general increment in the efficiency. Also in the case of regenerated ORC, efficiency curves show a maximum value for pressures not far from critical point. In particular, maximum efficiency for n-Nonane increased up to 22.07%, for n-Octane up to 21.86%, for n-Heptane up to 20.61%, for n-Hexane up to 18.04.

Similar trends were found also for the ORC power curves plotted against the turbine inlet pressure. The turbine inlet pressure value which maximises the efficiency, for each fluid, also maximises the power output, as shown in Figure 6. Also, the fluid classification on the basis of the efficiency is the same of the classification on the basis of the power output. Table 3 shows the maximum values of efficiency, power output and specific work for the fluids which perform better.

In Figure 7 the efficiency of the ICE with ORC combined cycle is reported. The combined cycle efficiency was calculates as follows:
5. Combined cycle performances for different ICEs

The analysis was then focused on those fluids which allowed the regeneration and showed the better performances: n-Nonane, n-Octane, n-Heptane and n-Hexane. For these fluids, it was assumed to set the evaporation pressure at the values reported in Table 3, which, according to the assumed constraints, generate the maximum regenerated, non superheated, ORC efficiencies, reported in Table 3, too.

Table 3. Assumed pressure values and corresponding ORC efficiency, power output and specific work

<table>
<thead>
<tr>
<th>Fluid</th>
<th>Evaporation Pressure [kPa]</th>
<th>$\eta_{\text{ORC}}$</th>
<th>Power output [kW]</th>
<th>Specific work [kWh/kg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Nonane</td>
<td>1.093</td>
<td>22.23</td>
<td>259.5</td>
<td>0.045</td>
</tr>
<tr>
<td>n-Octane</td>
<td>1.737</td>
<td>21.86</td>
<td>255.2</td>
<td>0.043</td>
</tr>
<tr>
<td>n-Heptane</td>
<td>2.578</td>
<td>20.8</td>
<td>242.8</td>
<td>0.040</td>
</tr>
<tr>
<td>n-Hexane</td>
<td>2.574</td>
<td>18.56</td>
<td>216.6</td>
<td>0.034</td>
</tr>
</tbody>
</table>

Also, three other different types of ICE were considered, representative of engine size smaller than the previously described in Table 1. The main characteristics for these three additional engines (B, C and D) are reported in Table 4-6. Also for these three cases, in reference to nominal conditions and under the hypothesis of perfect combustion of the methane contained in the biogas (65% CH₄ and 35% CO₂), the composition of the exhaust gases was calculated and used to evaluate exhaust gases properties.

Table 4. Engine B main characteristics

<table>
<thead>
<tr>
<th>Engine parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Heating Value of biogas [kPa]</td>
<td>6.40</td>
<td>kWh/Nm³</td>
</tr>
<tr>
<td>Entering power (100% load) [kW]</td>
<td>2.693</td>
<td></td>
</tr>
<tr>
<td>Biogas flow rate [Nm³/h]</td>
<td>421</td>
<td></td>
</tr>
<tr>
<td>Mechanical power output [kW]</td>
<td>1.077</td>
<td>kW</td>
</tr>
<tr>
<td>Electrical power output [kW el.]</td>
<td>1.048</td>
<td>kW</td>
</tr>
<tr>
<td>Electric efficiency [%]</td>
<td>38.9</td>
<td></td>
</tr>
<tr>
<td>Exhausted gas temperature [°C]</td>
<td>510</td>
<td></td>
</tr>
<tr>
<td>Exhausted mass flow [kg/h]</td>
<td>5.677</td>
<td></td>
</tr>
<tr>
<td>Combustion air mass flow [kg/h]</td>
<td>5.195</td>
<td></td>
</tr>
</tbody>
</table>

In Table 7 the main results, in terms of ICE+ORC combined cycle efficiency, ORC power output and organic fluid required mass flow rate, are reported for the four considered engines (A, B, C, and D) and for the four organic fluids (n-Nonane, n-Octane, n-Heptane and n-Hexane).

Table 5. Engine C main characteristics

<table>
<thead>
<tr>
<th>Engine parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Heating Value of biogas</td>
<td>6.40</td>
<td>kWh/Nm³</td>
</tr>
<tr>
<td>Entering power (100% load)</td>
<td>1.399</td>
<td>kW</td>
</tr>
<tr>
<td>Biogas flow rate [kPa]</td>
<td>219</td>
<td>Nm³/h</td>
</tr>
<tr>
<td>Mechanical power output [kW]</td>
<td>529</td>
<td>kW</td>
</tr>
<tr>
<td>Electrical power output [kW]</td>
<td>511</td>
<td>kW</td>
</tr>
<tr>
<td>Electric efficiency [%]</td>
<td>36.5</td>
<td>%</td>
</tr>
<tr>
<td>Exhausted gas temperature [°C]</td>
<td>510</td>
<td>°C</td>
</tr>
<tr>
<td>Exhausted mass flow [kg/h]</td>
<td>2.941</td>
<td></td>
</tr>
<tr>
<td>Combustion air mass flow [kg/h]</td>
<td>2.690</td>
<td></td>
</tr>
</tbody>
</table>

For each considered engine, the required mass flow rate of organic fluid is the lowest (smaller devices) corresponding to the organic fluid which performs better (n-Nonane).

Table 6. Engine D main characteristics

<table>
<thead>
<tr>
<th>Engine parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Heating Value of biogas</td>
<td>6.40</td>
<td>kWh/Nm³</td>
</tr>
<tr>
<td>Entering power (100% load)</td>
<td>3.375</td>
<td>kW</td>
</tr>
<tr>
<td>Biogas flow rate [kPa]</td>
<td>527</td>
<td>Nm³/h</td>
</tr>
<tr>
<td>Mechanical power output [kW]</td>
<td>1.451</td>
<td>kW</td>
</tr>
<tr>
<td>Electrical power output [kW]</td>
<td>1.413</td>
<td>kW</td>
</tr>
<tr>
<td>Electric efficiency [%]</td>
<td>41.9</td>
<td>%</td>
</tr>
<tr>
<td>Exhausted gas temperature [°C]</td>
<td>448</td>
<td>°C</td>
</tr>
<tr>
<td>Exhausted mass flow [kg/h]</td>
<td>7.585</td>
<td></td>
</tr>
<tr>
<td>Combustion air mass flow [kg/h]</td>
<td>6.982</td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Main results of combined cycle simulation for different engines and different fluids.

<table>
<thead>
<tr>
<th>Engine</th>
<th>n-Nonane</th>
<th>n-Octane</th>
<th>n-Heptane</th>
<th>n-Hexane</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{\text{cc}}$ [%]</td>
<td>43.11</td>
<td>43.03</td>
<td>42.8</td>
<td>42.33</td>
</tr>
<tr>
<td>$W_{\text{ORC}}$ [kW]</td>
<td>259.5</td>
<td>255.2</td>
<td>242.8</td>
<td>216.6</td>
</tr>
<tr>
<td>$m_{\text{fluid}}$ [kg/h]</td>
<td>5.830</td>
<td>5.873</td>
<td>6.039</td>
<td>6.456</td>
</tr>
</tbody>
</table>

Engine A

<table>
<thead>
<tr>
<th>Engine</th>
<th>n-Nonane</th>
<th>n-Octane</th>
<th>n-Heptane</th>
<th>n-Hexane</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{\text{cc}}$ [%]</td>
<td>43.82</td>
<td>43.74</td>
<td>43.5</td>
<td>43.01</td>
</tr>
<tr>
<td>$W_{\text{ORC}}$ [kW]</td>
<td>132.5</td>
<td>130.3</td>
<td>124</td>
<td>110.6</td>
</tr>
<tr>
<td>$m_{\text{fluid}}$ [kg/h]</td>
<td>2.978</td>
<td>3.000</td>
<td>3.084</td>
<td>3.297</td>
</tr>
</tbody>
</table>

Engine B

<table>
<thead>
<tr>
<th>Engine</th>
<th>n-Nonane</th>
<th>n-Octane</th>
<th>n-Heptane</th>
<th>n-Hexane</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{\text{cc}}$ [%]</td>
<td>41.4</td>
<td>41.32</td>
<td>41.09</td>
<td>40.59</td>
</tr>
<tr>
<td>$W_{\text{ORC}}$ [kW]</td>
<td>68.74</td>
<td>67.59</td>
<td>64.3</td>
<td>57.38</td>
</tr>
<tr>
<td>$m_{\text{fluid}}$ [kg/h]</td>
<td>1.544</td>
<td>1.556</td>
<td>1.599</td>
<td>1.710</td>
</tr>
</tbody>
</table>

Engine C

<table>
<thead>
<tr>
<th>Engine</th>
<th>n-Nonane</th>
<th>n-Octane</th>
<th>n-Heptane</th>
<th>n-Hexane</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{\text{cc}}$ [%]</td>
<td>46.1</td>
<td>46.03</td>
<td>45.83</td>
<td>45.41</td>
</tr>
<tr>
<td>$W_{\text{ORC}}$ [kW]</td>
<td>141.8</td>
<td>139.4</td>
<td>132.6</td>
<td>118.4</td>
</tr>
<tr>
<td>$m_{\text{fluid}}$ [kg/h]</td>
<td>3.186</td>
<td>3.209</td>
<td>3.299</td>
<td>3.527</td>
</tr>
</tbody>
</table>

Engine D
The combined cycle efficiency increases by 3.9-4.7 percentage points with respect to the simple ICE efficiency of engine A (38.40%); by 4.1-4.9 percentage points with respect to the simple ICE efficiency of engine B (38.90%); by 1.7-2.5 percentage points with respect to the simple ICE efficiency of engine C (36.50%); by 3.5-4.2 percentage points with respect to the simple ICE efficiency of engine D (41.90%).

The combined cycle power output increases by 10-12% with respect to the simple ICE power of engine A (2.118 kW); by 11-13% with respect to the simple ICE power of engine B (1.048 kW); by 5-7% with respect to the simple ICE power of engine C (511 kW); by 8-10% with respect to the simple ICE power of engine D (1.413 kW).

Plotting the combined cycle efficiency vs. the ICE simple efficiency (Figure 8), for the different considered organic fluids, shows how the first one is directly correlated on the second one (Table 8). On the contrary, no correlation was found between combined cycle efficiency and exhaust gas temperature or engine size, with regard to the analysed engine cases.

![Fig. 8. Correlation between ICE+ORC combined cycle efficiency and ICE simple efficiency.](image)

**Table 8. Correlation coefficient between combined cycle efficiency and ICE simple efficiency, for the different fluids.**

<table>
<thead>
<tr>
<th>Organic fluid</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Nonane</td>
<td>0.9934</td>
</tr>
<tr>
<td>n-Octane</td>
<td>0.9936</td>
</tr>
<tr>
<td>n-Heptane</td>
<td>0.9945</td>
</tr>
<tr>
<td>n-Hexane</td>
<td>0.9956</td>
</tr>
</tbody>
</table>

**Conclusion**

Organic Rankine cycles (ORC) were analyzed as possible bottoming cycles coupled with internal combustion engines (ICE), as topping cycle, fuelled by biogas from landfill or anaerobic digestion. At present time, the potential for cogeneration by internal combustion engines fed with biogas is scarcely diffused, while the electric energy production is promoted by economic benefits, in several European Countries. For these reasons, the possibility of increasing the electric power output seems to be attractive. This incremental production can be accomplished by adding as a bottoming cycle an ORC using, in the simplest case, engine exhaust gases as a thermal source.

In order to increase as much as possible the incremental power output obtainable from the ORC, twelve organic fluids were considered, all characterized by an overhanging vapour line and dry expansion.

In the case of simple ORC, without superheating, the efficiency curves, for the different fluids, show a maximum value for pressures not far from critical one. The best efficiency values observed were 15.7%, belonging to n-Nonane; n-Octane and n-Heptane, while in the case of n-Hexane the value was about 15.2%. In the case of simple ORC with superheating, the efficiency results a weak function of turbine inlet temperature, once the evaporating pressure is chosen, and it starts to decrease at increasing temperature. Therefore, superheating was disregarded.

The use of working fluids with overhanging vapour lines is a favourable condition also because it allows the internal regeneration by sub-cooling the vapour at the end of expansion (direct regeneration) without vapour extraction. Actually, not all the considered organic fluids offered the possibility of applying the internal regeneration of the cycle.

When regeneration is applicable, a general increment in the efficiency is observed. Also in the case of regenerated ORC, efficiency curves show a maximum value for pressures not far from critical point, for each fluid. In particular, maximum efficiency for n-Nonane increased up to 22.07%, for n-Octane up to 21.86%, for n-Heptane up to 20.61%, for n-Hexane up to 18.04.

The ICE+ORC combined cycle efficiency increases, with respect to the simple ICE efficiency (38.40%) up to 4.71 percentage points,
in the case of applying a regenerated ORC, using n-Nonane as working fluid. Dependng on the primary ICE type: the combined cycle power output increases by 5-13% with respect to the simple ICE power of engine; the combined cycle efficiency increases by 1.7-4.9 percentage points with respect to the simple ICE efficiency.

The actual advantage of adding an ORC as the bottoming cycle for an ICE, however, should be evaluated, in future works, from an economic point of view, in reference to the different combined cycle sizes.

Also, taking into account in the model the variation of the turbine isentropic efficiency in function of the pressure ratio will be done in the near future to improve the quality of the model and the accuracy of results.

**Nomenclature**

$m$ mass flow rate, kg/h  
$V$ volumetric flow rate, Nm$^3$/s  
$W$ power, kW  
$Q$ thermal power, kW  
$LHV$ Low Heating Value, kJ/Nm$^3$  
$R$ Linear correlation coefficient  
$C$ condenser  
$T$ turbine  
$GOHE$ Gas-Oil Heat Exchanger  
$P$ Pump  
$R$ Regenerator  

**Greek symbols**

$\eta$ efficiency

**Subscripts and superscripts**

CC Combined Cycle  
ORC Organic Rankine Cycle  
ICE Internal Combustion Engine  
fluid organic fluid
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Abstract: A considerable amount of fuel chemical energy supplied to diesel engines is rejected to the environment through exhaust gases. It is approximately 30-40% of the energy supplied by the fuel depending on engine load. Therefore if part of this energy is recovered, it could result to significant reduction of engine bsfc compared to other technological solutions. A promising solution for the utilization of exhaust heat is turbocompounding, which has various advantages compared to other techniques as far as packaging, cost and applicability of the system is concerned. The idea is not new because various attempts have been reported but with marginal fuel savings. However, there exists a potential for significant improvement of fuel saving especially when the system is applied on engines with reduced heat losses. For this reason, in the present work, a detailed investigation is conducted to investigate and compare the effect of mechanical and electrical turbocompounding technologies on engine performance and exhaust emissions. In case of mechanical turbocompounding, a power turbine is mounted downstream of the engine turbocharger (T/C) whereas in case of electrical turbocompounding, a high-speed electrical generator is coupled to the T/C shaft for recuperating the excess exhaust power produced from the T/C turbine. The investigation is conducted on a heavy-duty (HD) direct injection (DI) truck diesel engine at various operating conditions. The examination involves mainly the effect of T/C and power turbine efficiency for both turbocompounding arrangements on engine performance characteristics and pollutant emissions. Variation of power turbine pressure ratio has also been taken into account in the case of mechanical turbocompounding. From the analysis it is revealed a potential for considerable fuel saving in the range of 8-9% when electrical turbocompounding is accompanied with high efficiency T/C equipment.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{del}$</td>
<td>ignition delay constant</td>
</tr>
<tr>
<td>$a_f$</td>
<td>combustion rate exponent</td>
</tr>
<tr>
<td>$a_o$</td>
<td>combustion rate exponent</td>
</tr>
<tr>
<td>$C_f$</td>
<td>mass fraction of fuel</td>
</tr>
<tr>
<td>$C_o$</td>
<td>mass fraction of oxygen</td>
</tr>
<tr>
<td>$E$</td>
<td>activation energy, J/kmol</td>
</tr>
<tr>
<td>$K_b$</td>
<td>combustion rate constant</td>
</tr>
<tr>
<td>$m$</td>
<td>mass, kg</td>
</tr>
<tr>
<td>$N$</td>
<td>engine rotational speed, rpm</td>
</tr>
<tr>
<td>$P_e$</td>
<td>power, W</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure, Pa</td>
</tr>
<tr>
<td>$R_w$</td>
<td>gas constant, J/kmolK</td>
</tr>
<tr>
<td>$S_{del}$</td>
<td>ignition delay integral</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature, K</td>
</tr>
</tbody>
</table>

Greek symbols

- $\eta$ efficiency

Subscripts and superscripts

- $b$ burnt
- $C$ compressor
- $del$ delay
- $e$ brake
- $E$ engine
- $el$ electric
- $f$ fuel
- $g$ gas
- $m$ mechanical
- $tot$ total
- $T$ turbine

Abbreviations

- ATDC after top dead centre
- bsfc brake specific fuel consumption
- CA crank angle
1. Introduction

Recovery of waste heat from the exhaust gas is considered as one of the key advances concerning mid-term developments of diesel engines used in heavy-duty (HD) truck applications focusing on the reduction of bsfc [1,2]. Depending on engine operating conditions the amount of fuel energy which is rejected to the ambient is in the order of 30-40%. It is inevitable that the partial utilization of this energy amount creates expectations for considerable reduction of diesel engine brake specific fuel consumption (bsfc). A promising waste heat recovery solution is turbocompounding. According to the literature [3-9], the dominant turbocompounding technologies, which have been used up to now in diesel engines are the following:

- **Mechanical turbocompounding**: A power turbine is placed after engine turbocharger (T/C) to extract additional mechanical power from exhaust gases. The power turbine is mechanically coupled to engine crankshaft through mechanical gear [3-7].
- **Electrical turbocompounding**: An electrical generator is coupled to the T/C shaft which converts the excess power of the turbine to electric power [7-9].

Previous studies [3-7] considering various mechanical turbocompounding configurations revealed that an improvement of overall bsfc up to 5-6% is feasible. Specifically, Caterpillar [4,5] has used an axial power turbine on a 14.6-liter diesel and reported an average bsfc reduction of about 4.7% for a 50,000 miles extra-urban driving test in the US. In addition, Cummins [3] used a radial flow power turbine and reported 6% maximum improvement of bsfc at full load and 3% at partial load. Finally, Scania [4] applied turbocompounding technology on an 11-liter displacement 6-cylinder turbocharged diesel engine and reported a bsfc improvement of 5% at full load.

Previous investigations have also shown that significant improvement of the overall efficiency of HD DI diesel engines may be attained by implementing various electrical turbocompounding configurations [7-9]. Caterpillar has considered electrical turbocompounding technology in a research program [8,9] and reported indications for 5% reduction of bsfc on a cycle basis. They also indicated [8,9] a maximum reduction of approximately 9-10% when using turbocharger components with high efficiency. Considering the previous, it appears that the potential for recovering the exhaust gases enthalpy using both turbocompounding approaches can be beneficial considering the trend for increasing oil prices.

For this reason, in the present work, a theoretical investigation is conducted to estimate the potential for exhaust energy recovery from a heavy-duty diesel engine using mechanical and electrical turbocompounding. The influence of both turbocompounding technologies on HD DI diesel engine performance and emissions is also examined in this study. For both cases the investigation focuses on the effect of T/C efficiency and pressure increase before the turbine on engine performance and emissions. For mechanical turbocompounding, a parametric study has been conducted considering for the effect of turbine expansion ratio on diesel engine performance and emissions. This is done since the effect of power turbine efficiency can be independently investigated because only exhaust manifold pressure affects engine operation. The parametric investigation has been conducted using a diesel engine simulation model, which has been appropriately modified to consider for both technologies. The theoretical results focus mainly on the overall bsfc benefit from the application of both exhaust heat recovery techniques. Predictions also demonstrate the impact of mechanical and electric turbocompounding on engine exhaust pressure and temperature (before the turbine), net power output and pollutant emissions.

As revealed from the analysis, the potential for recovering exhaust heat and converting it into useful mechanical or electrical energy is good. Considering the continuous increase of oil prices and the necessity for dramatic reduction of CO₂ emissions, it appears that the proposed exhaust heat recovery techniques may be potential solutions for further improvement of engine bsfc.

2. Engine simulation model

2.1 Brief outline of the simulation model

For the investigation an engine simulation code based on a multi-zone combustion model was properly modified and used [10,11]. The fuel jet is divided into discrete control volumes, called “zones”, each having its own history, i.e. temperature, composition etc [10,11]. The pressure in the engine cylinder is considered to be uniform. The condition in each zone is calculated using the first law of thermodynamics and the conservation equations for mass and momentum.
2.2 Heat transfer
A turbulent kinetic energy viscous dissipation rate k-ε model [12] is used to determine the characteristic velocity for the heat transfer calculations. The heat transfer coefficient is evaluated from a widely tested correlation as described in [13]. The heat exchange rate obtained is then distributed among the jet zones according to their mass, temperature and specific heat capacity [10,11].

2.3 Air swirl
A hybrid scheme is considered consisting of a solid body core surrounded by a potential flow region for modeling the swirling motion of air inside the combustion chamber [10,11]. During induction, angular momentum is continuously added to the engine cylinder, part of which is destroyed because of friction while the remaining part forms the flow field. Details concerning the method of solution to determine the swirling velocity are provided in [10,11].

2.4 Spray model
After initiation of fuel injection, zones start to form and penetrate inside the combustion chamber. Zone velocity along the jet axis is obtained from correlations providing the penetration of the fuel jet inside the cylinder, as described in [10,11]. The velocity of zones on the jet periphery is estimated using the methodology described in detail in [10,11] by considering their radial distance from the jet axis. The effect of air swirl upon the jet is also considered for from the local components of the air velocity in the radial and axial directions and conservation of momentum in both axes.

2.5 Air entrainment into the zones
The air entrainment rate into the zones is obtained from momentum conservation. In addition the effect of wall impingement is also considered for.

2.6 Droplet breakup and evaporation
The injected fuel is distributed to the zones according to the instantaneous injection rate, while inside each zone the fuel is divided into packages (groups) where the droplets have the same Sauter Mean Diameter. For the evaporation process the model of Borman and Johnson [14] is adopted, as described in [15].

2.7 Combustion model
The time period of fuel chemical preparation ends and ignition commences when the following integral becomes equal to unity [10,11]:

\[ S_{\mu} = \int \frac{1}{a_{\mu} \rho \Phi_{s} \sqrt{\frac{\tau_{f}}{5000}}} dt = 1 \]  

where \( \Phi_{s} \) is the local fuel equivalence ratio, \( T_{g} \) is the local zone temperature and \( p_{c} \) is the in-cylinder pressure. The combustion rate of fuel is modeled using an Arrhenius type equation of the form,

\[ m_{\mu} = K_{\mu} C_{f} C_{o} \exp\left( -\frac{E_{\mu}}{RT_{g}} \right) \frac{1}{6N} \]

where \( K_{\mu} \) is a constant, \( E_{\mu} \), the reduced activation energy and \( C_{f}, C_{o} \) are the mass concentrations of fuel and oxygen respectively.

2.8 Nitric oxides and soot formation
The contents of each zone are initially assumed to consist only of air and perfect combustion products (\( O_{2}, N_{2}, CO_{2}, H_{2} \) and \( H_{2}O \)). Using this as an initial estimate and applying a complete chemical equilibrium scheme [16], the equilibrium mixture composition is calculated considering 11 chemical species (\( O_{2}, N_{2}, CO_{2}, H_{2}O, H, H_{2}, N, NO, O, OH, CO \)). Therefore, the concentration of species inside each zone is known at any instant of time and can be used to estimate exhaust emissions.

The formation of nitric oxide is controlled by chemical kinetics. Herein, the extended Zeldovich chain reaction model is used [17] as described in [10,11].

The proven successful model of Hiroyasu et al. [18] is used to calculate soot emissions. According to this model, in-cylinder soot is the net difference of two competitive mechanisms: one delineating soot formation and the other describing the soot oxidation rate. Soot formation rate is governed by the local availability of vaporized fuel mass, cylinder pressure and local temperature, whereas soot oxidation rate is determined by the partial pressure of oxygen inside combustion zone.

2.9 Gas exchange
The filling-emptying method [10,11] is used to estimate the pressure and temperature histories inside the intake and exhaust manifolds. The exhaust mass flow rate through the turbine is calculated using isentropic flow relations and an equivalent effective flow area \( A_{\text{eff}} \).

2.10 Modeling of T/C and power turbine
In the present study, T/C modeling was based on T/C maps which were used for both mechanical and electrical turbocompounding. In the case of electrical turbocompounding, the turbine effective flow area \( A_{\text{eff}} \) was calculated from an iterative
procedure to provide the required exhaust pressure value before the turbine [4]. Then turbine excess power was estimated from the following relation:

\[ P_{e,t} = P_{e,t} \eta_{at} \frac{P_{e,c}}{\eta_{ac}} \]  

(3)

where \( P_{e,c} \) is the compressor power, \( P_{e,t} \) the turbine and \( P_{e,t} \) the excess power of the turbine, which is then converted, to electric power.

Modifications were conducted to the engine simulation model to consider for the existence of the power turbine in the case of mechanical turbocompounding since the last is mounted downstream of the engine T/C. Its inlet conditions have been calculated from the conditions of the gas at the T/C exit. Therefore a new calculation procedure has been adopted, which estimates the pressure at the T/C turbine inlet which is necessary to produce the required boost pressure in order to providing the necessary amount of air to the engine.

For the case of mechanical turbocompounding, constant power turbine efficiency (80%) has been considered due to the parametric nature of the investigation. However this assumption is not critical because results can be easily extrapolated to other power turbine efficiencies since this will have no effect on the T/C or the engine. For the present application, the mechanical efficiencies of turbine and compressor, \( n_{at} \) and \( n_{ac} \) were taken equal to 0.95.

In both cases, the simulation estimates the total generated power which corresponds to the net engine power and the mechanical power produced from the power turbine or the electric generator in the case of electrical turbocompounding. The total generated power \( P_{e,net} \) has as follows:

\[ P_{e,net} = P_{e,t} + P_{e,c,t} \eta_{ot} \]  

(4)

where \( P_{e,net} \) is the power turbine power or the net power produced from the electric generator for electrical turbocompounding and \( P_{e,t} \) is the net engine power. Term \( n_{ot} \) represents the mechanical efficiency of the gear train for mechanical turbocompounding or the generator efficiency for electrical turbocompounding

3. Engine description

The engine considered herein is the downsized version of a six-cylinder heavy-duty turbocharged truck engine having a bore of 125 mm, a stroke of 140 mm and compression ratio of 16.5:1. The engine is equipped with a common-rail fuel injection system. The maximum brake mean effective pressure (bmeq) of the engine is 33 bar (downsized version) and the engine peak power is 360kW at 1700 rpm engine speed.

4. Test cases examined

The engine operating conditions, which are considered in order to examine the effect of mechanical and electrical turbocompounding on engine performance and emissions, are given in Table 1. Simulations have been also conducted at four different engine loads (i.e., 25%, 50%, 75% and 100%) at 1300 and at 2100 rpm respectively. However, for the sake of brevity of space, results are given herein only for 1700 rpm at 50% and 100% of engine load. To insure that the combustion mechanism is not affected from turbocompounding both the fuelling rate and the air-to-fuel ratio (AFR) have been maintained the same as for the non-turbocompound case (standard engine operation). Thus, boost air pressure and temperature are maintained the same as in the case of standard engine operation.

\[ \begin{array}{cccc}
\text{Speed (rpm)} & \text{Load (\%)} & \text{Fuel Consumption (kg/h/cyl)} & \text{Inlet Pressure (bara)} & \text{Injection Advance (deg ATDC)} \\
25 & 3.45 & 1.50 & -6 \\
50 & 6.10 & 2.23 & -7 \\
75 & 8.90 & 2.65 & -8 \\
100 & 11.80 & 3.08 & -8 \\
\end{array} \]

5. Model calibration and validation

Before examining theoretically the effect of mechanical and electrical turbocompounding systems on engine performance and exhaust emissions, the simulation model has been calibrated at a single operating point for both performance and emissions. However no calibration was made for exhaust soot due to lack of experimental data and therefore, results for exhaust soot are valid only on a qualitative basis. The last should be taken into account when examining the relative variation of soot with turbocompounding because small absolute values can result to significant percentage variations.

After calibration, the predictive ability of the simulation model was tested against pertinent experimental data for engine performance characteristics and NO emissions for the entire engine operating range. The comparison of predicted and measured values revealed a good predictive ability which motivated the use of the simulation for the present investigation. Details for model validation have been provided in [6].
6. Comparative evaluation of mechanical and electrical turbocompounding

6.1 Overview of the evaluation

In the case of mechanical turbocompounding, the parametric investigation involved mainly the effect of power turbine pressure ratio \([4,6]\) on total power output, overall engine bsfc improvement and pollutant emissions. On the other hand, power turbine efficiency has been kept constant since the results produced for generated power can be easily extrapolated to other efficiencies. This results from the fact that power turbine efficiency does not affect its boundary conditions and the ones of the engine. For this reason an isentropic efficiency of 80\% was considered for the power turbine, which is feasible by present turbine technology. The parametric investigation has been conducted for all engine-operating points tabulated in Table 1. It was examined also the effect of T/C efficiency on overall engine performance parameters and pollutant emissions. Three different values of both compressor and turbine efficiency have been examined, i.e. the standard values and two additional ones considering an increase of 5\% and 10\% on a percentage basis.

A similar analysis has been conducted using electrical turbocompounding for all test cases shown in Table 1. The parameters of this investigation were: turbinecharger efficiency (standard and 5\%, 10\% increase) and exhaust pressure increase before the turbine.

The mechanical efficiency of the gear train \(n_{\text{GT}}\) was considered constant and equal to 90\% and for electrical turbocompounding, generator efficiency was also assumed constant and equal to 95\%.

Predictions for bsfc improvement, net engine power, generated power and overall power output as well as turbine exhaust temperature and soot and NOx emissions are presented as a function of exhaust back pressure. This guarantees the use of a common basis when comparing the effects of mechanical and electrical turbocompounding on engine performance and emissions.

6.2 Effect of the turbocompounding system on engine performance characteristics

Figure 1 illustrates the effect of power turbine pressure ratio and T/C efficiency on exhaust manifold pressure for the case of mechanical turbocompounding. As shown the increase of power turbine pressure ratio results to significant increase of exhaust manifold pressure that may have a negative impact on T/C operation. This may affect the isentropic efficiency of the T/C turbine. On the other hand, the situation is more severe for the case of electric turbocompounding because the pressure ratio across the T/C is higher since the downstream pressure is the ambient pressure. Figure 1 also depicts the influence of T/C efficiency on power turbine pressure ratio. As observed, the simultaneous increase of compressor and turbine efficiency results to lower exhaust pressures for the same pressure ratio. The maximum value of exhaust pressure is in the order of \(\sim 6\) bar at full engine load for a power turbine pressure ratio of \(\sim 1\). However this is reduced drastically up to \(\sim 4\) bar when increasing the efficiency of the turbocharger.

![Power turbine pressure ratio vs. exhaust pressure at 1700 rpm and at 50% and 100% engine load.](image)

The variation of bsfc relative improvement vs. exhaust manifold pressure is presented in Fig.2 for various T/C efficiencies. Predictions are given for both mechanical and electrical turbocompounding at all operating conditions herein. Obviously both turbocompounding technologies result in reduction of bsfc compared to conventional diesel operation. In the case of mechanical turbocompounding and for standard T/C efficiency, the maximum bsfc improvement is \(\sim 2.1\%\) at partial load and \(\sim 4.9\%\) at full engine load. For electrical turbocompounding and for standard T/C efficiency, the maximum bsfc improvement is \(\sim 1.2\%\) at partial load and \(\sim 3.5\%\) at full engine load. Hence, for standard T/C efficiency, mechanical turbocompounding is obviously more influential regarding bsfc improvement compared to electrical turbocompounding the limiting factor being the increase of T/C pressure ratio.

For both turbocompounding technologies, the increase of compressor and turbine efficiency by 10\% results in further bsfc improvement. This effect is more pronounced in the case of electrical
turbocompounding, where the maximum bsfc improvement is now ~ 6.5% at partial engine load and ~ 9.5% at full load. The corresponding values for mechanical turbocompounding are ~ 6.0% and ~ 8.3% respectively.

From Fig. 2 it is obvious that after a certain exhaust manifold pressure the bsfc improvement is reduced revealing that an optimum has been reached. This comes from the negative impact of exhaust manifold pressure on engine performance. The optimum exhaust pressure value for bsfc improvement is shifted to higher values with the increase of engine load. However after a certain point the additional decrease of bsfc is rather limited while it has a negative effect on exhaust pressure.

![Fig. 2. Relative improvement of bsfc vs. exhaust pressure at 1700 rpm and at 50% and 100% engine load.](image)

The variation of generated power with exhaust manifold pressure is given in Fig. 3. In the case of mechanical turbocompounding, this refers to the mechanical power generated by the power turbine and in the case of electrical turbocompounding to the electrical power produced by the electrical generator. An increase of generated power with increasing exhaust pressure is observed for both turbocompounding technologies at all operating cases considered. For the case of the standard T/C efficiency, the maximum generated power at part load is ~ 29 kW, which corresponds to ~ 18.5% of net engine power while the corresponding values for full load are ~ 79 kW and ~ 24%. For electrical turbocompounding the corresponding values are 27 kW and ~ 17.1% at part load and 71.4 kW and ~ 21.9% at full load.

In the case of 10% increased T/C component efficiency, the generated power increases with exhaust manifold pressure but the effect is more favourable in the case of electric turbocompounding. The increase of T/C component efficiency by 10% results in an additional increase of generated power by 7.5% in case of mechanical turbocompounding and by ~ 12.8% in the case of electric turbocompounding. Most important is the fact that the increase of T/C efficiency shifts generated power curve to lower exhaust pressure values. Hence, more mechanical or electrical power may be produced with less detrimental effects to diesel engine operation i.e. lower exhaust manifold pressures.

In Fig. 3, is also given the variation of net engine power with exhaust pressure for both turbocompounding technologies. As observed, the implementation of either mechanical or electrical turbocompounding results in reduction of primary engine output, which is linear with exhaust pressure variation. Reduction of net engine power with exhaust manifold pressure is directly attributed to the increase of gas exchange work. However, due to the power produced from the power turbine or the electric generator the overall power is increased as shown in Fig. 4.

As observed overall system power increases with the increase of exhaust manifold pressure obviously due to the interrelated increase of the pressure expansion ratio. For standard T/C efficiency, the mechanically turbocompounded engine generates in total more power compared to the pertinent electrically compounded engine at all loads considered. The opposite effect is witnessed for increased T/C efficiency at both engine loads examined. For an increased T/C efficiency in the case of mechanical turbocompounding, the overall power output is increased by ~ 5% at full load while the corresponding value for electric turbocompounding is ~ 3.5%. The increase of T/C component efficiency by 10% results in an increase of ~ 8.0% for mechanical turbocompounding and ~ 9.5% for electrical.

An important parameter for the turbocompounded engines and the especially the mechanically compounded ones is the level of gas temperature at the T/C turbine exit i.e. power turbine inlet temperature. This temperature is indicative of the thermodynamic state of exhaust gases.

The effect of turbocompounding technology and T/C efficiency on T/C turbine outlet temperature as a function of exhaust manifold pressure is shown in Fig. 5 for all operating cases considered. In the case of mechanical turbocompounding, the increase of power turbine pressure ratio and subsequently the increase of exhaust manifold pressure results to an increase of exhaust gas temperature at the T/C turbine exit.
6.3 Effect of turbocompounding system on pollutant emissions

Another important aspect for turbocompounding is its effect on engine out emissions. For this reason, the effect of turbocompounding technology and T/C efficiency on the variation of soot and NOx emissions with exhaust pressure is shown in Figs. 6 and 7.

Considering the fact that fuelling rate and AFR have been maintained constant, any variation of specific emissions should be attributed to the variation of either in-cylinder pollutant formation or power output since specific values have been used for both pollutants, i.e. g/kWh. The increase of exhaust pressure results to an increase of the residual gas fraction inside engine combustion chamber. Therefore, when a new compression stroke initiates the trapped exhaust gases reduces oxygen availability resulting to “internal” EGR.

Hence, the increase of back pressure caused by turbocompounding is expected to have a positive effect on NOx emissions (reduction) and a negative one on soot (increase). Also it is expected to have no significant differences between the two turbocompounding options when expressing the results as a function of exhaust manifold pressure. This is verified by the predictions given for overall soot and NOx emissions in Figs. 6 and 7 respectively. However, it is noteworthy to mention that results provided herein can only be treated as indicative ones. This is due to the fact that the relative impact on exhaust emissions depends not only the turbocompounding technology but also to other parameters such as the inlet and exhaust system configuration, the engine compression ratio etc.

According to Fig.6 the increase of soot is more pronounced at high engine load. The slope of specific soot increase with increasing back pressure is curtailed when T/C efficiency is increased. Nevertheless, it should be mentioned that the high percentage increase of soot experienced in the present work depends on the absolute engine out soot emissions.

On the other hand, NOx reduction with exhaust back pressure is mainly attributed to internal EGR and secondarily to the increase of overall engine power output, because specific NOx values i.e. in g/kWh have been used. The highest percentage increase of soot is observed for electrical turbocompounding in the case of increased T/C efficiency which is ~ 80% due to the extremely high exhaust manifold pressure. This case presents
the highest percentage reduction of NOx which is ~ 20% compared to conventional diesel operation.

![Graph 6](Fig. 6. Total emitted soot vs. exhaust pressure at 1700 rpm and at 50% and 100% engine load.)

![Graph 7](Fig. 7. Total emitted NOx vs. exhaust pressure at 1700 rpm and at 50% and 100% engine load.)

**Conclusions**

The analysis of the theoretical results generated for mechanical and electrical turbocompounding technologies at a constant fuelling rate and AFR has lead to the following conclusions:

- Both mechanical and electrical turbocompounding resulted in improvement of brake specific fuel consumption (bsfc). For standard T/C efficiency, the positive effects of turbocompounding on bsfc improvement are more pronounced in the case of mechanical turbocompounding at all operating points. The effect is reversed when increasing T/C efficiency. Overall the highest bsfc improvement is ~ 9.5% and is observed for electrical turbocompound using a T/C with 10% component efficiency. The corresponding value for mechanical turbocompounding is ~ 8.3%.

- Both technologies resulted in reduction of primary engine power output. The effect on a percentage basis is higher at low engine load. However, both mechanical and electrical turbocompounding result in an improvement of overall power output due to the power generated from the exhaust gas energy. The percentage improvement is similar to the reduction of bsfc.

- In the case of mechanical turbocompounding, increase of T/C turbine outlet temperature with power turbine pressure ratio i.e. exhaust manifold pressure was observed. The maximum increase was ~ 28% on a Celsius basis. The increase of T/C efficiency in this case resulted in the increase of the slope of turbine outlet temperature with exhaust back pressure. On the other hand, in case of electrical turbocompounding, the variation of turbine outlet temperature with engine back pressure was rather imperceptible.

- The increase of exhaust manifold pressure especially in the case of mechanical turbocompounding resulted in the increase of exhaust gas mass trapped inside combustion chamber. This resulted to significant increase of soot emissions up to 80% and to a milder decrease of NOx emissions up to 20%. The effect of turbocompounding on NOx specific emissions is partially attributed to the increase of total power output.
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Abstract: Heavy-duty Diesel engines are used for the production of electric energy in different applications, e.g. as IPPs in island networks or as net integrated power plants. Diesel engines are also able to run on different fuels such as heavy fuel oil, diesel oil, natural gas, biogas and biofuels. To increase the thermodynamic efficiency of Diesel engine power plants, different bottoming cycles can be applied to the engine cycle in a combined power plant. This paper presents a comparative study of the water-steam and the Organic-Rankine-cycle (ORC) as bottoming processes. Water-steam cycles are commonly used for power production units from 2 MW and larger, while ORC modules are commercially available up to 2 MW. According to this fact, criteria are necessary for the decision between water-steam- and Organic-Rankine-cycles with respect to the boundary conditions for the operation of a combined-cycle engine power plant. For the variable cases of Diesel engine applications and variable fuels, optimal working parameters for the tradeoff between additional power generation and additional investment costs are calculated for the steam- and the ORC-process, respectively. Concerning the ORC, calculations with two different state of the art working fluids (R245fa, pentane) are conducted. All calculations are done by means of a software for thermodynamic cycle simulations (Epsilon Professional) with a detailed modeling of the components. The two bottoming cycles are compared by their energetic and exergetic efficiency and their specific costs for installation, operation and electricity production respectively, in order to derive decision criteria for the installation of water-steam- or Organic-Rankine-cycles.

Keywords: internal combustion engine, combined cycle, Clausius Rankine cycle, Organic Rankine Cycle.

1. Introduction

Heavy-duty Diesel engines can be employed as power producers in various applications. Their advantages are:

\begin{itemize}
\item high single cycle efficiencies
\item fuel flexibility
\item favorable costs for installation and operation
\item short time periods for construction and commissioning
\end{itemize}

However, due to rising fuel prices and increasing environmental restrictions on pollutants and CO\textsubscript{2} emissions, internal combustion engines (ICE) are more often considered as prime movers in combined cycle applications to improve the system efficiency.

The waste heat of ICEs, which can be utilized for power generation in a bottoming cycle, usually arises at two different temperature levels. While the exhaust gases have a temperature level of 300 °C to 400 °C depending on the engine type, the high temperature (HT) cooling water has a level of about 90 °C. The exhaust gas heat accounts for about 30 % of the fuel energy, the HT cooling water contains another 15 % of fuel energy.

To use these amounts of waste heat for additional power generation in the most efficient way, two bottoming cycles can be considered: the Organic Rankine Cycle (ORC) and the Clausius Rankine Cycle (CRC). In current literature, ORCs are commonly considered as bottoming cycles for low and medium temperature heat sources and lower power outputs. Competing CRCs are more often considered for medium and high temperature heat sources. Due to disproportionally high efficiency losses in small steam turbines [1], reasonable performance of CRCs is only obtained for larger scales of power outputs, as compared with ORCs.

Optimal design parameters with respect to the working and ambient conditions of ICEs, have previously been presented in literature either for
the CRC [2-5] or the ORC [6-8] as the bottoming cycle. A comparative study on performance and costs between these two cycles does not exist. But since temperature levels of the engine waste heat sources are at medium level and the power output of the bottoming cycle depends on the output of the prime mover or prime movers (if more than one engine is installed in a combined cycle power plant), the question of installing an ORC or CRC is a decisive point for plant manufacturers and operators, which needs to be addressed.

This study presents decision criteria for the installation of an ORC or CRC with respect to cycle performance and costs of installation and operation.

2. Thermodynamic cycle modeling

This section presents the design criteria for the thermodynamic models of the CRC and ORC cycles respectively. Both are designed with the objective of using as much waste heat as possible but with reasonable effort in cycle construction. All calculations in this paper are presented assuming the following:

- the systems are simulated under steady state conditions,
- the pressure drops and radiation heat losses in all the heat exchangers and pipelines are neglected,
- isentropic efficiency for turbines and pumps.

2.1. Prime movers and boundary conditions

In the presented analysis commercially available four stroke Diesel engines manufactured by MAN Diesel SE, which are typical engines for stationary applications, are considered as prime movers in a combined cycle. Each engine is a supercharged medium speed engine, which is either fired with heavy fuel oil, biofuel or natural gas. The following engines are considered as prime movers:

- 18V48/60: HFO-fired 18 cylinder engine (bore 480 mm, stroke 600 mm)
- 18V48/60 bio: biofuel-fired 18 cylinder engine (bore 480 mm, stroke 600 mm)
- 18V32/40: HFO-fired 18 cylinder engine (bore 320 mm, stroke 400 mm)
- gas engine: with exhaust gas temperatures < 300 °C

The main engine parameters, which give the boundary conditions for the bottoming cycles, are reported for an ambient temperature of 30 °C in Table 1.

<table>
<thead>
<tr>
<th>Engine</th>
<th>48/60 HFO</th>
<th>48/60 bio</th>
<th>32/40 gas engine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine power el. (kW)</td>
<td>18430</td>
<td>17500</td>
<td>9080</td>
</tr>
<tr>
<td>El. efficiency (%)</td>
<td>44.1</td>
<td>46.2</td>
<td>43.4</td>
</tr>
<tr>
<td>Exhaust gas temperature (°C)</td>
<td>364</td>
<td>364</td>
<td>&lt; 300</td>
</tr>
<tr>
<td>Exhaust gas flow (kg/s)</td>
<td>34.7</td>
<td>34.8</td>
<td>18.3</td>
</tr>
<tr>
<td>Heat content exhaust gas (% of fuel input)</td>
<td>29.6</td>
<td>32.3</td>
<td>28.6</td>
</tr>
<tr>
<td>Heat content HT cooling water (% of fuel input)</td>
<td>14.5</td>
<td>13.9</td>
<td>15.6</td>
</tr>
</tbody>
</table>

2.2. Cycle modeling

2.2.1. Clausius Rankine Cycle

In this study the combined cycle power plant working with a CRC is equipped with one heat recovery steam generator (HRSG) behind each engine and one steam turbine which expands the collected steam from each HRSG to the condensing pressure level. Depending on the availability of cooling water on-site, the steam is condensed by an air or water cooled condenser. In the following calculations a water cooled condenser is assumed which can achieve a pressure level of 0.1 bar. This Diesel Combined Cycle system (DCC) was developed by MAN Diesel SE by means of achieving the two objectives of high efficiency and simple construction. A schematic drawing of this system is shown in Figure 1. Figure 2 shows an exemplary
Q-T-diagram for an HRSG using the exhaust gas of a biofuel engine.

![Q-T-diagram](image)

**Fig. 2. Q-T-diagram of the bottoming cycle of a biofuel engine**

The cycle components are modeled and simulated with the software package Ebsilon Professional. The cycle design parameters are given in Table 2. It must be noted that the temperature to which the exhaust gases can be cooled down, differs with the type of fuel used. For example, since HFO contains a significant percentage of sulphur, it is not possible to cool down the HFO exhaust gas as much as the others due to the sulphuric acid dew point. This fact also affects the pressure level of the feedwater tank.

<table>
<thead>
<tr>
<th></th>
<th>48/60 HFO</th>
<th>48/60 bio</th>
<th>32/40 gas engine</th>
</tr>
</thead>
<tbody>
<tr>
<td>live steam pressure</td>
<td>25 bar</td>
<td>25 bar</td>
<td>25 bar</td>
</tr>
<tr>
<td>live steam temperature</td>
<td>T_{ex} = 10 K</td>
<td>T_{ex} = 10 K</td>
<td>T_{ex} = 10 K</td>
</tr>
<tr>
<td>evaporator pinch point</td>
<td>15 K</td>
<td>15 K</td>
<td>15 K</td>
</tr>
<tr>
<td>pump efficiency</td>
<td>80 %</td>
<td>80 %</td>
<td>80 %</td>
</tr>
<tr>
<td>HP turbine efficiency</td>
<td>85 %</td>
<td>85 %</td>
<td>82 %</td>
</tr>
<tr>
<td>LP turbine efficiency</td>
<td>80 %</td>
<td>80 %</td>
<td>78 %</td>
</tr>
<tr>
<td>feedwater pressure</td>
<td>3.6 bar</td>
<td>3.6 bar</td>
<td>3.6 bar</td>
</tr>
<tr>
<td>exhaust gas temperature after HRSG</td>
<td>160 °C</td>
<td>140 °C</td>
<td>160 °C</td>
</tr>
</tbody>
</table>

**2.2.2 Organic Rankine Cycle**

Using an ORC instead of a CRC as bottoming cycle in an engine combined cycle power plant can provide several advantages:

- high turbine efficiencies even in small power ranges due to dry expansion and low rotational speed
- simple and automated plant operation
- direct drive of the electric generator without reduction gear

For the ORC system, a cycle configuration which works with subcritical saturated steam is considered. The engine exhaust heat is used as heat source for a thermal oil intermediate cycle from which the heat is transferred to the ORC working fluid, while the heat of the HT cooling water is directly transferred to the ORC. The intermediate cycle is required firstly for safety reasons in order to avoid superheating and cracking of the organic fluid by the hot exhaust gases (this is not valid for all ORC working fluids, but in the case of the examined working fluids). Secondly it is required if the exhaust heat of several engines in a power plant is collected for one ORC module. A schematic drawing of the ORC configuration used in the calculations is given in Figure 3.

**Fig. 3. Schematic drawing of the ORC-engine-configuration**

Figure 4 shows the Q-T-diagram of an ORC bottoming a gas engine. The figure shows the cooling curves for the exhaust gas and the thermal oil and the heating curve of the working fluid.

**Fig. 4. Q-T-diagram for a pentane-ORC process bottoming a gas fired engine**

Two different organic fluids, which are state-of-the-art working fluids, are examined with the
above mentioned configuration. The important properties of these fluids are compared to water in Table 3 [9].

Table 3. Fluid properties

<table>
<thead>
<tr>
<th></th>
<th>critical temperature</th>
<th>critical pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>R245fa</td>
<td>154.01 °C</td>
<td>36.51 bar</td>
</tr>
<tr>
<td>Pentane</td>
<td>196.55 °C</td>
<td>33.7 bar</td>
</tr>
<tr>
<td>H2O</td>
<td>374 °C</td>
<td>221 bar</td>
</tr>
</tbody>
</table>

Even though regenerative preheating is considered as state-of-the-art in many ORC applications, it is not necessary for R245fa and pentane, due to the fact that the HT cooling water provides much low temperature heat. For working fluids which have strongly overhanging vaporization lines in the T-s-diagram (e.g. OMTS [10]), implementing regenerative preheating additionally to the preheating by HT cooling water, is advantageous to increase the cycle efficiency.

All examined engines have exhaust gas temperatures which are significantly higher than the critical temperatures of the working fluid. It is therefore possible to work with a vapour pressure near the critical pressure for which the highest power outputs at the turbine can be reached. The vapour pressures and some other working parameters for both of the fluids are given in Table 4. The condensation pressures correspond to a condensation temperature of 45 °C and a cooling water temperature of 30 °C (=ambient temperature), respectively.

Table 4. ORC design parameters

<table>
<thead>
<tr>
<th></th>
<th>R245fa</th>
<th>pentane</th>
</tr>
</thead>
<tbody>
<tr>
<td>vapour pressure</td>
<td>35 bar</td>
<td>30 bar</td>
</tr>
<tr>
<td>vapour temperature</td>
<td>151.7 °C</td>
<td>189.0 °C</td>
</tr>
<tr>
<td>evaporator pinch point</td>
<td>10 K</td>
<td></td>
</tr>
<tr>
<td>turbine efficiency</td>
<td>85 %</td>
<td></td>
</tr>
<tr>
<td>pump efficiency</td>
<td>80 %</td>
<td></td>
</tr>
<tr>
<td>condensation pressure</td>
<td>2.95 bar</td>
<td>1.36 bar</td>
</tr>
<tr>
<td>temperature after turbine</td>
<td>53.3 °C</td>
<td>93.6 °C</td>
</tr>
</tbody>
</table>

The exhaust gas outlet temperatures are dependent on the type of engine and fuel, respectively, and are the same for the ORC and CRC processes.

3. Thermodynamic calculations

For each engine the thermodynamic properties and power outputs of the three possible bottoming cycles were calculated with the software package Ebsilon [11].

The energetic efficiency is then calculated according to:

$$\eta_{en} = \frac{P_{\text{Turbine}} - P_{\text{Pump}}}{\dot{Q}_{\text{ex}} + \dot{Q}_{\text{preheater}}} = \frac{P_{\text{net}}}{\dot{Q}_{\text{in}}}$$  \hspace{1cm} (1)

To calculate the exergetic efficiencies and the rates of exergy loss and destruction for each component a second law analyses is performed by applying exergy balances on each component [12]. The exergy destruction is calculated by using the following equations:

$$e_{h,in} = h_{h,in} - h_{h,0} - T_0(s_{h,in} - s_{h,0})$$ \hspace{1cm} (2)

$$e_{h,out} = h_{h,out} - h_{h,0} - T_0(s_{h,out} - s_{h,0})$$ \hspace{1cm} (3)

$$\Delta e_{h} = e_{h,in} - e_{h,out}$$ \hspace{1cm} (4)

$$\Delta e_{c} = h_{c,in} - h_{c,out} - T_0(s_{c,in} - s_{c,0})$$ \hspace{1cm} (5)

$$E_{\text{destruction}} = m_{h} \Delta e_{h} - m_{c} \Delta e_{c}$$ \hspace{1cm} (6)

The exergy loss of a component is defined as the exergy of that mass flow, which leaves a component without being further used in the cycle. Exergy losses occur e.g. in the heat exchanger system due to the fact that the engine exhaust gases cannot be cooled down to ambient temperature. In the condenser and preheater there are also the following exergy losses.

$$E_{\text{loss}} = m_{out} \cdot [h_{out} - h_{0} - T_0(s_{out} - s_{0})]$$ \hspace{1cm} (7)

The values for the enthalpy $h_0$ and entropy $s_0$ of the fluid at ambient conditions are calculated by the Ebsilon software package. The exergetic efficiency is evaluated by:

$$\eta_{ex} = 1 - \frac{E_{\text{destruction}} + E_{\text{loss}}}{E_{\text{in}}}$$ \hspace{1cm} (8)

The results of calculations are presented below.

All bottoming cycles significantly increase the system efficiency of a combined cycle power plant (up to 5.6 percentage points in the case of the biofuel engine). The efficiency increasing potential is shown in Figure 5. It has to be noted that mechanical losses and efficiency losses, due to the own consumption of the power plant apart from the working fluid circulation pumps, were not considered in the calculations.
The results also show that the ORC cycle does not have a higher turbine power output than the CRC, until the temperature level of the heat input is very low (below 300 °C in the case of the gas engine). See Figure 6.

In all cases the working fluid pentane achieves better results than R245fa, due to its higher critical temperature. The higher temperature of the working fluid leads to a higher temperature level in the intermediate thermal oil cycle and therefore to lower temperature differences between the thermal oil cycle and the exhaust gas. Due to (9), the exergy losses in the heat exchangers decreases with lower temperature differences and thus efficiency increases.

$$\Delta E_{\text{destruction}} = T_0 \cdot dQ - \frac{T_h-T_c}{T_h T_c}$$ (9)

In Figure 8 a) and b), the losses of the cycle components in % of the overall system losses are shown for the biofuel engine and the gas engine, respectively. The heat exchanger losses are about 11.6 % smaller with pentane than with R245fa for the 18V48/60 bio. For the gas engine, pentane has about 24 % smaller losses than R245fa.

It is also clear from the results that in the case of the gas engine, the losses of the ORC heat exchanging system are nearly the same as the losses of the CRC HRSG, while the losses of the preheater are smaller with an ORC than with a CRC. This explains the higher turbine output, the higher energetic and exergetic efficiencies, compared to the CRC cycle when either one of both ORC cycles is applied to the gas engine.

Since pentane has more overhanging vaporization lines in the T-s-diagram than R245fa, the outlet steam of the turbine is more superheated in the case of pentane. Thus the exergy losses in the condenser are higher for pentane than for R245fa in all calculated cases.

Considering the gas engine, the losses of the preheater exceed even the losses of the heat exchangers, because of the differences in the HT cooling water temperature. The HT cooling water temperature is higher for the gas engine than for the other engines. This leads to a higher inlet temperature of the working fluid in the steam generator and thus to lower exergy losses due to smaller temperature differences and a higher temperature level in the heat exchangers (see (9)). However, it also leads to higher exergy losses in the preheater, due to higher outlet temperature of the HT cooling water.
From the thermodynamic point of view some design criteria for bottoming cycles can be derived from the above calculations:

A bottoming cycle always increases the system efficiency and should in all cases be applied. For engines with exhaust gas temperatures above about 300 °C, a CRC bottoming cycle is recommended, because of the higher power outputs of the CRC.

When exhaust gas and engine cooling water gives the heat input to an ORC system, a working fluid should be selected, which has a high critical temperature and vaporization lines which are just slightly overhanging in the T-s-diagram.

But engine manufacturers, system manufacturers and operators have to derive their decisions about applying a bottoming cycle and which bottoming cycle not only due to thermodynamic considerations but also from an economic point of view. Thus the next section presents some calculations of installation and operation costs for the different cycles.

4. Economic calculations

The economic comparison between the different systems is based on the specific costs of electricity production of each system. Only the bottoming systems are considered for economic calculations. The electricity production costs of the engine cycle are not calculated. Since the combined cycles of an 18V48/60 engine and an 18V48/60 bio engine, are very similar, only the biofuel engine will be examined. For the calculation of investment costs no distinction is made between the two ORC working fluids, R245fa and pentane, since the choice of the working fluid does not crucially influence the design of the ORC system in this case. Specific costs are calculated with the power output of a pentane driven ORC.

Table 5 shows the specific investment costs for the different bottoming systems of the three engines.

<table>
<thead>
<tr>
<th>System</th>
<th>18V48/60 bio</th>
<th>18V32/40 gas engine</th>
</tr>
</thead>
<tbody>
<tr>
<td>spec. invest</td>
<td>5,</td>
<td>5,</td>
</tr>
<tr>
<td>power</td>
<td>2115 kW</td>
<td>848 kW</td>
</tr>
<tr>
<td>spec. invest</td>
<td>5,</td>
<td>5,</td>
</tr>
<tr>
<td>power</td>
<td>1767 kW</td>
<td>715 kW</td>
</tr>
</tbody>
</table>

The calculation of the specific costs of electricity production is based on the static annuity method provided by VDI 2067 [13]. Therefore costs are subdivided into three categories:

- capital-related
- consumption- and requirement related
- operation related

To simplify calculations only the main costs are considered, which include the following:

- investment costs as capital-related costs,
- costs for operation (salaries of operators), maintenance and repair as operation related costs.

Since CRC as well as ORC run on the exhaust gas heat of an engine, there are no consumption related costs since no additional fuel is needed (costs for lubrication oil, chemicals for water treatment, losses of working fluid etc. are neglected).

A price change factor will not be considered, since a static method of calculation is used. The interest factor, which is assumed for investments in energy production facilities, is 5 %.
The annuities of capital-related and operation-related costs are calculated with the equations given by VDI 2067, as follows:

**Annuity factor** \( a \): required to allocate singular payments (e.g. the investment costs \( A_0 \)) to yearly amounts that are all equal throughout the period of observation \( T \).

\[
\alpha = \frac{(q + 1)^T \cdot q}{(q + 1)^T - 1} \quad (10)
\]

**Annuity of capital related costs** \( A_c \): the equalized yearly payment, that is calculated with the annuity factor \( \alpha \), the investment costs \( A_0 \), the costs for replacement purchases of components \( A_1 \ldots A_n \) and the residual value \( R \) of these components. The annuity is calculated separately for the main cycle components, with the following equations:

\[
A_c = (A_0 + A_1 + A_2 + \ldots + A_n - R) \cdot \alpha \quad (11)
\]

\[
A_i = \frac{A_0}{(q + 1)^T \cdot r_i} ; i = 1 \ldots n \quad (12)
\]

\[
R = A_0 \cdot \frac{T_i - T}{T_i \cdot (1 + q)^T} \quad (13)
\]

**Annuity of operation related costs** \( A_{op} \): the yearly payment that is necessary for operation and maintenance of a CRC or ORC cycle:

\[
A_{op} = f_o \cdot A_0 + f_m \cdot A_0 + T_{op} \cdot S \quad (14)
\]

The expenses for repair and maintenance \( f_o \) and \( f_m \) in percentage of investment total per year are given by VDI 2067 for each component. The hours of operation per year \( T_{op} \) and typical life times of components \( T_i \) are also given by VDI 2067. The assumed observation period \( T \) is 12 years.

The specific costs of electricity production are then calculated by:

\[
c_{ep} = \frac{A_c + A_{op}}{P_{net} \cdot T_{full \, load}} \quad (15)
\]

As engine combined cycle power plants are mostly working in base load operation, the hours of the full load \( T_{full \, load} \) will be assumed with 8000 h.

Results of the calculations are presented in Figure 9.

5. Conclusion

Thermodynamic and economic calculations of CRC and ORC bottoming cycles for different types of Diesel engines are presented in this paper. The thermodynamic results show that the considered CRC cycle always has better efficiencies and higher power outputs for engine exhaust gas temperatures above 300 °C. On the contrary, economic calculations show that the specific costs of electricity production of the CRC systems significantly increase with decreasing exhaust gas temperature and therefore decreasing power outputs. Figure 9 shows that for the 18V32/40 engine, which has an exhaust gas temperature of 333 °C, the specific costs of electricity production are nearly the same for a CRC and the ORC bottoming system. With further decreasing exhaust gas temperatures, the ORC system has better efficiencies and higher power outputs than the CRC cycle and also has decreasing specific costs of installation. Thus the specific costs of electricity production are significantly less for an ORC than for a CRC (see Figure 9, gas engine) in the examined cases.

These results provide some first decision criteria for the installation of a CRC or ORC cycle. Of course for actual projects, cycle parameters have to be optimized and economic calculations should be a more precise. But as shown in this paper, it is not sufficient to decide between the two possible cycles simply on the basis of thermodynamic considerations. Economic calculations should always be an important part in the planning process of a combined cycle system.
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Abstract: This work is part of a study aiming to achieve high efficiency and low emissions in a marine propulsion system. In order to significantly enhance the efficiency of a propulsion plant, it is possible to recover the exhaust gas heat normally rejected to the atmosphere and the heat of the cooling water usually rejected to the sea. The study examines the possibility of energy recovery applying ORC (Organic Rankine Cycle) technology; this technology is very effective for recovering waste heat from low temperature sources, both from the thermodynamic and the economic standpoint. When a "combined cycle" ORC-diesel engines set up is considered for this size of engines, an increase in power output of about 10% can be expect. In addition, a significant amount of heat is released at low temperature and could be used by other ship services, or by other thermal users, in case of land based applications. In the present study several possible thermodynamic cycles are simulated using the Aspen\textsuperscript{\textregistered} code, considering also different working fluids. The results are evaluated in both thermodynamics and economics terms.

Keywords: Organic Rankine Cycle, dual fuel engines, bottoming cycle.

1 Introduction

The today's cost survey of fossil fuels is constantly evolving. The present economic crisis, combined with political pressures, influences from day to day the price of each barrel of oil. In this changing scenario the need arises to explore the possibility of using alternative fuels instead of the traditional oil from crude. The research points towards fuels with economically sound potentials and with limited impact on the environment.

The technology development occurred in large gas engines during the recent last years has achieved high thermal efficiency and low emissions utilising natural gas, suggesting this fuel as a potential substitute of heavy fuel oil.

Modern gas engines abate \text{CO}_2 by 30\%, \text{NO}_x by 85\% (without after treatments), ensuring the complete absence of \text{SO}_x compared to the correspondent engine burning liquid fuel oil. In order to benefit from these advantages, the major engine manufacturers have designed several set of gas engine for both ship propulsion and land based power generation.

1.1 The reference ship engine

In this study a dual fuel engine (Wärtsilä 6L50 DF) has been considered as propulsion engine. This engine model is a six cylinder in-line, it produces it 5.7 MW with efficiency of about 49\%, operating at 514 rpm. It is very flexible from the fuel point of view: it can switch almost instantaneously from gas (LNG) to liquid diesel (LFO-HFO), and vice versa, allowing the choose of the cheaper fuel. Because of its complexity, a dual-fuel engine costs up to 30\% more than a traditional diesel engine, but it allows an annual saving in term of fuel equal to 5-8\% [1].

1.2 Possibility of recovery of waste heat engine

The benefits mentioned above can still be enhanced by recovering the thermal energy mainly available in the exhaust gases and in other engine’s fluids, which is discharged to the environment in the traditional propulsion plants.

The heat balance of a Wärtsilä 6L50DF engine at maximum load shows about 11.5 MW as fuel input and a power output of 5.7 MW (Figure 1.1). The remaining energy is rejected to the environment by the exhaust gas (about 3.1 MW
available at 400°C) and the cooling circuit (2.6 MW at temperatures between 50 and 90°C).

It comes straight that the optimisation of heat recovery should focus more on the exhaust gas stream.

To introduce the feasibility of the heat recovery, a brief description of the cooling circuits and of exhaust gas circuit is necessary (Fig. 1.3).

HT circuit water goes through the cylinder jackets, the cylinder heads and the first stage of the air-cooler; the water in the LT circuit cools the second stage of the air-cooler and then the lubricant oil. The control of the HT circuit is based on the temperature of the water leaving the engine. A three-way thermostatic valve set at 91°C re-circulates part of the flow (RIC) to keep the water inlet temperature at the right level. Fresh water is then cooled in a central cooler, with sea water. A heat exchanger (HT WHR) allows the recovery of thermal energy from the HT cooling circuit. The object of this recovery is to allow the maximum power production from the bottom cycle, without preventing the proper operation of the temperature control loop.

To maximise heat recovery from the cooling circuit HT, the extracted thermal power shall be equal to the engine thermal production, at each different load.

1.3 Feasibility of the energy recovery with ORC technology.

In installations as described above, the use of organic fluids in Rankine cycles appears an
attractive technology. Many applications of this technology are made in land based installations, such as biomass, solar and geothermal energy plant [2-6]. Recently, some studies have been conducted on the possible application of ORC groups coupled to diesel engines [7], although there are currently no applications of ORC on ships.

The goal of this study is the definition of an ORC system dedicated to the heat recovery from an engine Wärtsilä 6L50DF. The study is performed in three steps: first step is the choice of the organic working fluid for the cycle, then it comes the cycle analysis to optimise the cycle and finally the components design.

For this purpose it is useful the support of a computer software containing an extensive library of fluids, including all their chemical and thermodynamic properties.

The different plant solutions have been analysed with the Aspen Plus® code, utilizing the standard components of its library.

2 First plant modelling and choice of the working fluid

2.1 The working fluid

The convenience of using systems based on ORC cycles lies primarily on favourable characteristics of some organic liquids in comparison with water, i.e. larger molecular mass, lower critical temperature, lower critical pressure, lower condensation entropy and lower solidification temperature [8-10]. To explain this difference, it is useful to refer to the T-s diagram (Figure 2.1). It is possible to notice that the water cycle has certainly a specific work per unit mass greater than that of the toluene (the area of the water cycle is 4.5 times greater than that of the toluene cycle). The feature that makes water unsuitable to use in applications of small size and low maximum temperature of the cycle, is its large entropy of evaporation, compared with that of organic fluids.

It is possible to conclude that with an organic fluid cycle it is possible to operate with flow rates higher and lower pressures of expansions, achieving a power output higher than the steam cycle working with the same conditions.

In the present study were compared to five different pure substances which have already found industrial application in ORC cycles [10 -12]: benzene, cyclohexane, isobutene, octamethylsiloxane (MDM) and toluene. Their behaviours have been simulated for a simple Rankine cycle, according to the scheme shown in Figure 2.2. In order to assure safe operation on board of ships, thermal oil is used as intermediate media between the exhaust gasses and the organic fluid.

![Fig. 2.1. Diagram T-s for Rankine cycles with water and toluene.](image)

![Fig. 2.2. Flowchart of simple ORC circuit.](image)

The following operating conditions are set for all the working fluids, consistently with the hypothesis of recovering energy from the engine exhaust gas only [1].

- temperature of hot source: 350°C;
- mass flow rate of hot source (thermal oil Dowtherm-G® [13]): 5 kg/s;
- evaporating temperature: 250°C;
- maximum pressure: 15 bar;
- condensing pressure: 0.3 bar;
• cold flow temperature to the condenser: 38°C;
• working fluid flow rate: 3 kg/s.

The main components of the plant have been modelled on the basis of the hypothesis below.
• Turbine: discharge pressure (minimum of the cycle) and isentropic efficiency are set constant.
• Condenser: it allows the condensation of the full amount of the working fluid, with no limits on the maximum temperature reached by the cold fluid.
• Circulation pump: output pressure is set constant (maximum of the cycle).
• Evaporator: the outlet temperature of the working fluid has been fixed (maximum temperature of the cycle); taking the maximum pressure into account, the full amount of the organic fluid may reach the state of dry saturated or superheated vapour.

A comparison of the results obtained for the different working fluids is shown in Table 2.1. The isobutene was not included in the comparison because its thermo-physical characteristics do not allow operating at the considered temperatures. It is better suited for lower temperatures ($T_c=135°C$).

Table 2.1. Performance comparison of simple cycles with different fluids.

<table>
<thead>
<tr>
<th>Fluid</th>
<th>Power output kW</th>
<th>Oil out temp. °C</th>
<th>Efficiency %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benzene</td>
<td>420</td>
<td>155</td>
<td>20.2</td>
</tr>
<tr>
<td>Cyclohexane</td>
<td>411</td>
<td>147</td>
<td>18.7</td>
</tr>
<tr>
<td>MDM</td>
<td>97</td>
<td>276</td>
<td>12.5</td>
</tr>
<tr>
<td>Toluene</td>
<td>364</td>
<td>174</td>
<td>20.6</td>
</tr>
</tbody>
</table>

This first comparison shows that the most promising fluids appear to be benzene and toluene. It was therefore decided to further analyse the performance achievable by these fluids, as it was possible to raise the evaporation temperature of the cycle at 290°C and the maximum cycle pressure to 28 bar. For toluene in particular, it has been possible to further reduce the condensing pressure to 0.1 bar, thanks to the temperature of cold fluid source.

The results obtained in these new conditions are presented in Table 2.2; they confirm that toluene is the fluid with higher performance among those examined. For the toluene is also experimentally demonstrated a good resistance to degradation using high temperature (above 300° C [13]); this fluid is also less toxic than benzene.

Table 2.2. Comparison of performance obtained with toluene and benzene, for $T_{evap}=290°C$, $p_{evap}=28$ bar and minimum condensation pressure.

<table>
<thead>
<tr>
<th>Fluid</th>
<th>Power output kW</th>
<th>Oil out temp. °C</th>
<th>Efficiency %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benzene</td>
<td>514</td>
<td>138</td>
<td>22.4</td>
</tr>
<tr>
<td>Toluene</td>
<td>523</td>
<td>145</td>
<td>25.8</td>
</tr>
</tbody>
</table>

Then, it has been decided to utilise the toluene as working fluid, increasing the mass flow rate up to 3.5 kg/s and achieving an additional power of 611 kW from the bottoming cycle.

As previously described, the engine also releases a flow of hot water (the HT cooling circuit) that is an additional opportunity of energy recovery. But this heat source is at low temperature (91°C), so that the fluids considered in Table 2.1 are not suitable for energy recovery in a Rankine cycle, because they are characterized by high boiling temperatures. In this case it would be appropriate using a low temperature boiling fluid, like isobutene (evaporation temperature equal to -12°C at 1 bar).

It has been therefore simulated a simple Rankine cycle coupled to the HT water circuit, with isobutene as the working fluid and consistent with the operating parameters of the engine at maximum load.
• temperature of hot source: 91°C;
• mass flow rate of HT water circuit: 37.5 kg/s;
• evaporating temperature: 81°C;
• maximum pressure: 13 bar;
• condensing pressure: 6.5 bar;
• temperature of condenser cooling flow: 38°C;
• working fluid flow rate: 7 kg/s.

Under these conditions the additional power of 155 kW has been obtained from the low temperature ORC cycle, with an efficiency of 6.1%.

2.2 Functional parameters of the ORC

A sensitivity analysis has been performed on the main parameters of the cycle at five engine operation points (100%, 85%, 75%, 50%, 25% of nominal load), obtaining information on the behaviour of the cycle related with a change of
available energy for the bottom cycle. In details, the upper and lower extremes of the cycle (both temperature and pressure) have been varied, according to the power recovered from the engine exhaust gases.

![Graph](image1.png)

**Fig. 2.3. ORC output power vs. maximum cycle pressure, for different engine loads (cooling water temperature equal to 38°C).**

![Graph](image2.png)

**Fig. 2.4. ORC efficiency vs. maximum cycle pressure, for different engine loads (cooling water temperature equal to 38°C).**

The cycle’s powers and efficiencies achieved changing the maximum pressure are shown in Figures 2.3 and 2.4.

Increasing maximum pressure, the efficiency has a monotonous increasing trend, but the power is about constant in the range 20-30 bar, showing that the cycle efficiency increase is compensated by a reduction in the energy recovery from exhaust gas, if the maximum pressure rises over 20 bar. Therefore this last value has been assumed in the further evaluations.

![Graph](image3.png)

**Fig. 2.5. ORC power vs. condensation temperature, for different engine loads and maximum pressure equal to 20 bar.**

Figure 2.5 shows that a significant increase in power output can be obtained by considering the engine operating in a cold sea. The condensation pressure, for the considered temperatures range, is from 0.04 to 0.1 bar. The power is increasing with decreasing condensation temperature, as the area of the Rankine cycle can only increase as a result of the lower limit. When condensation temperature can be kept at about 27°C (as it is possible only if see water temperature is below 20°C) the power output shows a surplus of about 100 kW, with respect to full load operation with a condensation temperature of 46°C. The efficiency also increases with decreasing the condensation temperature, varying between 23% and 25.3%, with very limited influence, however, by the engine load.

### 3 Choice of cycle configuration

In the next step of the study, an assessment of different configurations of the bottoming thermodynamic cycle has been made. The criteria used for each configuration (pressures and temperatures) are those that allow to maximize the power produced by the cycle for...
each level of output of the engine. At this stage, the constraints related to the real geometrical dimensions of the heat exchangers are not explicitly taken into account; they will be introduced in the next step, in view of the economic evaluation of the installed components.

The following parameters have been kept constant for all engine load:

- cycle maximum pressure 20 bar (in order to avoid to stress of pipes and components);
- cycle maximum temperature 290°C (in order to obtain a slight overheating above the toluene saturation temperature at 20 bar (260°C), and below the degradation limit for the same fluid);
- condensing mass flow rate 80 kg/s;
- maximum oil temperature 350°C;
- maximum gas temperature 468°C;
- overall heat transfer coefficient constant for all exchangers, equal to 850 W/m²K (average value recommended by Aspen for the used fluid);
- no pressure drops in the bottoming cycle components (as it is consistent with a simplified initial analysis).

The performance of the simple cycle, as described in Section 2, will be compared below with those of three other more complex configurations of the energy recovery cycle, obtained by considering the preheating with the water of the HT engine cooling circuit, thermal regeneration and two combined ORC cycles.

![Fig. 3.1. Simple ORC cycle with preheating from the engine HT cooling circuit.](image)

### 3.1 Cycle with preheating

A first evolution of the simple cycle is obtained by adding a heat exchanger before the evaporator, which preheats the toluene with the stream of hot water of the engine HT cooling circuit (Figure 3.1). This water is produced at 91°C, so that its preheating can be useful only if the working fluid leaves the pump at a lower temperature.

The additional supply energy at low temperature allows operating with a greater mass flow rate of working fluid, increasing the power developed by the turbine. This can be inferred from Table 3.1, where the results obtained are compared with those of the simple cycle.

#### 3.2 Regenerative cycle

The Rankine cycles with dry organic fluids show superheated steam conditions and quite high temperature at the end of expansion, with a limited enthalpy difference across the turbine, so that the enthalpy of the expanding flow is not fully utilized.

![Figure 3.2. Regenerated ORC cycle.](image)

### 3.3 Two combined ORC with different temperature levels

Let’s finally consider two combined cycles, operating with different organic fluids at two different thermal levels (Figure 3.3). The cycle at higher temperature (toluene) is coupled to the exhaust gas through the thermal oil circuit; the cycle at the lower temperature (isobutene) receives energy directly from the cooling water.

As mentioned before, the flow in the HT cooling circuit is adjusted to maintain a constant return temperature to the engine. In case water in the
HT cooling circuit is used for the evaporation of the isobutene, the return temperature of the HT water circuit must not drop below the value set in the engine-control system. To avoid this eventuality and to enable the combined cycles to operate with the highest possible flow in the evaporator, an exhaust gas/water recuperator has been introduced to rise the temperature of the water leaving the engine (Fig.3.3), assuming that the gas at the chimney has not to be cooled below 140°C.

The two cycles exchange energy also each other. To take advantage from the high temperature of toluene vapour exiting the turbine an additional heat exchanger is introduced for superheating the isobutene, allowing the lower temperature cycle to increase its power output (Table 3.1).

### 3.4 Performance comparison of different configurations

Figure 3.4 shows the total power obtainable by combining the engine and the ORC system, at different engine loads, for the considered configurations of the bottom cycle.

A significant power gain (about 10%) is already achieved with the simple cycle. For the other configurations the increase is slightly higher, at least with reference to the full load of the engine. The corresponding efficiencies are reported in Figure 3.5, showing that they grow (up to 8 points) with decreasing engine load. In fact, if the engine efficiency reduces, a bigger fraction of the energy of the fuel input is available as waste heat for the bottom cycle.

![Combined ORC cycles with two temperature levels](image)

**Fig. 3.3. Combined ORC cycles with two temperature levels.**

The regenerated and the two combined cycles show the bigger efficiency increase, but the latter is affected by the temperature decrease in the HT cooling circuit at low engine loads. Therefore, it can be inferred that the regenerated cycle gives the best performance, without excessive plant complexity. Than, the following design analysis has been carried out on this plant configuration and the sizing and the realistic off-design performance of the required heat exchangers have been obtained.

### Table 3.1. Performance Comparison of different configurations of the bottom cycle.

<table>
<thead>
<tr>
<th>Engine load [%]</th>
<th>100</th>
<th>85</th>
<th>75</th>
<th>50</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Simple cycle</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power [kW]</td>
<td>592</td>
<td>541</td>
<td>523</td>
<td>410</td>
<td>227</td>
</tr>
<tr>
<td>η [%]</td>
<td>23.2</td>
<td>22.8</td>
<td>22.9</td>
<td>23</td>
<td>22.9</td>
</tr>
<tr>
<td><strong>Pre-hated cycle</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power [kW]</td>
<td>671</td>
<td>637</td>
<td>620</td>
<td>484</td>
<td>280</td>
</tr>
<tr>
<td>η [%]</td>
<td>23.7</td>
<td>23.7</td>
<td>23.9</td>
<td>23.9</td>
<td>21.9</td>
</tr>
<tr>
<td><strong>Regenerating cycle</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power [kW]</td>
<td>684</td>
<td>639</td>
<td>622</td>
<td>488</td>
<td>288</td>
</tr>
<tr>
<td>η [%]</td>
<td>26.7</td>
<td>26.7</td>
<td>26.8</td>
<td>26.8</td>
<td>26.7</td>
</tr>
<tr>
<td><strong>Cascade cycle</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power [kW]</td>
<td>706</td>
<td>652</td>
<td>608</td>
<td>459</td>
<td>275</td>
</tr>
<tr>
<td>η (toluene) [%]</td>
<td>20.8</td>
<td>20.4</td>
<td>19.6</td>
<td>19.2</td>
<td>19</td>
</tr>
<tr>
<td>η (isobutene) [%]</td>
<td>10</td>
<td>10.2</td>
<td>10</td>
<td>10.2</td>
<td>10</td>
</tr>
</tbody>
</table>

### 4 Design of the regenerated cycle

#### 4.1 Heat exchanger’s simulation tools

The specific design of shell and tube heat exchangers has been performed by using the software Aspen Tasc, to address in detail the performance of the regenerative cycle and to perform the economic analysis of the investment. The used software incorporates an extensive library of organic fluids and therefore it has been possible to define in detail the geometry of heat exchangers, according to the prescriptions of the Tubular Exchanger Manufacturers Association (TEMA) [15], and to calculate accurately the phase transition and the pressure drop in the shell and in the tubes.
4.2 Main exchangers

The heat exchangers in the regenerated cycle are the exhaust gas/thermal oil heat exchanger, the evaporator, the regenerator and the condenser (Figure 3.2). During sizing and geometry selection, it has been paid attention to limit the size, in view of a possible installation in a room next to the engine room. The main data obtained for the different heat exchangers are summarized in Table 4.1.

![Graph](image1)

**Fig. 3.4. Power of the plant, according to the load, for the cycle configurations studied.**

![Graph](image2)

**Fig. 3.5. Increase in percentage points of plant efficiency, according to the load, for the cycle configurations studied.**

To ensure the proper operation of the engine, the pressure drop of the gas stream through the exhaust gas circuit must be below 3 kPa [1], therefore the maximum loss through the exhaust gas/thermal oil heat exchanger has been set to 1.2 kPa. In this way, an acceptable backpressure is guaranteed for the engine turbocharger, which is just upstream this heat exchanger.

The exhaust gas/thermal oil heat exchanger is a vertical tube bundle (containing the thermal oil), with the direct flow of gases in the shell without support baffles, for reducing losses.

**Table 4.1. Main exchangers sized**

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Gaseoil</th>
<th>Evaporator</th>
<th>Regenerator</th>
<th>Condenser</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Shell kg/s</td>
<td>Tubes kg/s</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9.1 (Gas)</td>
<td>5.5 (Oil)</td>
<td>3.36 (Tol)</td>
<td>3.36 (Tol)</td>
</tr>
<tr>
<td></td>
<td>3.36 (Tol)</td>
<td>80 (Water)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>T_R_IN °C</td>
<td>T_H_OUT °C</td>
<td>T_C_IN °C</td>
<td>T_C_OUT °C</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>209</td>
<td>163</td>
<td>340</td>
</tr>
<tr>
<td></td>
<td>145</td>
<td>68</td>
<td>42</td>
<td>101</td>
</tr>
<tr>
<td></td>
<td>68</td>
<td>41</td>
<td>38</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>T_P_IN °C</td>
<td>T_P_OUT °C</td>
<td>T_P_OUT °C</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>263</td>
<td>174</td>
<td>39</td>
<td>751</td>
</tr>
<tr>
<td></td>
<td>263</td>
<td>174</td>
<td>39</td>
<td>751</td>
</tr>
<tr>
<td></td>
<td>34.740</td>
<td>124.800</td>
<td>60.720</td>
<td>47.740</td>
</tr>
<tr>
<td></td>
<td>152</td>
<td>791</td>
<td>266</td>
<td>395</td>
</tr>
<tr>
<td></td>
<td>2700</td>
<td>6000</td>
<td>3000</td>
<td>3500</td>
</tr>
<tr>
<td></td>
<td>1300</td>
<td>800</td>
<td>1400</td>
<td>1200</td>
</tr>
</tbody>
</table>

For the evaporator it was used a shell and tube heat exchanger, with geometry type CFU [15] and two shells in parallel. Taking the toluene pressure (20 bar), it is better to locate it inside the tubes [16], while the flow of hot thermal oil circulates outside. The losses are not a limit for this heat exchanger, as a sensitivity analysis has shown that fluctuations in the maximum cycle pressure of about few bars lead to negligible power losses. The pinch-point obtained in the oil/toluene exchanger is equal to 5.3°C, a value that demonstrates a high heat transfer efficiency. The chosen geometry for the regenerator is a shell-type DFU [15], with a finned tube bundle in order obtain more compactness.

One possible concern is the pressure drop affecting the vapour of toluene coming from the turbine. This loss not only increases the size of the exchanger, but also penalizes the turbine, reducing the available enthalpy drop. By limiting this loss in 0.025 bar, a power penalty
of approximately 30 kW only has been obtained for the turbine.

The condenser is cooled by the demineralised water of an intermediate ring, cooled by the sea. The same ring can cool in series the central cooler of the engine HT cooling circuit (see Figure 1.3).

It has been verified that a shell of type "I" is the most suitable, allowing better performance while limiting the size and the final cost. In the shell the stream inputs are two and the output is single. In this case also it is required that the pressure drop in the vapour side is the lowest as possible. In fact, each loss means a pressure increase at the end of the expansion, limiting the power of the turbine. Comprising such loss in 0.013 bar only, it has limited the penalty for the turbine power in about 20 kW.

### 4.3 Off design analysis of the ORC regenerated cycle

Once the geometry of the heat exchangers has been defined, it was possible to switch to the off-design analysis of the bottoming cycle. The simulations has been done at different engine loads, taking into account the actual size of the heat exchangers obtained by the detailed design.

A simplified turbine model has been considered, taking into account the isentropic efficiency reduction vs. mass flow rate [2].

It should be emphasized that, by using exchangers with fixed characteristics, the performance of the cycle are usually lower compared to those derived from the preliminary analysis of the different possible configurations, presented in section 3. The main differences lie in a reduction in the mass flow rate of toluene (3.3 instead of 3.8 kg/s) because of the limited effectiveness of the heat exchangers; in addition superheated conditions have not been reached at turbine inlet.

Furthermore, the pressure losses in the heat exchangers reduce the turbine enthalpy drop, with a consequent lower power of about 50 kW at maximum load. Finally, the heat transfer coefficients calculated through the libraries of Aspen Tasc have been almost always lower than the default value used in Aspen Plus, increasing the area of heat exchangers. This last aspect significantly affects their costs and overall dimensions.

The actual performance obtained by the bottom regenerative Rankine cycle is presented in Table 4.2. The gross power gain reaches 520 kW and it is constant for medium and high engine loads, until the organic fluid flow rate can be kept constant.

Knowing the real off-design performances of the energy recovery system, it is possible to calculate the real power of the combined engine and ORC system at each load, in order to evaluate the annual achievable fuel saving.

### Table 4.2. Main characteristics for the regenerated ORC cycle in off-design analysis.

<table>
<thead>
<tr>
<th>Load</th>
<th>%</th>
<th>100</th>
<th>85</th>
<th>75</th>
<th>50</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_{ORC,gross} kW</td>
<td>520</td>
<td>520</td>
<td>520</td>
<td>374</td>
<td>174</td>
<td></td>
</tr>
<tr>
<td>P_{ORC,net} kW</td>
<td>480</td>
<td>480</td>
<td>480</td>
<td>340</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>\eta_{turb} %</td>
<td>25.7</td>
<td>25.7</td>
<td>25.7</td>
<td>22.5</td>
<td>19.2</td>
<td></td>
</tr>
<tr>
<td>T_{inj} °C</td>
<td>400</td>
<td>420</td>
<td>438</td>
<td>468</td>
<td>443</td>
<td></td>
</tr>
<tr>
<td>T_{exit} bar</td>
<td>340</td>
<td>340</td>
<td>340</td>
<td>340</td>
<td>340</td>
<td></td>
</tr>
<tr>
<td>T_{in} °C</td>
<td>262</td>
<td>262</td>
<td>262</td>
<td>262</td>
<td>262</td>
<td></td>
</tr>
<tr>
<td>P_{max} bar</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>P_{min} bar</td>
<td>0.025</td>
<td>0.025</td>
<td>0.025</td>
<td>0.008</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td>M_{inj} kg/s</td>
<td>0.013</td>
<td>0.013</td>
<td>0.013</td>
<td>0.011</td>
<td>0.006</td>
<td></td>
</tr>
<tr>
<td>M_{exit} kg/s</td>
<td>5.5</td>
<td>5.5</td>
<td>5.5</td>
<td>4.5</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>\eta_{intrinsic} %</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>70</td>
<td>60</td>
<td></td>
</tr>
</tbody>
</table>

By considering the engine average operation duty equal to 6,960 hours per year, the fuel saved can be calculated taking the engine load distribution into account:

- 100% load is typically used 1.5% of the time for maximum operating speed;
- 85% load is used to obtain the cruising speed, with the minimum specific consumption of the engine, and is usually kept for 85% of the time;
- 75% load is used for 5% of the time;
- 50% load is used in ancillary services, when the ship stops in port, for 7% of the time;
- 25% load is used for 1.5% of the time in port operation.

Table 4.3 lists the data obtained for both conventional and combined engine, assuming the LHV of LNG fuel, equivalent to 36 MJ/Nm³ and the price of natural gas at 0.32 €/Nm³ [17]. It can be appreciated how the ORC gives a significant contribution to fuel savings at the most frequent load used during a year, (85% of maximum load).
Table 4.3 Annual savings with the bottom ORC.

<table>
<thead>
<tr>
<th>Load</th>
<th>Engine + ORC Power</th>
<th>CONSUMPTIONS</th>
<th>Fuel saved</th>
<th>Saving per year</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>kW</td>
<td>L/h</td>
<td>Nm³/h</td>
<td>Nm³/h</td>
</tr>
<tr>
<td>100</td>
<td>6.180</td>
<td>7.220</td>
<td>1.143</td>
<td>1.047</td>
</tr>
<tr>
<td>85</td>
<td>5.325</td>
<td>7.400</td>
<td>0.996</td>
<td>0.897</td>
</tr>
<tr>
<td>75</td>
<td>4.735</td>
<td>7.420</td>
<td>0.881</td>
<td>0.782</td>
</tr>
<tr>
<td>50</td>
<td>3.190</td>
<td>7.890</td>
<td>0.625</td>
<td>0.550</td>
</tr>
<tr>
<td>25</td>
<td>1.575</td>
<td>7.900</td>
<td>0.313</td>
<td>0.260</td>
</tr>
<tr>
<td>TOT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5 Economic and Environmental Remarks

5.1 Economic Analysis

A first approximation of the installation cost of a ORC group can be evaluated as the sum of turbine, pumps, exchangers and fluids costs. The costs of the heat transfer components have been obtained by means of Aspen Tasc:

- Gas/oil heat exchanger 130,000 €;
- evaporator 190,000 €;
- regenerator 95,000 €;
- condenser 100,000 €;

For the other components, the following economic estimates have been considered on the basis of information from manufacturers:

- turbine 150,000 €;
- generator 30,000 €;
- toluene pump 20,000 €;
- thermal oil pump 10,000 €;
- toluene 30,000 €;
- diathermic oil 15,000 €;
- balance of the plant (piping, filters, valves, etc.) 115,500 €.

The expected total cost for the bottom regenerated cycle could be obtained adding to the sum of all these terms (€885,000) a mark-up of 20%, resulting in a total price of 1,062,600 €.

Taking into account the estimation of actual fuel saving for each engine load, a simple payback time of the investment equal to 5.9 years has been obtained.

The recovery of waste heat downstream of the propulsion engine by means of a bottom ORC has also a good cost/performance ratio, equal to 2.214 €/kW.

5.2 Environmental Remarks

The adoption of an ORC group as a supplement of the propulsion system, allows saving large amounts of LNG fuel, implying a reduction in atmospheric emissions of pollutant agents, such as carbon dioxide and nitrogen oxides.

To evaluate the quantity of CO₂ avoided, the specific average amount of CO₂ emitted by the Wärtsilä 6L50DF engine, equal to 430 g/kWh, can be considered. By applying this value to the average power produced by the ORC, and on the basis of the hours of use per year of the propulsion system, 1,380 ton/year of CO₂ non emitted into the atmosphere can be obtained.

Not emitted into the atmosphere NOₓ tons can be derived in the same way. Starting from the engine average emission of 2.5 g/kWh, a total amount equal to 8,4 ton/year of avoided NOₓ emission has been obtained.

6 Conclusions

The main results of the performance improving obtainable adding to a marine Internal Combustion Engine a bottoming ORC, can be summarized as follows:

- the main heat recovery is carried out by the exhaust gas, considering HT cooling circuits as a subsidiary recovery;
- the engine LNG feeding is advantageous compared to fuel oil, due to the higher exhaust gas exergy (lower flow rates but higher temperatures);
- a bottom Rankine cycle, to be combine with a marine engine, must operate with an organic fluid, to reach the best performance;
- Toluene well-matches with the exhaust gases, working with a maximum temperature of 262°C at 20 bar (saturated steam) and condensing to 0.09 bar, by adding a middle ring of thermal oil between exhaust gas and toluene, because of its high flammability;
- Isobutene is better suited to be coupled with the HT circuit (91°C), evaporating at 14 bar and at a temperature of 81°C, with a condensing pressure of 6 bar;
• the best performance can be obtained when the bottom cycle is a regenerated cycle, with an additional power of 520 kW (equal to about +10%);
• the economic analysis shows that the addition of the bottom ORC to the propulsion system has a payback time equal to about 6 years, thanks to the fuel savings obtained as a result of greater efficiency.
• finally the ORC brings benefits in terms of reducing atmospheric pollutant emissions of both carbon dioxide and nitrogen oxide.
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Abstract: This paper presents the numerical meanline investigations on the aerothermodynamic design and overall performance prediction for a 600 kW simple cycle gas turbine engine using a one-dimensional computer FORTRAN code (OFC), on the grounds of non-dimensional parameters aimed at computational and work time reduction. In order to find the most promising design option, a computational fluid dynamics (CFD) simulation has been used to study the performance, the aerothermodynamic design and off-design point of the turbine components. The OFC results were compared with the CFD simulation, a computer program for the design and off-design analysis of radial inflow turbines, analytical and experimental results taken from specialized literature showed the results were in agreement.
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1. Introduction
Microturbines as have been used as primary drivers in the industrial and aircraft sectors for electric power generation [1], nevertheless, the technical evolution of their components and the drop in prices has substantially increased the share of industrial gas turbines worldwide [2]. For this reason, the Federal University of Itajubá and its Energy Conversion Technology Research Group (GETEC), has worked on the development of projects focusing on the design of power units with varied fuel types.
This paper presents the numerical meanline investigations on the aerthermodynamic design and overall performance prediction of the nozzle and the radial inflow rotor for a 600 kW simple cycle gas turbine engine using a one-dimensional computer FORTRAN code (OFC), based mainly on non-dimensional parameters aimed at computational and work time reduction. The microturbine design and off-design model presented in this paper aims both at computational simplicity and at the ability to deal with plants having large variations in the operating parameters. The OFC results were compared with the CFD simulation, a computer program for the design and off-design analysis of radial inflow turbines, analytical and experimental results taken from specialized literature. The comparisons showed the results were in agreement.

2. Gas turbine engine simulation
The thermal performance simulation for the 600 kW simple cycle gas turbine engine at the design point and steady state condition was carried out through the use of the GE Gate Cycle Enter software 5.51 and the model created for a simple cycle is show in Fig. 1.
The designs input parameters used in the Gate Cycle simulation are shown in Table 1 [3] and were based on current technologies for radial turbo machineries. The pressure ratio was 4 and T∞ of 1123 K was selected as it is the highest temperature put up by the material of the radial turbine, while maintaining the mechanical resistance and the useful life without any blade cooling [4].

Fig. 1. The Gate Cycle software simulation scheme: simple cycle.
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3. A meanline preliminary design

The meanline analysis is based on the assumption that there is a mean streamline running through the machine and the conditions on this streamline are representative of the stations being considered [5]. The objective of a meanline analysis is to determine the machine’s overall performance or the combination of overall geometric parameters achieving maximum efficiency [6]. Figure 2 shows the meanline method.

The Figure 3 shows the blockage factor (B) and the equation (1) calculates its effect in the turbomachine geometry in percentage, (%). The blockage refers to the difference between the effective area ($A_{eff}$) that circulates the fluid and the geometric area ($A_{geo}$) of the component, in m².

![Image](image1)

**Fig. 2. The meanline method.**

![Image](image2)

**Fig. 3. The blockage factor.**

$$B = 1 - \frac{A_{eff}}{A_{geo}}$$ (1)

The Figure 4 shows the geometrical size of the nozzle and the radial inflow rotor turbine calculated by OFC. The axial, tip and radial clearance effect on the aerodynamic performance is taken into account and is assumed to act as an orifice.

![Image](image3)

**Fig. 4. Radial turbine geometry.**

3.1 Velocity Triangles

This computer program initially calculates the velocity triangle and the Mach number at the rotor inlet, simultaneously with the thermodynamic relation between the temperatures and pressures at this point. The next step is the calculation of the velocity triangle at the discharge, aimed at finding the discharge end speed and the relative Mach number. Once the velocity triangles are established, the OFC initiates the calculation of the non-dimensional performance parameters. Figs 5 to 6 illustrate both the velocity triangles at the nozzle and radial rotor inlet and exit of a radial turbine, and the nomenclature used in the paper for the velocity vectors.
non-dimensional parameters. The nozzle most important equations are (2) and (3). The equation (2) calculates the nozzle inlet radius through the nozzle radius ratio and the equation (3) calculates the nozzle inlet absolute velocity while the other equations calculate the nozzle non-dimensional parameters.

In the OFC method the flow in the radial inflow turbine passage is divided into several regions and modelled in each part separately. Figure 7 show the imaginary inlet duct (a-0), nozzle (0-1), interspaces (1-2), rotor (2-3) and the imaginary outlet duct (3-b).

The general requirement for the analytical procedure is to predict the component discharge conditions from the known inlet conditions and component geometry. The computed discharge conditions then become known inlet conditions for the next component. The principal flow equation model is the non-dimensionless power ratio, equation (16) which combines the total to static turbine efficiency and the total to static turbine pressure ratio. The power ratio determines the blade speed necessary to achieve it. The equations (17), (18), (19), (20) and (21) describe the rotor inlet velocity triangle. The equations (24), (25) and (26) describe the rotor outlet velocity triangle whereas the other equations calculate the rotor

Table 2 describes the basic design input values of the thermodynamic parameters for a 600 kW simple gas turbine engine.

<table>
<thead>
<tr>
<th>Description</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass flow rate</td>
<td>4.5</td>
<td>kg/s</td>
</tr>
<tr>
<td>Inlet turbine total temperature</td>
<td>1123</td>
<td>K</td>
</tr>
<tr>
<td>Inlet turbine total pressure</td>
<td>396</td>
<td>kPa</td>
</tr>
<tr>
<td>Total to static turbine pressure ratio</td>
<td>3.96</td>
<td>--</td>
</tr>
<tr>
<td>Total to static rotor efficiency</td>
<td>85</td>
<td>%</td>
</tr>
<tr>
<td>Total nozzle efficiency</td>
<td>90</td>
<td>%</td>
</tr>
<tr>
<td>Inlet relative flow angle</td>
<td>-25</td>
<td>°</td>
</tr>
<tr>
<td>Outlet relative flow angle</td>
<td>-60</td>
<td>°</td>
</tr>
<tr>
<td>Rotor exit hub to shroud radius ratio</td>
<td>0.23</td>
<td>--</td>
</tr>
<tr>
<td>Specific heat ratio</td>
<td>287</td>
<td>J/kgK</td>
</tr>
<tr>
<td>Tip clearance</td>
<td>1</td>
<td>mm</td>
</tr>
<tr>
<td>Relative velocity ratio</td>
<td>3.06</td>
<td>--</td>
</tr>
<tr>
<td>Rotor blade thickness</td>
<td>1</td>
<td>mm</td>
</tr>
<tr>
<td>Nozzle vane thickness</td>
<td>1</td>
<td>mm</td>
</tr>
</tbody>
</table>
3.2. Nozzle design

The radius of the nozzle vane inlet and outlet at the design point were determined according to the turbine rotor diameter and the geometric constraint conditions. Both the trailing-edge and the leading-edge thickness are constant and the blockage factor is 0.98. Figure 8 shows the nozzle geometry calculated by OFC computer program.

![Nozzle geometry](image)

Table 3 shows the nozzle inlet and the outlet aerothermodynamic model [7].

### Table 3. Nozzle aerothermodynamic model.

<table>
<thead>
<tr>
<th>Nozzle condition</th>
<th>Inlet ( r_0 )</th>
<th>Outlet ( r_f )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_0 = r_i \left( \frac{r_i}{r_f} \right) )</td>
<td>( r_f = r_f + \Delta r )</td>
<td>( r_f = r_f + 2 \Delta r )</td>
</tr>
</tbody>
</table>

\[
C_a = \frac{m}{\pi D_0 b_0 \rho_0 c_{z0}}
\]

\[
C_a = \frac{r_f}{r_i}
\]

\[
C_{st} = C_{st} \sin \alpha
\]

\[
C_{st} = C_{st} \cos \alpha
\]

\[
T_i \frac{T_{out}}{T_{in}} = 1 - \frac{C_{st}^2}{2T_{in} C_T}
\]

\[
T_i \frac{T_{out}}{T_{in}} = 1 - \frac{C_{st}^2}{2T_{in} C_T}
\]

\[
\frac{P_i}{P_{in}} = \left( \frac{T_i}{T_{in}} \right)^{k-1}
\]

\[
\frac{P_i}{P_{in}} = \left( 1 + \frac{C_{st}^2}{2C_T T_{in}} \right)^{k-1}
\]

\[
\rho_f = P_f / (RT_f)
\]

\[
\rho_f = P_f / (RT_f)
\]

Table 4 describes the nozzle geometric and thermodynamic output parameters at the design point calculated by OFC.

### Table 4. Nozzle aerothermodynamics outputs.

<table>
<thead>
<tr>
<th>Description</th>
<th>Inlet ( (i) )</th>
<th>Outlet ( (f) )</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vane height</td>
<td>33.51</td>
<td>34.11</td>
<td>mm</td>
</tr>
<tr>
<td>Nozzle radius</td>
<td>278.48</td>
<td>278.48</td>
<td>mm</td>
</tr>
<tr>
<td>Thickness</td>
<td>1</td>
<td>1</td>
<td>mm</td>
</tr>
<tr>
<td>Number of vanes</td>
<td>17</td>
<td>17</td>
<td>--</td>
</tr>
<tr>
<td>Absolute flow angle</td>
<td>54.59</td>
<td>77.97</td>
<td>°</td>
</tr>
<tr>
<td>nozzle radius ratio</td>
<td>1.19</td>
<td>1.19</td>
<td>--</td>
</tr>
<tr>
<td>Total temperature</td>
<td>1123</td>
<td>1123</td>
<td>K</td>
</tr>
<tr>
<td>Static temperature</td>
<td>1117.05</td>
<td>981.95</td>
<td>K</td>
</tr>
<tr>
<td>Total pressure</td>
<td>396</td>
<td>374.31</td>
<td>kPa</td>
</tr>
<tr>
<td>Static pressure</td>
<td>388.70</td>
<td>234.00</td>
<td>kPa</td>
</tr>
<tr>
<td>Absolute velocity</td>
<td>109.30</td>
<td>352.30</td>
<td>m/s</td>
</tr>
</tbody>
</table>

3.3. Radial-inflow rotor design

The rotor consists of 15 full blades with radial-inflow inlet and axial-flow outlet. The trailing-edge, the leading-edge thickness and the rotor axial, tip and radial clearance are constant whereas the blockage factor is 0.98. Figure 9 shows the radial inflow rotor geometry calculated by OFC computer program.

![Radial inflow rotor](image)

Table 5 shows the rotor inlet and the outlet aerothermodynamic model [7].

Table 6 describes the rotor geometric and thermodynamic output parameters at the design point calculated by OFC.
4. CFD simulations models

Once of the geometric components of the turbine stages have been defined, as a result of the preliminary design, using an OFC, such parameters are transferred to the blade generator using ANSYS BladeGen so that the full threedimensional geometry of the blades, for both nozzle and rotor, can be developed. The mesh of the nozzle vanes and rotor blades are internally defined using the ANSYS TurboGrid 12.0; the simulations models were produced using the commercial package ANSYS CFX 12.0® codes [8]. The computational domain of the whole stage was dissected by the hexahedron structural multi-block grid topology. In this case an H grid was used, reaching good resolution at the leading-edge and trailing-edge. The meshes used around the nozzle vanes and the rotor blades are shown in Figs 10 to 11, respectively.

![Computational nozzle vane mesh](image)

![Computational rotor blade mesh](image)

The grids are refined at the near-wall, end wall, leading-edge and trailing-edge of the rotor blade and nozzle guide vane. Table 7 shows the mesh information used in the CFD simulation.

### Table 7. Nozzle and rotor mesh information.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Nodes</th>
<th>Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain I</td>
<td>Nozzle</td>
<td>262238</td>
</tr>
<tr>
<td>Domain II</td>
<td>Rotor</td>
<td>248861</td>
</tr>
</tbody>
</table>

![Image of Table 7](image)
4.1. Boundary conditions
The boundary conditions were as follows:
- Total pressure and total temperature were imposed at the inlet area.
- Static pressure was imposed at the outlet area.
- Heat transfer model = Total energy.
- Turbulence model = SST.
- Rotor domain motion = Rotating.
- Nozzle domain = Stationary.

The CFD simulations were made with SST (Shear Stress Transport) and k-ε turbulence model. Figure 12 shows the streamline entropy distribution for plane radial turbine flow for both models. The SST model predicts the separation zone, whereas the k-ε model fails to capture the physics of this flow entirely.

5. Validation of numerical models
The differences between the NASA and the OFC computer program consist of the quantity of the program input parameters utilized in the components preliminary design and the calculus methodology. The OFC program utilizes 57% of input parameters while the NASA TN D-8164 utilizes 70%; also, knowledge of the turbine geometry is required for the preliminary design.

The results obtained using the OFC method, were compared with theoretical results provided by NASA TN D-8164 report. This report provides sufficient information and comprehensive geometric design data for the comparison test case. The discrepancies observed for each computer program are because Glassman [9] considered the nozzle and rotor loss coefficient calculated by Reynolds number equal to 1.

Table 8 describes the rotor comparisons between the NASA TN D-8164 and the OFC.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotor inlet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diameter</td>
<td>mm</td>
<td>158.83</td>
<td>155.39</td>
<td>3.44</td>
</tr>
<tr>
<td>Total temp.</td>
<td>K</td>
<td>1083.3</td>
<td>1083.3</td>
<td>0</td>
</tr>
<tr>
<td>Total pressure</td>
<td>kPa</td>
<td>87.16</td>
<td>89.95</td>
<td>-2.79</td>
</tr>
<tr>
<td>Static temp.</td>
<td>K</td>
<td>1005.98</td>
<td>1010.85</td>
<td>-4.87</td>
</tr>
<tr>
<td>Static pressure</td>
<td>kPa</td>
<td>72.43</td>
<td>75.65</td>
<td>-3.22</td>
</tr>
<tr>
<td>Abs. flow angle</td>
<td>°</td>
<td>74.25</td>
<td>71.92</td>
<td>2.33</td>
</tr>
<tr>
<td>Abs. velocity</td>
<td>m/s</td>
<td>283.64</td>
<td>274.59</td>
<td>9.05</td>
</tr>
<tr>
<td>Blade speed</td>
<td>m/s</td>
<td>320.18</td>
<td>313.24</td>
<td>6.94</td>
</tr>
<tr>
<td>Rel. flow angle</td>
<td>°</td>
<td>-31.50</td>
<td>-31.50</td>
<td>0</td>
</tr>
<tr>
<td>Rel. velocity</td>
<td>m/s</td>
<td>90.30</td>
<td>99.93</td>
<td>-9.63</td>
</tr>
<tr>
<td>Shaft power</td>
<td>kW</td>
<td>24.22</td>
<td>22.37</td>
<td>1.85</td>
</tr>
<tr>
<td>Num. of blades</td>
<td>--</td>
<td>13</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>Rotor outlet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shrou diameter</td>
<td>mm</td>
<td>34.98</td>
<td>38.72</td>
<td>-3.74</td>
</tr>
<tr>
<td>Hub diameter</td>
<td>mm</td>
<td>100.16</td>
<td>110.84</td>
<td>-10.68</td>
</tr>
<tr>
<td>Total temp.</td>
<td>K</td>
<td>915.27</td>
<td>926.12</td>
<td>-10.85</td>
</tr>
<tr>
<td>Total pressure</td>
<td>kPa</td>
<td>57.18</td>
<td>57.35</td>
<td>-0.17</td>
</tr>
<tr>
<td>Static temp.</td>
<td>K</td>
<td>910.46</td>
<td>920.20</td>
<td>-9.74</td>
</tr>
<tr>
<td>Static pressure</td>
<td>kPa</td>
<td>56.44</td>
<td>56.44</td>
<td>0</td>
</tr>
<tr>
<td>Abs. velocity</td>
<td>m/s</td>
<td>70.90</td>
<td>78.48</td>
<td>-7.58</td>
</tr>
<tr>
<td>Blade speed</td>
<td>m/s</td>
<td>201.91</td>
<td>223.44</td>
<td>-21.53</td>
</tr>
<tr>
<td>Rel. flow angle</td>
<td>°</td>
<td>-70.65</td>
<td>-70.65</td>
<td>0</td>
</tr>
<tr>
<td>Rel. velocity</td>
<td>m/s</td>
<td>213.99</td>
<td>236.82</td>
<td>-22.83</td>
</tr>
</tbody>
</table>

Table 9 describes the nozzle comparisons between the NASA TN D-8164 and the OFC.
Table 9. Nozzle numerical model.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nozzle inlet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diameter</td>
<td>mm</td>
<td>199.24</td>
<td>195.55</td>
<td>3.69</td>
</tr>
<tr>
<td>Total temp.</td>
<td>K</td>
<td>1083.3</td>
<td>1083.3</td>
<td>0</td>
</tr>
<tr>
<td>Total pressure</td>
<td>kPa</td>
<td>91.01</td>
<td>91.01</td>
<td>0</td>
</tr>
<tr>
<td>Static temp.</td>
<td>K</td>
<td>1076.3</td>
<td>1072.02</td>
<td>4.32</td>
</tr>
<tr>
<td>Static pressure</td>
<td>kPa</td>
<td>89.55</td>
<td>88.65</td>
<td>0.9</td>
</tr>
<tr>
<td>Abs. flow angle</td>
<td>°</td>
<td>51.45</td>
<td>55.60</td>
<td>-4.15</td>
</tr>
<tr>
<td>Abs. velocity</td>
<td>m/s</td>
<td>105.73</td>
<td>108.49</td>
<td>-2.76</td>
</tr>
<tr>
<td>Num. of vanes</td>
<td></td>
<td>17</td>
<td>16</td>
<td>1</td>
</tr>
</tbody>
</table>

Nozzle outlet

<table>
<thead>
<tr>
<th>Description</th>
<th>Units</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter</td>
<td>mm</td>
<td>161.04</td>
<td>158.75</td>
<td>2.29</td>
</tr>
<tr>
<td>Total temp.</td>
<td>K</td>
<td>1083.3</td>
<td>1083.3</td>
<td>0</td>
</tr>
<tr>
<td>Total pressure</td>
<td>kPa</td>
<td>87.27</td>
<td>89.95</td>
<td>-2.68</td>
</tr>
<tr>
<td>Static temp.</td>
<td>K</td>
<td>1008.2</td>
<td>1013.94</td>
<td>-5.75</td>
</tr>
<tr>
<td>Static pressure</td>
<td>kPa</td>
<td>72.92</td>
<td>76.23</td>
<td>-3.31</td>
</tr>
<tr>
<td>Abs. flow angle</td>
<td>°</td>
<td>74.38</td>
<td>72.00</td>
<td>2.38</td>
</tr>
<tr>
<td>Abs. velocity</td>
<td>m/s</td>
<td>279.56</td>
<td>268.60</td>
<td>10.96</td>
</tr>
</tbody>
</table>

6. Comparison of simulations

Table 10 describes the comparison between the CFD simulation and the OFC for a nozzle turbine.

Table 10. Nozzle numerical simulation.

<table>
<thead>
<tr>
<th>Description</th>
<th>Units</th>
<th>CFX 12.0</th>
<th>OFC</th>
<th>Variat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nozzle inlet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mass flow rate</td>
<td>kg/s</td>
<td>4.55</td>
<td>4.30</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Nozzle Outlet

<table>
<thead>
<tr>
<th>Description</th>
<th>Units</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Static pressure</td>
<td>kPa</td>
<td>393.02</td>
<td>395.78</td>
<td>-2.76</td>
</tr>
<tr>
<td>Total pressure</td>
<td>kPa</td>
<td>396.00</td>
<td>396.00</td>
<td>0</td>
</tr>
<tr>
<td>Static temperature</td>
<td>K</td>
<td>1119.48</td>
<td>1122.82</td>
<td>-3.34</td>
</tr>
<tr>
<td>Total temperature</td>
<td>K</td>
<td>1123.00</td>
<td>1123.00</td>
<td>0</td>
</tr>
<tr>
<td>Abs. flow angle</td>
<td>°</td>
<td>-0.11</td>
<td>54.51</td>
<td>-54.62</td>
</tr>
</tbody>
</table>

7. Off-Design characteristics

The overall performance of the turbine was evaluated in terms of efficiencies, turbine pressure ratio and the velocity ratio. Table 12 describes the non-dimensional performance parameters at the off-design point calculate by OFC.

Table 12. Non-dimensional performance parameters.

<table>
<thead>
<tr>
<th>$\phi = \frac{U_1}{C_p}$</th>
<th>(32)</th>
<th>Velocity ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dot{m} \sqrt{T_{02}/p_{02}}$</td>
<td>(33)</td>
<td>Mass flow parameters</td>
</tr>
<tr>
<td>$n_e = \frac{\omega}{\sqrt{Q_{01}/W^{0.25}_{\text{rated}}}}$</td>
<td>(35)</td>
<td>Specific speed</td>
</tr>
</tbody>
</table>

Table 13 describes the design input parameters used in the experimental test of the radial inflow turbine for a 100 kW microturbine [11].
Table 13. Basic design parameters of the radial inflow turbine for a 100 kW microturbine.

<table>
<thead>
<tr>
<th>Design parameters</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_0$</td>
<td>360.0</td>
<td>kPa</td>
</tr>
<tr>
<td>$T_{00}$</td>
<td>1173.15</td>
<td>K</td>
</tr>
<tr>
<td>$m$</td>
<td>1.006</td>
<td>Kg/s</td>
</tr>
<tr>
<td>$N_{rpm}$</td>
<td>61000</td>
<td>rpm</td>
</tr>
<tr>
<td>$P_3$</td>
<td>106.77</td>
<td>kPa</td>
</tr>
</tbody>
</table>

Figure 13 presents the mass flow parameter plotted against total to static pressure ratio for a series of speeds. The design point was 3.80 and at each speed the mass flow increases with pressure ratio until it reaches a maximum when the turbine is to be in choked.

![Graph](image)

**Fig. 13. Mass flow parameter vs total to static pressure ratio.**

Figure 14 shows the total to static efficiency plotted against total to static pressure ratio. The maximum efficiency occurs in quite narrow band of pressure ratio 2.5 to 3.5, particularly at speeds below the design point (rotational speed = 90%).

![Graph](image)

**Fig. 14. Total to static efficiency vs total to static pressure ratio.**

Figure 15 shows the total to static efficiency plotted against total to static pressure ratio for a 100 kW microturbine [11]. There is always a maximum point of the total to static efficiency on each line of rotor rotational speed and each peak of efficiency corresponds to different total to static expansion ratio, which in agreement with the Fig 14.

![Graph](image)

**Fig. 15. Total to static efficiency vs total to static pressure ratio.**

Figure 16 presents the total to static efficiency over the range of turbine velocity ratio investigated for lines of constant blade speed. The figure shows that a static efficiency of 85% and the velocity ratio $\phi = 0.66$ were obtained at equivalent design point operation. This value is lower than of the ideal value ($\phi = 0.7$) of 4.9%.

![Graph](image)

**Fig. 16. Total to static efficiency vs velocity ratio.**

Figure 17 shows the total-static efficiency of the radial inflow turbine as function of velocity ratio [14]. When the velocity ratio is about 0.7, total to static efficiency arrives at the maximum whatever the rotor rotational speed of the radial inflow turbine will be, which in agreement with the Fig. 16.
Finally, Figure 20 presents the total to static efficiency as function of total to static pressure ratio by CFD and comparison with test point in detail [11]. The figure shows the same behavior and agreement with the Fig. 19 for the nominal rotational speed.

8. Conclusions

The main conclusions are:

- The OFC used in the design of radial turbine components is an effective route to preliminary design and optimization. No knowledge of the turbine geometry beyond basic overall dimensions is only required. The meanline model was tested and proved capable of providing the designer with reliable performance estimates.

- The overall computed results from the program of this paper show a marked improvement over those from the previously used program and good agreement with experimental data.

- Minor discrepancies were observed between the values calculated by each simulation program, as the incidence angle was not considered and it was assumed equal to the blade angle and its value zero [12]. Future version of this program will calculate, simulate and compare the incidence angle.

- The main contribution of this work is that it provides a one-dimensional computer FORTRAN code (OFC) method that helps designers to quantify the performance of the nozzle and the radial inflow rotor turbine at a preliminary design stage.
Nomenclature

b Blade or vane height, mm
C Absolute velocity, m/s
m Mass flow rate, kg/s
P Static pressure, kPa
P\text{\infty} Inlet turbine total pressure, kPa
R Gas constant, J/kgK
r Radius, mm
S Power ratio
T Static temperature, K
T\text{\infty} Inlet turbine total temperature, K
t Thickness, mm
U Blade speed [m/s]
V Relative speed [m/s]
W Relative velocity ratio

Greek symbols

\alpha Absolute flow angle
\beta Relative flow angle
\eta Efficiency
\rho Density, kg/m^3
k Specific heat ratio
\Delta Radius variation, mm
\omega Angular speed, rad/s

Subscripts

ts Total to static
\theta Tangential direction
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A Multi-Criteria Decision Analysis on Personal Transportation Technology Using Heuristic Design

Erik Wilhelm, Warren Schenler
Paul Scherrer Institut, Villigen, Switzerland

Abstract: The evaluation of technology to reduce the environmental impacts of light duty vehicles while meeting consumer requirements is complicated by the large number of options that must be considered. For example, hydrogen competes not only with fossil fuels, but also with bio-fuels, synthetic fuels, and electricity. Heuristic design rules based on first principles and engineering practice are used to combine exogenous options like hybridization architecture and primary energy converter (engine or fuel cell) with endogenous options like electric motor power and component sizing to generate a large set of self-consistent vehicle designs. The resulting virtual fleet of vehicles is modeled using drivetrain simulation with optimized control for hybrid designs. Life-cycle technology performance is based on data from the ecoinvent and GREET databases. Cost, performance, environment, and utility indicator results are used for multi-criteria decision analysis (MCDA). Stakeholders valuing emissions reductions prefer either fuel cells using hydrogen made with renewable energy or all-electric vehicles depending on total cost of ownership preferences. The conclusions provide insight into future vehicle technologies (with emphasis on comparing hydrogen to alternatives) and how underlying stakeholder preferences may be reconciled to promote sustainable transportation.

Keywords: all-electric, fuel cell, heuristics, hybrid, multi-criteria decision analysis, transportation

1. Introduction
Consider a family looking for a new car. They are likely to weigh the car’s purchase price, whether it is safe, the number of people and grocery bags it can carry, how fast it goes, whether it can play mp3’s, and, last but not least, what colour it is. Now consider a policy maker serving his constituents. For him, light-duty vehicles must be evaluated on the fuel they use, how much pollution they emit, and their collision safety (stakeholder preferences are rarely mutually exclusive), among others. The task of choosing between personal transportation technologies is complicated by the number of options available, as well as the scarcity of (reliable) criteria data. While stakeholders may consider the same criteria, the value that they place on each vehicle attribute reflects their often conflicting objectives. The environmental regulator attempts to mitigate the global commons dilemma [1], while the consumer is primarily interested in personal mobility. The goal of performing multi-criteria assessment in the transportation field is to help stakeholders to understand the trade-offs between various vehicle technologies, and, more importantly, understanding which technology best matches their real or preconceived preferences.

2. Methods
The difficulty in assessing transportation technology arises first from the radically different technologies (hybrids, all-electric, fuel cell, etc) that engineers are developing for tomorrow’s vehicles and second from the uncertainty associated with technology improvement for each of these approaches (i.e. will economies of scale reduce costs sufficiently?). While there have been various notable studies preceding this one [2],[3],[4], the heuristic design approach is unique in its ability to generate and compare a large range of present and future transportation options.

2.1. Technology options
The technologies listed in Table 1 were selected from a larger set to generate the simulation results presented here. This subset still represents close to two million distinct vehicle designs, illustrating the importance of using design heuristics to eliminate nonsensical combinations. Each technology has both present (2010) and future (2030) performance values based on the assumed technology development detailed in Appendix A. Power-split hybrids (i.e. Toyota Prius) are not included in this paper due to complexity of control, but will be treated in future publications.
2.2. Heuristic vehicle design

Heuristic design refers to the application of rules taken from first principles as well as from engineering practice to create a set of self-consistent vehicle designs as shown in Fig. 1. The advantages of heuristic design approach are the ability to easily test the plausibility of a design set by comparing it to the real world fleet, the broad scope of analysis that it enables, as well as the flexibility to hypothesize about future vehicle designs without changing the modeling structure.

Fig. 1: Generalized heuristic design procedure

The rules used in generating the heuristic designs are detailed in [5,6].

2.3. Optimal hybrid control

To ensure a fair comparison of hybrid powertrain technology the simulation should be carried as well as from under optimal control conditions. For this work, dynamic programming techniques were used to guarantee that each vehicle design was simulated with optimal power split (U), and hence the lowest possible energy consumption. Fig. 2 shows an optimal control policy for a parallel hybrid over the UDDS drive cycle. Further detail on the methods used in this work can be found in [7-9].

Fig. 2: UDDS optimal control policy

2.4. Multi-criteria Decision Analysis

The goal of multi-criteria decision analysis (MCDA) is to use stakeholder preferences to rank the best alternative technologies balancing conflicting stakeholder objectives and, in the best case, to identify technologies that are robust over different criteria weightings. The full set of stakeholder criteria studied is listed in Table 2, but for simplicity only 8 were selected for the MCDA.

For this work the ‘pairwise-outperformance approach’ (POA) to multi-criteria decision analysis was adapted from the EU NEEDS project [15], and was used to rank technologies according to stakeholder preferences. The POA is characterized by equations 1-4, where technologies i and j are described by the indicator vector r, and ranked according to the weight vector w, and scaled by β, the absolute performance weighting factor,

\[ d_{ijk} = w_k \cdot (r_{ik} - r_{jk}) \cdot \beta(r_{jk}). \]  
\[ d_{ijk} = w_k \cdot (r_{jk} - r_{ik}) \cdot \beta(r_{ik}). \]  
\[ \beta(x) = \alpha^{-x} \quad (\alpha = 10; \quad 0 \leq x \leq 1). \]  
\[ d_{ij} = \sum_{k=1}^{n} (d_{ijk} - d_{jik}). \]

If \( d_{ij} > 0 \) then vehicle design i is preferred to alternative j. The heuristic design algorithm, drivetrain simulation, and the multi-criteria analysis were all performed in the MATLAB environment. By vectorizing the MATLAB code as much as possible, the execution time was reduced by a factor of 5 for an average sized set (and more for larger sets) [16].

3. Results

The results presented here are divided into two sections. The first examines stakeholder preferences derived from an anonymous online survey distributed through the social networking platform Facebook and through personal email,
and the second investigates the sensitivity of the MCDA results. Drivetrain simulations were all carried out using the New European Driving Cycle (NEDC), and selected design-average model outputs are shown in Appendix B to provide insight into the vehicle performance assumptions. Please note that due to an error in the model input, the annual vehicle km travelled was overestimated by a factor of 10, resulting in over-emphasis on fuel cost in total cost calculations and a favouring of fuel efficient options for this criterion. Future tests are expected to show that this does not have a dramatic impact on MCDA results. Validation of model results for various criteria (fuel consumption, acceleration, greenhouse gas emissions, etc) is detailed in work previously published by this group [17]. Life cycle modeling performed here includes vehicle production, use, and disposal, as well as fuel extraction, refining, and transportation according to data from the ecoinvent and GREET databases.

3.1. Stakeholder preferences

The online survey generated 70 complete responses and roughly 50 more partially complete responses. A cluster analysis was performed on the set of complete survey responses in order to cluster the respondents into three stakeholder groups with adequate (but not perfect) partitioning using the k-means method. With more than three groups, the ‘goodness’ of clustering (quantified using a silhouette analysis) was poor. The response set was distributed between the European Union/Switzerland (29), and North America (41), with respondents primarily colleagues from industry and academia as well as family and friends. Survey participants were supplied with no additional information regarding technology options because they were not asked to choose between vehicle designs. An aggregation of the survey results can be found in Appendix C.

The best metrics for distinguishing between groups turned out to be vehicle ownership and daily kilometers travelled, with North Americans travelling an average of 13 km more per day. Fig. 3 shows how individual responses regarding daily travel, tendency to plan finances, and desire for good acceleration performance are grouped around three centroids. The ‘Frequent’ driving group tended to own their own vehicles, commute an average of 100 km daily, and valued speed and financial planning more than the ‘Seldom’ driving group, who tended not to own their own vehicles, travelled by car less than 7 km per day on average, and neither planned their finances nor needed fast vehicles. Members of the ‘Occasional’ driving group travel an average of 41 km by car per day, also tend to own vehicles, and represent a slightly younger age demographic.

The eight vehicle characteristics shown in Table 4 were chosen as being representative of the most important consumer criteria in the questionnaire, and served as inputs to the MCDA algorithm: two from each of the performance, utility, environment, and cost categories. It should be noted that while the survey did not explicitly ask respondents about their preference for low ‘total cost of ownership’, the responses for ‘operating cost’ were deemed an appropriate surrogate for this criterion. Additionally, greenhouse gas emissions criteria preferences (GHG emis.) were equated to CO₂ emissions performance indicators and ‘health related emissions’ were equated to NOₓ vehicle performance indicators throughout the MCDA.

The result of performing MCDA using criteria weights from the three stakeholder groups for both present and future vehicle technologies are shown in Table 5. The top 5 vehicles chosen by all three groups were identical, mostly due to how small the differences in clustered criteria preferences were.
between stakeholders. It is interesting that diesel hybrids were selected most often, and that, in the near term, parallel hybrids were preferred to mild hybrids, which in turn were preferred to no hybridization. This reflects the trend (at least in Europe) towards diesel vehicles, as well as the current tendency towards parallel hybrid architectures before plug-in series architectures. It is slightly confusing that compact vehicles were preferred in all cases over mid-sized sedans, but this can perhaps be explained by the absence of a luggage volume criterion in the MCDA (and the general difficulty with distilling vehicle choices down to eight stakeholder criteria).

Table 5: MCA results for stakeholder responses

<table>
<thead>
<tr>
<th>Class</th>
<th>Market</th>
<th>Powertrain</th>
<th>Fuel</th>
<th>Battery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>Compact Passenger</td>
<td>Parallel-Mild</td>
<td>Diesel</td>
<td>LION</td>
</tr>
<tr>
<td>Group 2</td>
<td>Compact Passenger</td>
<td>Parallel-Mild</td>
<td>Diesel</td>
<td>LION</td>
</tr>
<tr>
<td>Group 3</td>
<td>Compact Passenger</td>
<td>Parallel-Mild</td>
<td>Diesel</td>
<td>LION</td>
</tr>
</tbody>
</table>

| Acceleration | compact sport | mild | 3.91 gasoline | 993 LKW | 0.5 AH |
| Top speed | compact sport | parallel | 3.11 gasoline | LION | 50 KWH | 50 AH |
| CO2 emissions | compact sport | EV | - | - | LION | 0 KWH | 0 AH |
| NOx emissions | compact sport | EV | - | - | LION | 0 KWH | 0 AH |
| Purchase cost | compact passenger | none | 1.91 gasoline | - | - |
| Total cost | compact passenger | EV | - | - | LION | 60 KWH | 40 AH |

Table 6: Polarized design choices

| Acceleration | compact sport | mild | 3.91 gasoline | 993 LKW | 0.5 AH |
| Top speed | compact sport | parallel | 3.11 gasoline | LION | 50 KWH | 50 AH |
| Autonomy | compact sport | series | 1.11 diesel | LION | 90 KWH | 90 AH |
| CO2 emissions | compact sport | EV | - | - | LION | 0 KWH | 0 AH |
| NOx emissions | compact sport | EV | - | - | LION | 0 KWH | 0 AH |
| Passenger volume | maske passenger | none | 1.91 gasoline | - | - |
| Total cost | compact passenger | EV | - | - | LION | 60 KWH | 40 AH |

3.2. Sensitivity analysis

A sensitivity analysis was performed in order to better understand the results of the stakeholder survey MCDA. The first series of tests were performed to determine the influence that each individual stakeholder criterion has on the top design choice. Table 6 shows the results of performing 8 ‘polarized’ runs where each criterion weight was sequentially set to 1 and while all other criterion weights were set to 0 for current and future technologies. The fact that hybrid vehicles were selected when acceleration and top speed criteria were maximized is consistent with the performance advantages offered by electric drivetrains. The results for autonomy are not surprising: diesel series hybrids have the highest on-board energy content, and are among the most efficient vehicles. That the lowest CO2 emissions and total cost of ownership are achieved by all-electric vehicles also comes as no surprise, given the Swiss consumption mix assumption of 104g CO2/kWh and relatively cheap electricity. A conventional gasoline vehicle was selected when the maximum weight was placed on both the purchase cost and passenger volume criteria. This makes sense because of this technology’s status as the incumbent (and hence cheaper) technology and the lack of bulky powertrain elements impinging on passenger space. The choice of fuel cell as the top performing design on the basis of its NOx emissions is also logical, because it was assumed that the hydrogen would be produced from solar PV electricity with low associated life-cycle NOx emissions.

To further examine the sensitivity of the optimal design to changes in criteria preferences, two criteria weightings were increased as two criteria weightings were decreased while the remaining four are held constant. The future technology vehicle design set was used for all of the following analysis. Fig. 4 shows how the vehicle purchase cost is much more sensitive to performance preference than to environment criteria preference due to the selection of a much larger series hybrid motor and battery above a 0.4 performance preference weighting level. Note that fuel cell series and diesel series hybrids are the optimal vehicles selected using the future design set.

Fig. 4: Purchase cost is primarily sensitive to performance preference: future fuel cell hybrid purchase price is 2% lower than that of future diesel series hybrids

Still considering environment and performance criteria, Fig. 5 shows how life cycle CO2 emissions
are much more sensitive to environmental criteria weighting than they are to performance criteria weighting. Past a 0.5 environment criteria weighting, fuel cell vehicles are selected over diesel series hybrids leading to the large discontinuity in the figure.

Considering these two results together, it can be concluded that a larger purchase cost penalty is paid for performance than for CO₂ reduction.

Looking at two different criteria, Fig. 6 shows how range is affected by utility and cost preferences. The selected vehicle designs are mostly diesel series hybrids with lithium ion batteries when the preference for low cost increases. The outlier at maximum (low) cost preference and minimum utility (range) preference is a diesel non-hybrid.

Returning to environmental preferences, Fig. 7 shows that as the preference for low cost and environmental criteria increases, the total cost of ownership reaches a maximum with all fuel cell hybrid designs, until an EV is selected causing the cost to fall dramatically. For low environmental criteria weights and almost all cost preferences, diesel hybrids are selected over fuel cell hybrids.

The results shown in Fig. 8 reiterate more explicitly those of Fig. 7, with fuel cell and electric options dominating when environmental preferences are high, and diesel series otherwise.

The conclusions of this multi-criteria assessment of personal transportation technology options are:
- Although survey respondents could be clustered (primarily according to vehicle ownership and daily driving distances) the criteria preferences between groups were not drastically different, leading them to select similar optimal designs,
- Survey results suggest that, in the near term, most consumers are willing to pay a
While it is clear that there are significant hurdles to cross for cars based on hydrogen fuel cells, the barriers may not be as high as commonly assumed. This is demonstrated through the selection of fuel cell powertrains when the preferences for environmental, total cost, and range criteria are high, even under conservative future cost and performance assumptions.
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## Appendix

### A. Selected Input Assumptions

<table>
<thead>
<tr>
<th>Selected Powertrain</th>
<th>Present</th>
<th>Future</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICE engine (S/L)</td>
<td>$755.00</td>
<td>$755.00</td>
</tr>
<tr>
<td>LION battery (S/W)</td>
<td>$2100.00</td>
<td>$1550.00</td>
</tr>
<tr>
<td>NiMH battery (S/W)</td>
<td>$1794.00</td>
<td>$400.00</td>
</tr>
<tr>
<td>Fuel cell cost (S/W)</td>
<td>$108.00</td>
<td>$52.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hydrogen Emissions</th>
<th>Present</th>
<th>Future</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOC (g/kg)</td>
<td>1.40</td>
<td>0.16</td>
</tr>
<tr>
<td>CO (g/kg)</td>
<td>3.33</td>
<td>0.51</td>
</tr>
<tr>
<td>NOx (g/kg)</td>
<td>8.16</td>
<td>2.11</td>
</tr>
<tr>
<td>PM10 (g/kg)</td>
<td>4.32</td>
<td>2.76</td>
</tr>
<tr>
<td>PM2.5 (g/kg)</td>
<td>2.20</td>
<td>0.71</td>
</tr>
<tr>
<td>CH4 (g/kg)</td>
<td>40.95</td>
<td>2.70</td>
</tr>
<tr>
<td>N2O (g/kg)</td>
<td>0.06</td>
<td>0.09</td>
</tr>
<tr>
<td>CO2 (g/kg)</td>
<td>1245.55</td>
<td>1999.86</td>
</tr>
</tbody>
</table>

Battery costs are scaled by W/Wh. These values are for high-power packs.

Based on assumptions from Kromer [10]

H2 produced from natural gas at Present, photo voltaic electrolysis in the Future

Grid emissions are from the Swiss mix (104 gCO2/kWh)

### B. Characteristics of the Present and Future Vehicle Designs Simulated

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>HYBRID None</th>
<th>HYBRID Otto</th>
<th>HYBRID Diesel</th>
<th>HYBRID Mild</th>
<th>HYBRID Mild</th>
<th>HYBRID Series</th>
<th>HYBRID Series</th>
<th>FUEL CELL</th>
<th>Parallel Otto</th>
<th>Parallel Diesel</th>
<th>EV</th>
<th>EV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (kg)</td>
<td>1366</td>
<td>1208</td>
<td>1277</td>
<td>1213</td>
<td>1232</td>
<td>1456</td>
<td>1309</td>
<td>1543</td>
<td>1456</td>
<td>1357</td>
<td>1327</td>
<td></td>
</tr>
<tr>
<td>Total power (kW)</td>
<td>94</td>
<td>151</td>
<td>141</td>
<td>154</td>
<td>144</td>
<td>96</td>
<td>92</td>
<td>91</td>
<td>145</td>
<td>142</td>
<td>66</td>
<td></td>
</tr>
<tr>
<td>Cost Purchase (2006 USD)</td>
<td>60764</td>
<td>29086</td>
<td>31255</td>
<td>31661</td>
<td>33830</td>
<td>73954</td>
<td>73028</td>
<td>75461</td>
<td>50433</td>
<td>52359</td>
<td>62651</td>
<td></td>
</tr>
<tr>
<td>Operating/Maintenance (2008 USD)</td>
<td>12421</td>
<td>35730</td>
<td>22895</td>
<td>35419</td>
<td>22733</td>
<td>16398</td>
<td>10554</td>
<td>14927</td>
<td>31378</td>
<td>20743</td>
<td>2268</td>
<td></td>
</tr>
<tr>
<td>Total cost of ownership (2006 USD)</td>
<td>172090</td>
<td>328704</td>
<td>219972</td>
<td>328141</td>
<td>220727</td>
<td>223205</td>
<td>171150</td>
<td>212835</td>
<td>316367</td>
<td>225171</td>
<td>90410</td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td>0-100 Acceleration time (s)</td>
<td>12.4</td>
<td>6.4</td>
<td>7.1</td>
<td>6.3</td>
<td>6.9</td>
<td>12.3</td>
<td>12.6</td>
<td>12.8</td>
<td>7.6</td>
<td>7.9</td>
<td>15.2</td>
</tr>
<tr>
<td>Top Speed (kph)</td>
<td>207</td>
<td>244</td>
<td>238</td>
<td>246</td>
<td>240</td>
<td>212</td>
<td>209</td>
<td>208</td>
<td>208</td>
<td>241</td>
<td>239</td>
<td>187</td>
</tr>
<tr>
<td>Utility Range (km)</td>
<td>392</td>
<td>330</td>
<td>613</td>
<td>334</td>
<td>621</td>
<td>734</td>
<td>1299</td>
<td>534</td>
<td>400</td>
<td>707</td>
<td>155</td>
<td></td>
</tr>
<tr>
<td>Passenger volume (m³)</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Towing capacity (kg)</td>
<td>1174</td>
<td>2855</td>
<td>2599</td>
<td>2930</td>
<td>2633</td>
<td>1031</td>
<td>945</td>
<td>918</td>
<td>2562</td>
<td>2456</td>
<td>472</td>
<td></td>
</tr>
<tr>
<td>Environment</td>
<td>Gasoline Equivalent cons. (L/100km)</td>
<td>5.0</td>
<td>12.2</td>
<td>11.8</td>
<td>12.0</td>
<td>11.7</td>
<td>5.7</td>
<td>5.6</td>
<td>3.8</td>
<td>10.7</td>
<td>10.6</td>
<td>1.6</td>
</tr>
<tr>
<td>Life cycle CO2 (g/km)</td>
<td>170</td>
<td>401</td>
<td>352</td>
<td>396</td>
<td>347</td>
<td>218</td>
<td>190</td>
<td>163</td>
<td>366</td>
<td>329</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>Life cycle NOx (g/km)</td>
<td>0.20</td>
<td>0.37</td>
<td>0.29</td>
<td>0.36</td>
<td>0.28</td>
<td>0.21</td>
<td>0.16</td>
<td>0.17</td>
<td>0.34</td>
<td>0.27</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>Life cycle PM10 (g/km)</td>
<td>0.09</td>
<td>0.14</td>
<td>0.08</td>
<td>0.14</td>
<td>0.08</td>
<td>0.12</td>
<td>0.08</td>
<td>0.10</td>
<td>0.14</td>
<td>0.09</td>
<td>0.07</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>CURRENT Midsize Passenger vehicles</th>
<th>FUTURE Midsize Passenger vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (kg)</td>
<td>1378</td>
<td>1208</td>
</tr>
<tr>
<td>Total power (kW)</td>
<td>95</td>
<td>151</td>
</tr>
<tr>
<td>Cost Purchase (2006 USD)</td>
<td>40724</td>
<td>29086</td>
</tr>
<tr>
<td>Operating/Maintenance (2006 USD)</td>
<td>12520</td>
<td>35730</td>
</tr>
<tr>
<td>Total cost of ownership (2006 USD)</td>
<td>150824</td>
<td>328704</td>
</tr>
<tr>
<td>Performance</td>
<td>0-100 Acceleration time (s)</td>
<td>12.4</td>
</tr>
<tr>
<td>Top Speed (kph)</td>
<td>208</td>
<td>244</td>
</tr>
<tr>
<td>Utility Range (km)</td>
<td>416</td>
<td>330</td>
</tr>
<tr>
<td>Passenger volume (m³)</td>
<td>2.79</td>
<td>2.79</td>
</tr>
<tr>
<td>Towing capacity (kg)</td>
<td>1169</td>
<td>2855</td>
</tr>
<tr>
<td>Environment</td>
<td>Gasoline Equivalent cons. (L/100km)</td>
<td>5.0</td>
</tr>
<tr>
<td>Life cycle CO2 (g/km)</td>
<td>127</td>
<td>231</td>
</tr>
<tr>
<td>Life cycle NOx (g/km)</td>
<td>0.17</td>
<td>0.27</td>
</tr>
<tr>
<td>Life cycle PM10 (g/km)</td>
<td>0.09</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Fuel costs, where taken as approximate untaxed Swiss costs, and what is important is the relative cost rather than the absolute cost for this analysis.
C. Survey Questionnaire and Aggregated Responses

1. How old are you?
   - 16-21
   - 21-28
   - 28-35
   - 35-50
   - 50+
   - Total

2. What is your gender?
   - Male
   - Female

3. Do you own a car?
   - Yes
   - No

4. Daily travel by car (as driver or passenger, please answer in km):
   - Various (not listed)
   - Average = 26.25

5. How much do you agree with each of the following statements?
   - a. I like to be the first to pull away from a stop light
   - b. I am very concerned about the future
   - c. I take my career very seriously
   - d. I commute using a car daily
   - e. I care very much about costs
   - f. I have a high level of education
   - g. I have a strong feeling of social responsibility
   - h. I am very aware of environmental issues
   - i. I welcome change
   - j. I always make rational choices
   - k. I often do detailed financial analysis and planning

6. How important are these COST criteria to you?
   - a. Purchase cost
   - b. Operating cost (fuel, oil etc)
   - c. Maintenance cost (service and repairs)

7. How important are these PERFORMANCE criteria to you?
   - a. Off-the-line acceleration (0-100 kph)
   - b. Passing acceleration (80-100 kph)
   - c. Top speed
   - d. Braking
   - e. Handling
   - f. Reliability
   - g. Refuelling time

8. How important are these ENVIRONMENTAL criteria to you?
   - a. Global-warming causing emissions (CO2, methane, etc)
   - b. Health related emissions (NOx, Ozone, etc)
   - c. Noise

9. How important are these UTILITY criteria to you?
   - a. Range (autonomy)
   - b. Passenger capacity
   - c. Cargo capacity
   - d. Towing capacity
   - e. Multimedia features (on-board video, stereo, etc)
   - f. Sufficient drink holders

10. How important are these SAFETY criteria to you?
    - a. Fatality risk to drivers/passengers
    - b. Fatality risk to pedestrians
    - c. Presence of active safety technology (anti-lock brakes, traction control etc)
    - d. Presence of passive safety technology (seat belts, air bags, crumple zones)
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Abstract: This work describes the preliminary sizing of a series hybrid vehicle with a small Turbogas (GT) as the thermal engine, equipped with a regenerative braking. The reference vehicle is a minibus to be used for urban transportation. The analysis is based on a physical model of the instantaneous power required by the mission, which leads to a non-linear system of equations that are numerically integrated in time. Several sets of standard, real cycles are defined as missions the vehicle under study must fulfil: these cycles are characterized by repeated stop-and-go patterns that make a high level of energy recovery possible. The minibus behaviour is simulated under each one of the examined conditions, in this way one derives an installed power of 170 kW with a proper GT power of 21,5 kW and the corresponding degree of hybridization of about 90%. On this basis, the GT is designed anew, using standard performance charts and state-of-the-art technology. The battery pack and the electric engine are both designed using commercially available software. The CO₂ emission analysis is also performed. The technical feasibility of the vehicle is briefly discussed in the conclusions.
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1. Introduction

This paper presents an assessment of the technical feasibility of a series hybrid electric vehicle in which the thermal engine is a small GT unit. This study follows along the lines of a previous research on “turbo-hybrid” vehicles [3-8] conducted at the University of Roma 1. The work discussed here is characterized by three innovative aspects:

- The vehicle under analysis is a minibus for public transportation with a weight and a aerodynamic drag coefficient (Cₐ) values quite different from those of a common city car;
- Real urban driving cycles are assumed from the ADVISOR library [9] as vehicle mission instead of standard European emission cycles. The seven cycles selected for the present analysis are very different from each other as for instantaneous power requirements;
- The storage energy system consists of a Lithium-Polymer (LiPo) battery pack.

1.1. The Hybrid Electric Vehicle (HEV)

HEV combine the benefits of high fuel economy and low emissions with the power and range of conventional Internal Combustion Engine (ICE). These performances are obtained by using a process called Kinetic Energy Recovery System (KERS), in which the excess kinetic energy usually dissipated when braking is instead recovered by charging a suitable storage system. There are two types of hybrid vehicle, called respectively “parallel” and “series”. In the parallel configuration, the ICE and the electric motor operate in such a way that the vehicle is constantly powered by a proper combination of “thermal” and electric power. In the series hybrid concept, the electrical and thermal systems are mechanically separated but electrically coupled. When the purely electric traction mode is enforced, energy is extracted from the batteries that are then recharged when travelling in “thermal mode” and by recovering braking energy. This type of configuration is a very convenient vehicle range extender for electric vehicles. Parallel hybrids have greater fuel efficiency than series ones at constant high speed (highway driving) while series hybrids are better in stop-and-go urban driving.

A fundamental parameter for HEV is the degree of hybridization (Hᵢ). This factor is defined as the ratio between the battery electric power (Pₑ) and the total installed power (Pᵢ):

\[ Hᵢ = \frac{Pₑ}{Pᵢ} = \frac{Pₑ}{Pₑ + P_GT} = 1 - \frac{P_GT}{Pᵢ}, \tag{1} \]

where \( Hᵢ=0 \) denotes a traditional vehicle equipped only with thermal engine and \( Hᵢ=1 \) denotes a pure electric vehicle.
The present work is a preliminary assessment of a hybrid system for a minibus to be used in historical city centres for public transportation. For completeness, several driving cycles ("missions") characterized by stop-and-go patterns compatible with a real utilization of the minibus were considered. Methane (CH$_4$) was adopted as the GT fuel, both to reduce the CO$_2$ emissions, as demonstrated by the results shown below, and to simplify the GT ignition system. Compared with conventional ICE-hybrid vehicles, the Gas Turbine Hybrid Vehicle (GTHV) has a small number of moving parts, a more compact size, a higher energy density, lower energy costs, lower emissions and fuel flexibility [5-7].

2. Vehicle considered and mission analysis

The minibus considered in this study carries between 19 and 40 passengers and has a total mass ranging from 5 to 10 tons. Assuming an average passenger weight of 75 kg and a minimal ground clearance of 350 mm the vehicle data are defined in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Vehicle data.</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DIMENSIONS</td>
<td></td>
</tr>
<tr>
<td>length [mm]</td>
<td>7164</td>
</tr>
<tr>
<td>width [mm]</td>
<td>2162</td>
</tr>
<tr>
<td>height [mm]</td>
<td>2879</td>
</tr>
<tr>
<td>S [m$^2$]</td>
<td>5.49</td>
</tr>
<tr>
<td>CARGO ABILITY [n$^\circ$ persons]</td>
<td>27</td>
</tr>
<tr>
<td>TOTAL MASS</td>
<td></td>
</tr>
<tr>
<td>empty [kg]</td>
<td>6258</td>
</tr>
<tr>
<td>fully loaded [kg]</td>
<td>8247</td>
</tr>
</tbody>
</table>

To correctly size the power plant, all of the operational aspects of the vehicle must be considered, including the comfort requirements for public transportation buses. The total power absorbed by auxiliaries has been obtained by composite weighted total of the individual contributions multiplied by their respective Coefficient of Use. The resulting load is considered as an equivalent, constant power absorption: in this study the value of 6 kW has been estimated.

To select the GT nameplate power a complete mission analysis is necessary. In this work seven real urban cycles have been considered. The respective velocity patterns of two different cycles are shown in Figure 1.

For each of these missions four different cases were simulated by varying two main system parameters:

![Cycle Denver](image1)

![Cycle Indian Urban](image2)

Fig. 1. Driving cycles examples.

the vehicle mass and the rate of braking recovery that is the fraction of the instantaneous kinetic energy the KERS must recover. The mass varies between 6 and 8 tons (empty and full load), the coefficient of braking recovery ($\epsilon_{\text{KERS}}$) was varied in the range 0.6-0.8.

2.1. Mission power analysis

The analysis of the power flows of each mission has been carried out starting from the equation of dynamic equilibrium in the direction of motion:

$$ M_{eq} \frac{dv}{dt} = T - R_s - R, \quad (2) $$

where the first term represents the inertia force ($F_{in}$), $M_{eq}$ is an equivalent vehicle mass taking into account the rotating parts inertia [1], $T$ is the traction force, the aerodynamic resistance ($R_a$) is given by:

$$ R_a = \frac{1}{2} \left( \rho \cdot S \cdot C_{x} \cdot v^{2} \right). \quad (3) $$

the Rolling Resistance ($R$) by:

$$ R = f \cdot m_{a} \cdot g. \quad (4) $$

On this basis, the different flows through the system were computed, as the Useful Power ($P_u$):

![Graph](image3)

![Graph](image4)


\[ P_\nu = T \frac{V}{\eta_{tr}} = \left[ R_s + R + M_m \frac{dV}{dt} \right] \frac{V}{\eta_{tr}}, \]

(5)

and the Braking Power (\( P_b \)):

\[ P_b = \left[ (F_{in} - R_s - R) \cdot \eta_{tr} \right] \cdot V, \]

(6)

Table 2 reports a summary of the parameters used in the calculation of equations 2-6:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta t ) [s]</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( m_0 ) [kg]</td>
<td>6000-8000</td>
<td></td>
</tr>
<tr>
<td>( \rho ) [kg/m³]</td>
<td>1.225</td>
<td></td>
</tr>
<tr>
<td>( f )</td>
<td>0.018</td>
<td></td>
</tr>
<tr>
<td>( C_x )</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>( \epsilon_{KERS} )</td>
<td>0.6-0.8</td>
<td></td>
</tr>
<tr>
<td>( g ) [m/s²]</td>
<td>9.8</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Design data

Figure 2 displays the instantaneous power flows for one of the considered cycles.

![Figure 2. Example of Mission power analysis](image)

2.2. Mission energy balance

All analyses carried out in this study assume an on/off control logic of the GT set. The settings are such that whenever the vehicle power is positive (that is in phase of traction) and exceeds 70% of the nominal installed GT power, the GT is ignited and supplies the additional power requested by the instantaneous power balance. The following procedure of calculation was adopted: first, for each configuration, the values of the design parameters listed in Table 2 are used to calculate the instantaneous values of the power required at the wheels: at this step, no account is made of the presence of the GT. By considering a discrete set of GT with installed power ranging between 1 and 100 kW, the following step consists of the compilation of a mission budget, obtained by adding the instantaneous values of all power flows (here, the GT is accounted for). These calculations are repeated for every \( P_{GT} \) within the range defined at the onset. Consider that given the timestep adopted equal to 1s, these “powers” are in fact instantaneous energies. The curves obtained with this procedure may display a negative, zero or positive “integral” budget, indicating respectively a defect, a balance or an excess of the total energy used for the mission. A “defect” balance indicates an undersized GT, an “excess” one an oversized GT. Obviously, the \( P_{GT} \) that result in curves with a zero balance are those that are most convenient for use in that type of mission.

Figure 3 reports such diagrams for one of the cases studied here, denoted as “Case 4”.

![Figure 3. Mission energy balance: Case 4](image)

Different mission types lead to different “optimal” \( P_{GT} \) (and therefore to optimal \( H_r \) values), a 3-kW GT would be convenient for the Denver and Nuremberg cycles, a 5-kW GT for the London cycle, a 9-kW GT for both the Indian Urban & WVU cycles (that so represent the heaviest). For real operations, it is more convenient to install an oversized GT and operate it at part load for some of the time, or to adopt a more efficient but costlier system with two smaller GT’s [7].

From a critical analysis of the results (for a complete report, see [3]) it was concluded that:

- The global energy balance displays little sensitivity to the variation of the total mass of the vehicle.
- The balance is, on the contrary, very sensitive to a variation of the braking recovery coefficient, which therefore is a fundamental design parameter.

The Case 4 examined here refers to the mass upper limit reported in Table 1 and the braking recovery
factor $\kappa_{\text{KERS}}$ is equal to 0.8 (a very high value). By considering the heaviest cycle power request, of 9 kW, and taking into account also the auxiliaries absorption, the optimal GT power results:

$$P_{\text{GT}} = 15 \text{kW}$$

The total power to install on the vehicle, in order to satisfy the maximum peak on all the examined missions, is equal to 169 kW. The degree of hybridization is then:

$$H_r = 1 - \frac{P_{\text{GT}}}{P_{\text{tot}}} \approx 0.9$$

3. Functional scheme of the vehicle

3.1. The Vehicle management unit

In a GTHV the traction is purely electric. The presence of the KERS requires both a rather complex electric connectivity and the presence of a suitable, electronically managed, control protocol. Fig. 4 shows the scheme of the propulsive system considered in this work: it consists of the energy production unit (GT), the energy storage system (battery pack), the electric machines (two motors, one per axle, only one displayed in Fig. 4), the current and frequency converters, and the related electronic control circuits with the Power Distribution Unit (PDU) and the Vehicle Control Unit (VCU). The last two components form the Vehicle Management Unit (VMU). In this scheme the thermal unit generates mechanical power which is converted into electrical power by a high speed generator (that acts as a starter for the GT as well). The electricity produced by this generator can charge the batteries or directly power the motors when the traction power has a peak. These motors are reversible machines so that when the vehicle is braking they work as generators producing electric power that is channeled to the battery pack. At each instant of time the power flows are regulated by the VMU.

Because of the complexity of the real system, the detailed design of the individual units has not been included in this work, and the system is designed on the basis of the accepted performance characteristics of commercially available components. At this study level, a simple on-off control logic for the GT operation has been adopted. Actually, for a scheme like the one under discussion, the electronic VMU carries out many tasks [4-6]: it controls the thermal engine operation under a suitable logic, determines at each time how much of the energy produced by the GT reaches the battery package or the electric engine directly, monitors the electrical parameters of the battery package and also records historical data; in other words it performs its energy-management task on the basis of a quite large number of instantaneous mission parameters [4].

3.2. Li-Po cells technology

A GTHV is an electric vehicle with a “thermal range extender” and provided with a regenerative braking system to improve its energy performance. Thus the storage system is a fundamental component: at each instant of time, it must either provide the electric power required for traction by the wheels or receive the excess energy recovered by the KERS. Storage systems can be electro-chemical (batteries), mechanical (flywheels) and electrical (supercapacitors). In the configurations analyzed in previous works [3-6], it was clearly established that one of the weak links in the system -from the point of view of performance, weight-to-power ratio- is the lead-acid battery. In this study the LiPo cells technology has been adopted instead. The performance of a battery is identified by several factors, Table 3 reports a comparison of three battery types of current technology. LiPo cells show the highest specific power and energy but they also represent the most expensive solution, because this technology has not reached maturity yet.
This technology differs from the Li-ion batteries because here there aren’t liquid solutions (replaced with a solid polymer) so they don’t need any metallic wrapper, and thus they are lighter and smaller than their competition. Important characteristics are also: the nominal voltage of the single cell equal to 3,7 V (versus 2,1 V of the Pb-acid); the safe operative range ranging from 2,7 V (cut-off voltage under which the cell is totally discharged) and 4,25 V (overvoltage limit above which the cell can be damaged) and the acceptable State of Charge (SOC) contained between 30% and 80%. Also important are the maximal charging/discharging current and power values set by the cell manufacturers. The battery pack is assembled with a number of cells connected in a proper series-parallel configuration (denoted by the number of cells connected in series followed by $s$ and that of cells in parallel followed by $p$).

### 3.3. Battery pack sizing

The following data are assumed for the battery pack: nominal voltage $E_{nom}=400V$ and nominal capacity $C=100Ah$. By analyzing several commercially available LiPo cells, these data led to the configuration described in the Table 4:

<table>
<thead>
<tr>
<th>Commercial model: Kokam SLPB 68216216</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of connections: 108s3p</td>
</tr>
<tr>
<td>Nominal voltage, $E$ [V]: 399,6</td>
</tr>
<tr>
<td>Nominal capacity, $C$ [Ah]: 90</td>
</tr>
<tr>
<td>Weight [kg]: 227</td>
</tr>
<tr>
<td>Volume [dm$^3$]: 104</td>
</tr>
<tr>
<td>Price [$]: 50350</td>
</tr>
</tbody>
</table>

After this preliminary sizing the described configuration was analyzed in order to verify whether -and how- it satisfies the mission requirements.

The sizing of the battery pack is performed on the basis of the maximum power demand and maximum absorbable battery power: this means that the following parameters must be minimized at each instant of time:

- instantaneous power deficit
  \[ P_{\text{deficit}} = P_{\text{required}} - P_{\text{max, discharging}}. \]  

- instantaneous power dissipated in braking:
  \[ P_{\text{disc}} = P_{\text{brake}} - P_{\text{max, charging}}. \]

The design process begins with the calculation of the electric power and current flows through the batteries at each instant of time. In this phase the battery is modeled as a Multiple Input Multiple Output (MIMO) system with two inputs:

1. Power generated by the GT unit;
2. Power available during the braking; and two outputs:
3. Power required by transmission;
4. Power required by auxiliary units.

The battery pack is modeled as a part of an electric circuit. It is assumed a Constant Voltage charge process in which the voltage, applied by the chargers, has a fixed value near overvoltage to enforce the current to enter into the battery. During the discharge time a different model is assumed: the battery is considered as a generator, so it carries out the required power applying to the circuit the voltage $E(t)$, corresponding to the contemporary SOC. In order to calculate the instantaneous SOC an algorithm is developed basing on a “Coulomb counting” method. The adopted procedure of calculation is described below. First, the quantity of electric charge $Q_h$ flowing through the battery pack at each instant is evaluated by the time integration of the Instantaneous Current ($I(t)$):

\[ Q(t) = \int_0^T I(t) \, dt. \]  

Assuming $T=\Delta t=1s$, the previous equation can be written in a numerical form:

\[ Q_t = Q_{t-1} + \Delta Q_t = Q_{t-1} + I_t \cdot \Delta t, \]

where:

- $\Delta Q_t$: electric charge flowing through the battery in a single $t$ instant.

The expression for the SOC variation at the same second results:

---

**Table 3. Batteries performances comparison**

<table>
<thead>
<tr>
<th></th>
<th>Pb-acid</th>
<th>Ni-MH</th>
<th>Li-Po</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific power [W/kg]</td>
<td>150</td>
<td>220</td>
<td>315</td>
</tr>
<tr>
<td>Specific energy [Wh/kg]</td>
<td>35</td>
<td>80</td>
<td>155</td>
</tr>
<tr>
<td>Energy density [Wh/l]</td>
<td>71</td>
<td>200</td>
<td>220</td>
</tr>
<tr>
<td>Life cycle [500-1000]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volume [dm$^3$]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight [kg]</td>
<td>0,3</td>
<td>1,2</td>
<td>3</td>
</tr>
<tr>
<td>Cost [€/kWh]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 4. Preliminary battery pack sizing.**

<table>
<thead>
<tr>
<th>Commercial model: Kokam SLPB 68216216</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of connections: 108s3p</td>
</tr>
<tr>
<td>Nominal voltage, $E$ [V]: 399,6</td>
</tr>
<tr>
<td>Nominal capacity, $C$ [Ah]: 90</td>
</tr>
<tr>
<td>Weight [kg]: 227</td>
</tr>
<tr>
<td>Volume [dm$^3$]: 104</td>
</tr>
<tr>
<td>Price [$]: 50350</td>
</tr>
</tbody>
</table>
\[ \text{SoC}_t(\%) = \frac{Q_t}{3.6C} \]  \hspace{1cm} (11)

while the instantaneous SOC is:

\[ \text{SoC}_i(\%) = \text{SoC}_{t-1} - \text{SoC}_t \]  \hspace{1cm} (12)

Figure 5 shows the charge/discharge curves related to the 108s3p pack based on Kokam SLPB216216 as regard to the SOC range 30%-80%.

In all calculations the additional constraint is imposed of the initial battery SOC being recovered at the end of each mission. Because of this, at the end of every driving cycle, a period of recharge made by the GT operation is necessary.

The configuration 108s2p was also analyzed but it results unsuitable for this application because it demand.

The optimal \( H_f \) was previously determined by considering a net power of 15 kW reaching the batteries. Actually this power value is smaller than the one provided by the GT because of the losses in several devices such as the power splitter, the high speed generator and the chargers. Referring to the assumed components efficiencies the GT power is imposed to be:

\[ P_{\text{GT}} = 21.5 \text{kW} \]

In the last years several tests have indicated that although a commercially available GT set may be used with satisfactory results, it is advisable to design a dedicated GT for use in this particular
application [4]. Basing on the existing MGT with a similar power output, it was selected to design a MGT with a compact cross-flow heat regenerator. The degree of regeneration (R) was hypothesized as highest as possible for the type of adopted solution. In this way good efficiency, low emissions and high compactness are ensured.

4.1. Thermodynamic cycle parameters
In order to define the real thermodynamic cycle it was necessary to establish several parameters. The inlet compressor temperature (T_i) was selected as the standard ambient value while the inlet turbine temperature (T_j) was selected basing on the previous study [7]. The pressure ratio (β) was selected reaching a suitable compromise between two set against necessities: on one hand the work and cycle efficiency maximization and, on the other side the number of compressor and gas turbine stages reduction. By choosing β=4,5 one has as a proper solution a two stages configuration both for compressor and turbine. The respective isentropic efficiencies (η_Sc, η_St) were selected on the basis of similar commercial microturbines. All the parameters are resumed in the Table 5:

Table 5. Design thermodynamic parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>T_i</td>
<td>298 K</td>
</tr>
<tr>
<td>T_j</td>
<td>1300 K</td>
</tr>
<tr>
<td>β</td>
<td>4,5</td>
</tr>
<tr>
<td>R</td>
<td>0,8</td>
</tr>
</tbody>
</table>

4.2. Thermodynamic process simulation
The thermodynamic process simulation was conducted through the software CAMEL-PRO™ [2] developed by the Department of Mechanics and Aeronautics in the University of Roma I.

The power plant gas turbine layout, which the simulation refers to, is shown in Fig. 8. Referring to the “identification numbers” (id) displayed on the figure 8, the simulation process results are resumed in the Tables 6-7:

Table 6. Thermodynamic cycle simulation results.

<table>
<thead>
<tr>
<th>id</th>
<th>m</th>
<th>p</th>
<th>T</th>
<th>h</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.172</td>
<td>101.3</td>
<td>298.0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.172</td>
<td>455.9</td>
<td>524.5</td>
<td>233.6</td>
</tr>
<tr>
<td>3</td>
<td>0.173</td>
<td>428.9</td>
<td>1300</td>
<td>1145.1</td>
</tr>
<tr>
<td>4</td>
<td>0.173</td>
<td>104.6</td>
<td>999.0</td>
<td>777.8</td>
</tr>
<tr>
<td>5</td>
<td>0.173</td>
<td>101.5</td>
<td>625.7</td>
<td>348.6</td>
</tr>
<tr>
<td>6</td>
<td>0.172</td>
<td>442.2</td>
<td>918.8</td>
<td>667.2</td>
</tr>
</tbody>
</table>

Table 7. Outlet turbine gas composition.

<table>
<thead>
<tr>
<th>id</th>
<th>xO_2</th>
<th>xN_2</th>
<th>xCO_2</th>
<th>xH_2O</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.187</td>
<td>0.750</td>
<td>0.0290</td>
<td>0.0348</td>
</tr>
</tbody>
</table>

4.3. MGT design
A feasible design has been produced using the optimal n criterion so that the gas turbine unit is designed anew, using standard performance charts and state-of-the art technology. The resulting GT unit consists of a two stages radial compressor and two stages axial turbine. Table 8 reports the main results:

Table 8. Design specifications for the GT engine.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotational speed, n</td>
<td>110000 rpm</td>
</tr>
<tr>
<td>Nameplate power, P</td>
<td>21,5 kW</td>
</tr>
<tr>
<td>Max. allowable peripheral velocity, U_max</td>
<td>400 m/s</td>
</tr>
<tr>
<td>Fuel Lower Heating Value, LHV</td>
<td>48000 kJ/kg</td>
</tr>
<tr>
<td>Max allowable shaft torsion stress, τ</td>
<td>50 MPa</td>
</tr>
<tr>
<td>Compressor polytropic efficiency, η_pc</td>
<td>0,78</td>
</tr>
<tr>
<td>Turbine polytropic efficiency, η_T</td>
<td>0,80</td>
</tr>
<tr>
<td>Real cycle efficiency η_r</td>
<td>0,23</td>
</tr>
</tbody>
</table>

5. Emission analysis
The present study led to some interesting results about greenhouse gas emissions. A series of numerical simulations made it possible to estimate the CO_2 emissions for each mission. Emissions are evaluated in two different cases: in the first, only the driving cycle is performed, while in the second also a final recharge is performed by GT to bring the SOC back to its original value. Table 9 shows the values of the emissions per passenger per km.
By comparing the calculated results (average value for the seven missions) with available data for traditional vehicles, a decrease of greenhouse gas emissions of about 15-20% is attained, even including the final recharge. In real operation the emissions of about 15-20% is attained, even traditional vehicles, a decrease of greenhouse gas for the seven missions) with available data for

The size of the battery pack and the CO₂ emission level are based on a simple on/off control logic for the GT operation, whereas previous work confirms [4,6] that the best performance is reached by using a “load following” model.

It is interesting to investigate the possibility of performing extended highway driving cycles. In these cases (results not reported here) the SOC trend for the batteries is similar to the one obtained in urban missions, but this requires a cumulatively longer “on” time of the GT and inevitably leads to a substantial increase in the fuel consumption.

**Nomenclature**

$\rho$  - coefficient of rolling friction road tire
$g$  - acceleration of gravity, m/s$^2$
$h$  - specific enthalpy, kJ/kg
$m$  - mass flow rate, kg/s
$m_s$  - vehicle static mass, kg
$n_s$  - specific number
$\rho$  - pressure, Pa
$S$  - vehicle frontal surface, m$^2$
$P$  - power, kW

Table 9. Average CO₂ emission levels [kg/km psg]

<table>
<thead>
<tr>
<th>Type of Vehicle</th>
<th>CO₂ Emission Level [kg/km psg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional minibus</td>
<td>0.055</td>
</tr>
<tr>
<td>Hybrid minibus (without recharge)</td>
<td>0.015</td>
</tr>
<tr>
<td>Hybrid minibus (with final recharge)</td>
<td>0.044</td>
</tr>
</tbody>
</table>

6. Conclusions

The present study consists of a preliminary evaluation of the technical feasibility of a GTHV equipped with a Li-Po battery pack. A tentative design of each component was performed on the basis of current technological standards. The configuration discussed here (referred to as “Case 4”) is in no way the “optimal” one, because:

A) The system performance strongly depends on the type of driving mission the vehicle is called to perform. In this study, seven different missions are analyzed to obtain general results.

B) The size of the battery pack and the CO₂ emission level are based on a simple on/off control logic for the GT operation, whereas previous work confirms [4,6] that the best performance is reached by using a “load following” model.

Subscripts and superscripts

tr  - transmission

Greek symbols

$\eta$  - efficiency
$\rho$  - air density, kg/m$^3$
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Abstract: Dump trucks are used worldwide for handling ore and waste in most of the opencast mines. The energy consumption in dump trucks accounts for about 32% of the total energy requirement in opencast mines. In this paper a modeling framework is developed to analyse a generic mine transportation problem with multiple dump trucks operating between multiple crushers and excavators. The minimum specific fuel consumption (SFC) of dump trucks for a specified pay load and material handling rate is optimized. The model investigates the variations of SFC with operating parameters like pay load, speed, wind speed etc. A case study of down gradient opencast limestone mine of capacity 2600 t/h shows a fuel savings of 15%. An achievable minimum SFC of 86 g/ton of ore handled is estimated using proposed model.
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1. Introduction

Mining processes are basically exploration, excavation, transportation and finishing of ore. Coal, metal and other minerals are excavated from the earth by opencast mining or underground mining. Mining industry consumes both electrical energy and diesel for processes like excavation, transportation and pumping. Dump trucks are used in excavator-truck based opencast mines for transferring ore or waste from the production site to either crushers or waste dump stations. The transportation network of the mine includes a fleet of dump trucks moving between crushers and excavators. The fleet size of dump trucks depends on the payload, material handling capacity of both excavators and crushers. Excavators are used to load the ore into the dump trucks and are movable depending upon the availability of ore. Crushers are stationary mechanical equipment used for sizing and finishing of ore.

Most opencast mines follow the same basic steps to produce the finished minerals. The schematic of opencast mining process is presented in Figure 1:

![Fig. 1. Schematic of opencast mining process](image)

Energy consumption in dump trucks accounts for 32% of total energy consumption in a typical Indian opencast coal mine [1]. The factors affecting specific fuel consumption of dump trucks are distance between crusher and excavator, payload, speed of vehicle and mine topography. The objective of this paper is to develop a mathematical model for calculating minimum energy consumption in dump trucks.

Statistical benchmarking has been used for industrial sectors to calculate minimum energy consumption. The evolution of energy star as an energy performance indicator (EPI) for benchmarking the industrial plant energy usage is discussed [2]. An energy benchmarking model [3] is developed for calculating minimum energy consumption for glass industries.
Studies for optimization of transportation have been based on linear programming approach. The optimization of loading and transport system in open cast mine has been done based on mathematical model [4] to optimize number of trucks required serving at loading point, number of trips per hour and theoretical output of dump trucks. Optimization of journey schedule of high capacity dump truck has been done to reduce the travel time of dump truck based on random variables with given expectation [5]. Constant speed profile minimizes the fuel consumption [6] in land transport vehicles. Fuel consumption increases as mass increases and is different for different combination of fuel and transmission type [7].

The literature reveals that there is no model that can be used to assess energy performance of dump truck operating in mines with variation of mine gradient, topography and payload. The objective of this paper is to develop a generic model for dump trucks operating in an opencast mine.

2.0. Problem statement

The objective is to develop a generic model for calculating minimum specific fuel consumption of dump trucks operating in opencast mine for different payload, gradient and varying mine topography.

2.1. Model development

The present model is developed for multiple dump trucks operating between multiple crushers and excavators for an opencast mine. When a vehicle moves, the engine has to deliver power against air, friction, rolling and gradient resistances. Theoretical power requirement for movement of both empty and loaded dump truck is calculated using mass balance and theory of vehicle dynamics. Fuel consumption per trip is calculated considering loading, unloading and travel time. Theoretical material handled is estimated from number of trips based on cycle time. Specific fuel consumption is calculated as the ratio of fuel consumption to the theoretical output.

2.2. Governing equations of model

2.2.1. Mass balance of dump truck

The gross mass of dump truck \( W_g \) is the sum of the weight of empty dump truck \( W_e \) and the payload \( W_l \). The payload is defined as the material transferred by a dump truck in a single trip.

The mass balance of dump truck is given as

\[
W_g = W_l + W_e ,
\]

Pay load depends on volumetric capacity of dump truck \( S_l \) and the density of ore \( \rho_{oe} \) to be transferred and is given as

\[
W_l = S_l \rho_{oe} ,
\]

The pay load is restricted by the maximum capacity of truck as given in \( W_l \leq W_{l, \text{max}} \). (3)

2.2.2. Power requirement of dump truck

The equations for power requirement for empty truck moving from crusher to excavator \( P_{ce} \) and loaded dump truck moving from excavator to crusher \( P_{ec} \) are given in \( P_{ce} \) and \( P_{ec} \).

\[
P_{ce} = V_{ce}(aV_{ce}^2 + bW_c) ,
\]

\[
P_{ec} = V_{ec}(aV_{ec}^2 + cW_{ec}) ,
\]

Where \( a, b \) and \( c \) are constants for drag resistance; rolling, friction and gradient resistances for down gradient mine and are given as (6) to (8)

\[
a = \frac{1}{2} C_d \rho_{oe} A v ,
\]

\[
b = g \cos \theta (f + C_v) + g \sin \theta ,
\]

\[
c = g \cos \theta (f + C_v) - g \sin \theta ,
\]

\[
V_{ce, \text{max}} \leq V_{\text{max}} ,
\]

\[
P_{ce, \text{max}} \leq P_{\text{max}} ,
\]

The gradient resistance increases with an increase in gradient in case of up gradient mine and decreases in case of down gradient mine. \( (\pm) \) sign is considered depending on mine topography. \( (\pm) \) sign is taken for all up gradient mines and \( (\pm) \) sign is considered for
all down gradient mine or hill mine for loaded
dump trucks and vice versa for empty trucks.

2.2.3. Engine Characteristics
The engine power of internal combustion engine is
the function of angular velocity as
\[ P = \sum_{i=1}^{3} P_i \omega_i \]

Where, \( P_1, P_2, P_3 \) for direct injection diesel engine are
\( P_1 = 0.87 P_{\text{in}}/W_m, \quad P_2 = 1.13 P_{\text{in}}/W_m \)
and \( P_3 = - P_{\text{in}}/W_m \)

Power supplied by engine are presented as (12) and
(13) by converting angular velocity to linear velocity
using equation (14).
\[ P_{\text{ce}} = a_1 V_{\text{ce}} + a_2 V_{\text{ce}}^2 - a_3 V_{\text{ce}}^3 \]
\[ P_{\text{ec}} = a_1 V_{\text{ec}} + a_2 V_{\text{ec}}^2 - a_3 V_{\text{ec}}^3 \]

Where,
\[ V_{\text{ce}} = \frac{R_w}{G_2} \]

And, \( a_1, a_2, a_3 \) are constants.

Limiting speed for empty and loaded dump trucks
\( V_{\text{ce}} \) and \( V_{\text{ec}} \) are obtained by equating (4, 5) and (12, 13) at the condition of maximum power that engine
can deliver.

Brake specific fuel consumption
The brake specific fuel consumption \( (B_s) \) is a
function of speed of vehicle for empty and loaded truck and are presented as (15) and (16)
\[ B_{s, ce} = b_1 V_{\text{ce}}^3 - b_2 V_{\text{ce}} + b_3 \]
\[ B_{s, ec} = b_1 V_{\text{ec}}^3 - b_2 V_{\text{ec}} + b_3 \]

Where \( b_1, b_2, b_3 \) are constants and are obtained from
engine characteristic curve.

2.2.4. Fuel consumption per trip
Fuel consumption in dump truck moving between
crusher and excavator s is given in (17), (18).
\[ m_{f, ce} = P_s B_{s, ce} \]
\[ m_{f, ec} = P_s B_{s, ec} \]

Now travel times from \( i^\text{th} \) crusher to \( j^\text{th} \) excavator and
return journey are calculated using (19), (20).
\[ t_{0i} = \frac{L_{ij}}{V_{ce}} \quad (i = 1, \ldots, M; \ j = 1,2,3,\ldots,N) \]
\[ t_{0i} = \frac{L_{ij}}{V_{ce}} \quad (i = 1, \ldots, M; \ j = 1,2,3,\ldots,N) \]

The generalized equation for fuel consumption per
trip of dump truck moving between \( i^\text{th} \) crusher and \( j^\text{th} \)
excavator considering travel time , load and un load
time , waiting or delay time is written as (21).
\[ M_{f, ij} = m_{f, ce} + m_{f, ec} + m_{f, idle}(t_{\text{load}} + t_{\text{wait}}) \]

For optimization, \( t_{\text{wait}} = 0 \)

2.2.5. Theoretical material handling output
Theoretical material handling output per hour of
mine is calculated from cycle time and maximum
pay load of dump truck.

Cycle time
Cycle time of dump truck is defined as the time
required for complete cycle of dump truck movement
from one excavator to one crusher or waste dumping
station. Mathematically, the travel time and cycle
time are given in (23), (24)
\[ t_{\text{travel}} = t_{\text{ce}} + t_{\text{ec}} \]
\[ t_{\text{d, cycle}} = t_{\text{load}} + t_{\text{travel}} + t_{\text{wait}} \]

Trip Frequency
The trip frequency of dump truck directly affect the
production output of opencast mine. The trip
frequency should be maximized to achieve minimum
fuel consumption per ton of ore handling. The trip
frequency is calculated using (25)
\[ x_{\text{d,cycle}} = \frac{1}{t_{\text{d, cycle}}} \]

Theoretical handling output dump truck
Now theoretical output per hour of single dump truck
is calculated using (26)
\[ q_{s} = W_s x_{\text{d,cycle}} \]

2.2.6. Specific fuel consumption
Specific fuel consumption of dump truck on hourly
basis is calculated using (27)
\[ SFC_{\text{dump truck}} = \frac{M_{f, ij} q_{s}}{q_{s}} \]
3. Optimization of specific fuel consumption

The objective is to minimize fuel consumption of dump trucks moving between multiple crushers and excavators. In solving optimisation problem speed of empty and loaded truck are taken as decision variables. The optimization problem is formulated to calculate minimum specific fuel consumption for specific material handling demand and payload as (28) to (34) including equation (1) to (27).

Minimize

$$SFC_{\text{dump truck}} = \sum_{i=1}^{M} \sum_{j=1}^{N} HX_{ij}M_{ij} \cdot \frac{D_i}{n_{ij}}$$

Subject to

$$\sum_{j=1}^{N} X_{ij}W_{ij}H \geq D (i = 1,2,3...M) \quad (29)$$

$$\sum_{j=1}^{N} X_{ij}W_{ij} \leq Q_o (i = 1,2,3...M) \quad (30)$$

$$\sum_{j=1}^{N} X_{ij}W_{ij} \leq Q_j (j = 1,2,3...N) \quad (31)$$

$$\sum_{j=1}^{N} n_{dj} = \sum_{j=1}^{M} n_{dj} \quad (32)$$

Where,

$$n_{dj} = \frac{t_{d, cycle, ij} \cdot t_{load}}{t_{d, cycle, ij} \cdot t_{load}}$$

(j = 1,2,3……N) \quad (i = 1,2,3…M) \quad (33)

$$X_{ij} = n_{ij}X_{ij} \quad (34)$$

All variables are positive

4. Case study of downgrade opencast mine

A case study of downgrade opencast limestone mine of M/s Shree cement Ltd, Rajasthan, India is considered for optimization and simulation of model.

4.1. Input Parameters of Model

Design data and operating parameters of dump trucks, crushers and excavators are taken as input data of model and shown as Table No. 1-3[9].

### Table 1: Design specification of engine of dump truck

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Water cooled, Turbocharged, 4 stroke</td>
</tr>
<tr>
<td>No. of cylinder</td>
<td>6</td>
</tr>
<tr>
<td>Bore x Stroke</td>
<td>159 x 159 mm</td>
</tr>
<tr>
<td>Cylinder displacement</td>
<td>19 Litres</td>
</tr>
<tr>
<td>Rated power</td>
<td>522 kW @2100 RPM</td>
</tr>
<tr>
<td>Idle speed</td>
<td>750 RPM</td>
</tr>
<tr>
<td>T max</td>
<td>2731 Nm @1500 RPM</td>
</tr>
</tbody>
</table>

### Table 2: Rated Physical parameters of dump truck

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Designed</th>
<th>Actual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net vehicle mass</td>
<td>41t</td>
<td>52t,65t</td>
</tr>
<tr>
<td>Rated Pay load</td>
<td>45.5t</td>
<td>93t,106t</td>
</tr>
<tr>
<td>Gross Vehicle mass</td>
<td>86.5t</td>
<td>93t,106t</td>
</tr>
<tr>
<td>Wheel radius</td>
<td>0.812m</td>
<td></td>
</tr>
<tr>
<td>Frontal area</td>
<td>15.408 m²</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: Mine Topography and Resources

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Mine operating condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mine topography</td>
<td>Downgrade mine</td>
</tr>
<tr>
<td>Distance between crusher and excavator</td>
<td>1km</td>
</tr>
<tr>
<td>Minimum distance</td>
<td>1km</td>
</tr>
<tr>
<td>Maximum distance</td>
<td>2 km</td>
</tr>
<tr>
<td>Gradient</td>
<td>1:14 (4°)</td>
</tr>
<tr>
<td>Material</td>
<td>Limestone</td>
</tr>
<tr>
<td>Ore density (Limestone)</td>
<td>1550 kg/m³</td>
</tr>
<tr>
<td>Total no. of dump trucks</td>
<td>21</td>
</tr>
<tr>
<td>Capacity of dump trucks</td>
<td>52t,65t</td>
</tr>
<tr>
<td>Total no. of excavators</td>
<td>5</td>
</tr>
<tr>
<td>Capacity of excavators</td>
<td>1200 ton/h</td>
</tr>
<tr>
<td>Total no. of crushers</td>
<td>2</td>
</tr>
<tr>
<td>Capacity of crushers</td>
<td>1400 ton/h</td>
</tr>
</tbody>
</table>

4.2. Solution Procedure and simulation

Fig.A.1 shows the information flow diagram for energy performance model of dump truck. The model is solved using excel solver with minimising SFC as objective function by changing $V_o$ and $V_w$. The optimum speed is found to be 7.62 m/s (28 km/h) and 7.04 m/s (25 km/h) for empty and loaded dump truck respectively.

4.2.1. Parametric analysis

The model capability is investigated for down gradient mine by parametric analysis and shown in Table 4. Variations of SFC with input parameters are presented in Fig no. 2-5. The effect of mine gradient and wind speed on SFC is not significant.
Table 4: Parametric analysis of input parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Designed</th>
<th>Actual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pay load</td>
<td>65t</td>
<td>30-65 t</td>
</tr>
<tr>
<td>Material handling</td>
<td>360 t/h</td>
<td>150-400 t/h</td>
</tr>
<tr>
<td>Distance</td>
<td>1.5 km</td>
<td>1.45-1.7km</td>
</tr>
<tr>
<td>Mine gradient</td>
<td>4°</td>
<td>1-15°</td>
</tr>
<tr>
<td>Wind speed</td>
<td>0 m/s</td>
<td>0-8 m/s</td>
</tr>
</tbody>
</table>

### 4.2.2. Single Dump truck application

The optimal SFC of dump truck is 81.5 g/ton as shown in Fig.2 for a payload of 65t and handling of 360 ton/h in a distance of 1.5km. The corresponding fuel consumption is 29.3 kg/hr. The minimum cycle time estimated is 10.8 minute. Increasing the material handling rate will result in further increase of SFC as shown in Fig.3 and material handling per truck is limited up to 400 ton/h. The minimum SFC for 52t and 65t payload dump trucks is 93.7 g/ton and 81.5 g/ton respectively.

![Fig. 2. Variation of diesel consumption and SFC for 65t payload](image)

![Fig. 3. Variation of SFC with handling due to increase in speed](image)

### 4.2.3. Multiple dump trucks

The optimal SFC variations with different material handling rate is shown in Fig.4 for single and multiple dump trucks. The maximum number of trucks allocation per excavator is 3 for a distance of 1.5km. The variation of SFC with distance shown in Fig.5 confirmed that the trend is linear for multiple excavator models located at different locations. The material handling of 1114 ton/h remains constant as an increase in distance decreases trip frequency and increases number of truck required to serve at loading point. The optimization problem as shown in (28) to (34) is solved by linear programming method. The solution of optimization problem yields SFC of 86 g/ton for ore handling of 2600 ton/h and pay load of 65t. The locations of excavators from crushers are 1.45km, 1.5km, 1.6 km, 1.65km and 1.7km.

![Fig. 4. Effect of multiple dump trucks on overall SFC](image)

![Fig. 5. Variation of SFC with distance for 65t dump truck](image)
4.3. Experimentation and comparison of model result

Field studies have been conducted for experimentation for 1 hour at Nimbeti opencast mines of M/s Shree cements Ltd, Rajasthan, India and model results are compared with experimental results obtained from sample of 10 dump trucks. The full load diesel consumption was measured with calibrated dip-stick along with the corresponding number of trips to calculate the specific fuel consumption. There are two different capacities of dump trucks operating in the mine with same engine of 522 kW. The standard BH50M dump trucks of with Cummins engine has been converted to 52t and 65t capacity dump trucks by extending the body. The trend of diesel consumption shows that average hourly fuel consumption is 26.35 kg/h for material handling of 260 ton/h. The average SFC is 105 g/ton whereas minimum SFC using model is calculated to be 86 g/ton for pay load of 65t .The fuel saving potential estimated is 15 %.

4.4. Assumptions and limitations

4.4.1. Assumptions taken in model

Model is based on steady flow of dump truck which moves at constant speed. Initial acceleration and final deceleration may change the fuel requirement. However as reported by Chang et al. [6] such changes are negligible and hence this aspect is neglected in this paper. Loading time is presently assumed as constant. Model is developed considering fixed locations of crushers and excavators. The distance between crusher and excavator is taken as mean of maximum and minimum distances for assessing energy performance of dump trucks based on the mine layout.

4.4.2. Limitations of Model

Uncertainty of loading time that depends on ore hardness, density and digging geometry is not considered. Therefore it is difficult to assess the exact fuel consumption. Hence model can assess average energy performance of dump truck.

5. Results and discussions

The minimum specific fuel consumption calculated for a simple mine transportation system of 2 crushers and 3 excavators for Nimbeti opencast mine of Shree cement is 86 g/ton. The annual material handling demand is 10.4 million ton and the dump truck operating hour is 4000h. Experimental results of 52t and 65t dump truck operating in an opencast mine result in average SFC of 105 g/ton. The optimum path and number of trips/h are E1-C2 (18), E2-C1 (18), E3-C1 (2) and E3-C2 (2). E1, E2, E3 and C1, C2, C3 are specified excavators and crushers in the mine site respectively. The sensitivity analysis is done for the model and given in Table A.1.

6. Conclusion

An energy performance model for dump trucks in opencast mine has been developed. The model is used for predicting the minimum fuel consumption of mine transport with multiple dump trucks. The model is used for recommending speed required for empty and loaded truck, optimal allocation of number of trucks and optimum trip frequency. The optimal speed is 28 km/h for empty dump truck and 25 km/h for loaded dump truck.

The minimum SFC is 86g/ton for present case of down gradient mine and the fuel saving potential is 15%. The model can be extended for evaluating minimum SFC for different mine gradient and topology. The model can be applied for other end use opencast mines like coal, lignite, manganese, iron etc. The model can be used to assess energy performance of other truck transport system. The model is useful to predict the optimum number of dump truck required and expected fuel consumption of new opencast mine during mine planning.

Nomenclature

A_f  Frontal cross sectional area of dump truck, m²
B_f  Brake specific fuel consumption, gm/kWh
$C_d$  Drag coefficient  

$C_r$  Coefficient of rolling resistance  

$D$  Annual demand of material handling/crusher, tons  

$f$  Coefficient of friction between tyre and soil  

$g$  Acceleration due to gravity, m/s$^2$  

$G_t$  Gear ratio of dump truck  

$H$  Annual operating hours of dump truck  

$L$  Distance between crusher and excavator, m  

$m_f$  Mass of fuel consumption during dump truck movement, kg/h  

$m_{f, id}$  Mass of fuel consumption during engine idling of dump truck, kg/h  

$M_f$  Mass of fuel consumption in one trip, kg  

$n$  Number of dump trucks  

$P$  Power required by dump truck, kW  

$q_s$  Theoretical material output, ton/h  

$Q$  Maximum Capacity of crusher or excavator  

$R_w$  Wheel radius of dump truck, m  

$SFC$  Specific fuel consumption, kg/ton  

$S$  Volume of dump truck, m$^3$  

$t$  Time taken, h  

$t_{load}$  Loading and unloading time, h  

$t_{wait}$  Waiting time, h  

$t_{load}$  Loading time of dump truck, h  

$t_{travel}$  Travel time during empty and loaded cycle, h  

$t_{cycle}$  Cycle time of dump truck, h  

$V$  Average speed of dump truck, m/s  

$W_e$  Weight of empty dump truck, ton  

$W_l$  Rated Pay load, ton  

$W_G$  Gross vehicle mass, ton  

$w_e$  Angular velocity of engine, rad/s  

$w_n$  Rated angular velocity of engine, rad/s  

$x$  Trip frequency of dump truck, h$^{-1}$  

$X$  Total number of trips per hour, h$^{-1}$  

Subscript and superscript  

$c,e,m$  crusher, excavator, maximum  

$i,j$  demand, supply  
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Appendix

Table A.1: Sensitivity Analysis of Model

<table>
<thead>
<tr>
<th>Input parameter</th>
<th>Base value (ton)</th>
<th>% change</th>
<th>Change over base value(ton) (Upper)</th>
<th>Change over base value(ton) (Lower)</th>
<th>SFC, base (g/ton)</th>
<th>SFC, change over base value (g/ton) upper</th>
<th>SFC, change over base value (g/ton) lower</th>
<th>Sensitivity Index (upper)</th>
<th>Sensitivity Index (lower)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pay load</td>
<td>65</td>
<td>5%</td>
<td>68.25</td>
<td>61.75</td>
<td>81.5</td>
<td>79.2</td>
<td>84.1</td>
<td>-0.572</td>
<td>-0.630</td>
</tr>
<tr>
<td>( V_{ce} )</td>
<td>7.62</td>
<td>5%</td>
<td>8.001</td>
<td>7.239</td>
<td>81.5</td>
<td>83.2</td>
<td>80.0</td>
<td>0.410</td>
<td>0.375</td>
</tr>
<tr>
<td>( V_{ce} )</td>
<td>7.04</td>
<td>5%</td>
<td>7.39</td>
<td>6.68</td>
<td>81.5</td>
<td>82.1</td>
<td>81.2</td>
<td>0.141</td>
<td>0.079</td>
</tr>
<tr>
<td>Mine gradient</td>
<td>4</td>
<td>25%</td>
<td>5</td>
<td>3</td>
<td>81.5</td>
<td>81.3</td>
<td>81.7</td>
<td>-0.011</td>
<td>-0.008</td>
</tr>
</tbody>
</table>

Note: Block numbers in Information flow diagram refers to equations in paragraph 2.2

Fig A.1. Information flow diagram for energy performance assessment model of dump truck
Electric Vehicles Must be Light

Walter E. Janach
Lucerne University of Applied Sciences, Horw, Switzerland

Abstract: Oil depletion and climate change will force individual urban transportation to become more energy efficient, especially for high traffic density and including the life cycle of vehicles. Internal combustion engines are best suited for normal cars on highways, whereas electric motors and batteries are ideal for light vehicles with moderate speed, typical for dense urban traffic. Normal size cars with electric motors and batteries do not allow to reduce primary energy input when the entire life cycle is taken into account.

Keywords: Internal combustion engines, Electric motors, Batteries, Electricity generation

1. Introduction
The global energy system is confronted with three “hard truths”: a rising demand, a declining supply and climate change. The total energy used for individual transportation by automobiles and motorcycles with internal combustion engines (IC-engines) is large and must be strongly reduced in the future. The main pathways are a reduction of vehicle weight and engine power, hybridisation and fully electric drive (E-motors). While the electricity at present comes from the grid, fuel cells with hydrogen could provide it sometimes in the future.

In densely populated cities of developing countries road and parking space represent an additional limit. Here cars are more a problem than a solution. The result is a dramatic slow-down of traffic, causing an enormous waste of energy. The challenge is to find and introduce new vehicle concepts optimized for individual urban transportation that require much less energy under these conditions and also less road space. This must include all energies over the entire life cycle of the vehicles, which means their fabrication, the supply chain for propulsion energy and vehicle disposal. The environmental advantage of electric vehicles using electricity from the grid is reduced with such a life cycle approach.

There is no simple and clear answer to which drive system requires the lowest life cycle energy because this depends strongly on the power required by the vehicle, which in turn depends on its weight and maximum speed. The problem is that in urban traffic the speed is so low that cars are used far below their optimum operating conditions.

2. Electric (E) motor versus internal combustion (IC) engine
Apart from different characteristics, the energy efficiency of alternative vehicle propulsion concepts is the main criterion for their future use in road vehicles. A great difference lies in part load operation. Electric motors (E-motors) reduce their torque and thereby power by means of lowering the current, whereby electric losses are also reduced. In contrast, the losses of internal combustion engines (IC-engines) do not decrease much at part load (friction and heat loss to cylinder walls); or they can even increase (throttling losses). As a consequence, the efficiency of IC-engines decreases progressively at part load. This causes unnecessary high fuel consumption in urban traffic and is the main reason for the introduction of hybrid vehicles.

It is not reasonable to compare the efficiencies of E-motor and IC-engine directly with each other because electricity and fuel are different forms of input energy. When electricity is generated from chemical fuel, large losses occur in the power plant, which reduces the overall efficiency of electric propulsion.

3. Limits from size effects
Physical limits are present both in nature and in technology. We know for example that trees cannot become taller than about 50 m and that ants can walk on a ceiling. Gas turbines, the primary
mover for air transportation, cannot be downsized to a power level of only a few kilowatts.

Frictional and heat losses of IC-engines are proportional to cylinder surface while the power is proportional to cylinder volume. As a consequence these losses vary with the square of linear dimension whereas the power with the cube. When IC-engines are downsized to reduce power for lighter and slower vehicles, the losses do not decrease as much as the engine power, resulting in a size dependent decrease of efficiency. For non-turbocharged IC-engines, a cylinder volume of about 0.3 litres is the lower limit to avoid this effect. This is the main reason why small engines have 3 cylinders or only two like the Tata Nano. Turbocharging a small engine increases both the power and the efficiency but does not eliminate the above size effect. This becomes more and more severe in the power range below about 10 kW per cylinder.

E-motors with permanent magnets need no electricity for generating the magnetic field. They are ideal for power levels of a few kilowatts [1]. Here the efficiency of asynchronous motors decreases as they become smaller, especially at part load [1]. At higher power levels, asynchronous motors have also high efficiency, whereas the cost of the large permanent magnets becomes too high.

These size effects explain why IC-engines are best suited for conventional automobiles while electric motors with permanent magnets are ideal for vehicles with much lower power requirement. This is demonstrated by the 120 million electric two-wheeler vehicles on Chinas roads.

4. Batteries

Batteries are expensive, need much energy for their fabrication and have a size effect also. One cannot compare a battery to a fuel tank because the electric energy is stored in electrochemical form on the surface of electrodes, separated by an electrolyte. The fabrication of batteries is a delicate process requiring high quality. The reason is that in order to attain high energy density, the electrodes and electrolyte layer must be as thin as possible. At the same time the current density must be distributed regularly over the electrode surface, which requires a precise thickness of the electrolyte layer. These two requirements are conflicting and explain partly the high cost of batteries.

The energy needed for fabrication of batteries is known to be high. For lead acid batteries it is of the same order of magnitude as the total electric energy stored over the entire life of the battery. A new US National Science study [2] on the life cycle of energy systems finds that the energy used for manufacturing and disposal of gasoline electric hybrid vehicles is 45 % higher than for normal cars. When included, this reduces the 40 % energy saved on the road by a Toyota Prius, relative to a normal car, to 25 % saved over the entire life cycle (150'000 km distance). The study gives no figures for battery electric cars, which means that fabrication energy of modern batteries is not available, an indication that it could also be high.

High capacity batteries have also a size effect, resulting in a size dependent quality challenge. For high energy density, the electrode foils and the electrolyte layer between them must be as thin as possible. When the electrode surface of a battery cell is enlarged to increase its capacity, the thickness of electrodes and electrolyte must remain constant to keep the ratio of energy per volume constant. This means that larger electrodes must remain as thin as in small cells, which is a challenge for fabrication and quality assurance. And a precise thickness of the thin electrolyte layer is important in order to avoid hot spots during operation, caused by irregularities of internal resistance over the surface.

In small cells hot spots remain small and thermal smoothing is fast. In large cells, hot spots can become persistent and must be avoided by even higher quality of electrolyte layer thickness. For large batteries in kWh, one needs also higher voltage and therefore a larger number of cells in series. This poses another quality problem because the internal resistance of individual cells is not exactly equal, so that electronic battery management is needed to protect each one of them from too high voltage when its resistance is higher than the average. This quality challenge increases with the number of cells in series. Therefore the batteries for road vehicles, which consist of many large cells, cannot be compared with the small high density one cell batteries of mobile phones. In conclusion, the fabrication of high density batteries for electric vehicles becomes more difficult as their capacity in kWh increases.
5. Electricity generation
The critical issue with electric vehicles is not the motor but the storage of electricity in batteries and the energy supply chain with generation in power plants or in alternative ways. Most of the electricity generated worldwide comes from fossil energy, in the United States and China about 70% from coal. Because these thermal power plants are costly and have a life of many decades, the fossil source for electricity can only decrease gradually in the future. The efficiency of thermal power plants is about 40% with coal, 60% with natural gas and 30% with nuclear power. Hydropower generation has high efficiency and no greenhouse gas emissions but the potential for future expansion is limited in industrialized countries. The main alternative sources for electricity are wind, solar and biomass. Common for all three is the higher cost. Biomass energy has limited potential, competes with agriculture and can increase deforestation.

In conclusion, electricity generation will bias the environmental friendliness of electric vehicles when their market grows beyond the present niche.

6. The Unique City Vehicle UCV
Constraints from oil depletion and global warming require that the energy efficiency of individual transportation must become much higher, and this including the influence of slow urban traffic and the life cycle of vehicles. Ideally such vehicles should be as compact, as light and as safe as possible, but most important not faster than necessary. The electric bicycle with a motor power of 0.25 kW is at the low end of the range, while the automobile with about 15 kW per seat is at the high end. Busses lie between with about 5 kW per seat. For comparison airliners reach 100 kW per seat. The physical reason for this large spread of specific power is the large difference of speeds. In dense urban traffic the average speed is typically about 25 km/h or even lower during rush hour. As a result, the energy used by cars in cities is much higher than necessary under such conditions, which represents not only a waste of energy but also of materials for fabrication of the vehicles that are too large and much too heavy.

The Unique City Vehicle UCV [3] shown in Fig.1 is an example of a very compact, light and at the same time safe electric vehicle with 4 wheels and two seats and represents a benchmark. It needs no more road space than two bicycles and weighs less than 50% of the two persons on board.
Specifically designed for urban traffic in densely populated cities, the UCV has a closed cabin, is 1.7 m long and 1.2 m wide and will weigh 65 kg with batteries in the final road version. The innovation consists of a light and strong sandwich plate with a foam core, to which the 4 wheels and two seats are attached (Figs. 2 and 3). The cabin is made of elastic foam with exterior fabric reinforcing and has the shape of a large safety helmet. Instead of doors, the entire cabin is lifted up from the platform and swings back (Fig. 3). The foam cabin can be mass-produced at low cost and provides more safety than an electric bicycle, also in a collision with pedestrians.

Steering is with a mechanical “joystick”, provided with a sliding sleeve for controlling the motor power and a lever for braking. Using the hand for braking is faster than the foot, which also increases safety. The brushless DC motor with permanent magnets provides 1.25 kW of mechanical power at 4000 rpm. On a flat road with only one person on board, only 0.35 kW of electricity is needed from the battery. The electricity used by the motor over 100 km is 1.6 kWh. When the efficiency of the thermal power plant and the energy used for fabrication of the battery are included, this corresponds in total to 0.6 litres of gasoline per 100 km [3].

7. Summary and conclusions

Electric (E) motors cannot directly replace internal combustion (IC) engines in automobiles because their energy systems are radically different. IC-engines provide high power and use liquid fuel with a high energy density. They have been the primary mover of automobiles during one century. E-motors are clean and have an unsurpassed high efficiency, especially at part load, which is important in dense and slow urban traffic. But the electricity for E-motors must be stored in expensive on board batteries with much lower energy density and therefore capacity.

Physical size effects let thermal and frictional losses increase when IC-engines become too small, reducing their efficiency. But light vehicles with reduced speed in urban traffic need much less power. On the other hand the two main drawbacks of batteries, their low energy density and high cost, become less critical for the smaller batteries used in light vehicles.

The electricity supply chain is affected by high losses in thermal power plants, which provide most of the electricity worldwide today and in coming decades. Thermal power plants have efficiencies between 30 and 60 %. Generation with hydro and wind power has high efficiency, but hydropower has limited grows potential and wind power is expensive.
In addition the energy for the fabrication of batteries can be of the same order of magnitude as the total electricity stored during their entire life. The result is, taking all this into account, that when the IC-engine of a normal automobile is replaced by an E-motor with the same power, only the vehicle efficiency is better. But when the electricity supply chain is included, the electric automobile needs more energy in total than with an IC-engine [2].

From a life cycle energy point of view, electric vehicles can only be better in the low power range, where size effects lead to an efficiency decrease of IC-engines. Since the power needed by a vehicle is strongly dependent on its weight and maximum speed, electric propulsion is best suited for light vehicles in densely populated cities over short distances. This allows also frequent recharging, which helps to keep battery size small.
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Abstract: This paper investigates the electric power extractable from thermoelectric modules placed in a conical nozzle which is heated by a hot fluid (the final exhaust gas from aircraft systems) and cooled by another cold fluid. A computer model has been developed to simulate the performance of the thermoelectric system. The results were obtained for various operating conditions. The numerical model is also used to optimize the electric power.

Keywords: Thermoelectric generator, Power generation, Numerical simulation, Low Mach number, Conical nozzle

1. Introduction

The increase in the price of crude oil, accompanied by a better knowledge of environmental problems associated with global warming, resulted in an upsurge of scientific activity to identify and develop environmentally friendly sources of electrical power.

In the scope of energy harvesting, thermoelectric generators (TEG) are among technologies that can recover and convert engine waste heat to electrical energy to improve the overall thermal efficiency of thermal energy systems. Even for currently used TEG devices with a low energy conversion efficiency of around 5-10%, they are still strongly advantageous as compared to conventional energy technologies, not only for their well-known merits such as high reliability, silence and low environmental impact but also because of their capability of utilizing huge amounts of industrial waste heat as an energy source in a simple and easy manner. The total reliability of thermoelectric generators has been demonstrated in many applications [1]. Matsuura [2] analyzed a heat pump/TEG system to identify the best use of the cogeneration rather than only to produce electricity, and proposed to apply TEG to the stream turbine of the power station for superconducting synchronous power resource, in which part of the steam heat from the turbine is transformed into power by TEG for field excitation. Yodovard et al. [3] assessed the potential of waste heat recovery from the stack exhaust of around 200°C for diesel engines and gas turbine cogeneration in the manufacturing industrial sector in Thailand. Kametani et al. [4] assumed that TEG modules were mounted between the high temperature exhaust gas heat exchanger (around 600°C) and the cooling water (around 90°C) of gas engines and gas turbines, respectively, and then investigated the effects. Chen et al. [5] presented an analysis of system efficiency related to the integration of TEG into thermal energy systems, especially Combined of Heat and Power production (CHP). They also estimated the overall conversion efficiency improvements and economic benefits of this integration.

Although the commercial/practical applications of thermoelectric generators still remain marginal in electric generation, significant advances have been made in synthesizing new materials and fabricating material structures with improved thermoelectric performance. Efforts have focused primarily on improving the material’s figure-of-merit, and hence the conversion efficiency, by reducing the lattice thermal conductivity [6]. Recent advances in materials and materials processing, as summarized in reviews [7-10], have led to higher non-dimensional figure of merit values and, thus, higher theoretical conversion efficiency of TE modules. In addition to the improvement of the thermoelectric material and module, the analysis of thermoelectric systems is equally important in designing a high-performance of these ones. Wu [11] performed a theoretical analysis on waste-heat thermoelectric power...
generators. In this study, a real waste-heat thermoelectric generator model was presented accounting for both internal and external irreversibilities to predict realistic specific power and efficiency. The internal irreversibility is caused by the Joulean loss and conduction heat transfer, and the external irreversibility is caused by the temperature differences between the hot and cold junctions and the heat source and sink in the real waste-heat thermoelectric generator. Esarte et al. [12] applied NTU-ε methodology to study the effect of the fluid flow rate, heat exchanger geometry, fluid properties and inlet temperatures on the power supplied by the TEG. Stevens [13] proposed an approximate procedure for the optimal coupled design of a thermoelectric generator with a small temperature difference. Crane and Jackson [14] investigated thermoelectric materials with advanced heat exchangers. In this study, numerical heat exchanger models integrated with thermoelectric modules are validated by experimental data from previous cross flow heat exchanger studies as well as experiments using thermoelectric between counterflow hot water and cooling air flow channels. Suzuki and Tanaka [15] studied thermoelectric power generation with multi-pans. Electric power was estimated in the case of the large scale flat thermoelectric panels exposed to two fluids. The output powers of the proposed system were analytically deduced from heat transfer theory, and written by non-dimensional functions to reflect the characteristics of system design. Another study on the thermoelectric power generation with cylindrical multi-tubes was also carried out by the same authors [16]. Yu and Zhao [17] presented a numerical model to predict the performance of a thermoelectric generator with a parallel-plate heat exchanger.

In a large-scale power plant, thermal energy is carried to the power generator. When it is extracted by a fluid and passed to the TEG, a hot fluid offers the heat to the junctions in the thermoelectric modules. The Seebeck effect can generate the thermoelectric power depending on a temperature difference between the hot and cold junctions. The Seebeck electromotive force is the sum of multiplication of the relative Seebeck coefficient and the temperature difference ΔT over all the serial connections. The problem to obtain the larger power is, therefore, how to give the larger ΔT to all the thermoelectric modules existing between two hot and cold fluids [18-19]. The heat applied at the hot junction is scattered and lost at the cold junction, corresponding to the temperature gradient inside the thermoelectric module. The heat from the hot fluid is transferred to the panel surface by convection, the cold surface by heat conduction through the solid and finally to the cold fluid again by convection. The fluids are heated or cooled along the flow path, and their temperature profiles through the path, T(x), change as a function of position x.

The purpose of this work is to evaluate the electric power extractable from thermoelectric modules placed in the conical nozzles of aircraft turbines. These conical nozzles are heated by a hot fluid and cooled by another cold fluid. The heat transfer through the conical nozzle and the temperature variation along the fluid path are analyzed mathematically. Applying a heat transfer analysis, their temperature profiles and power output P can be determined numerically using the finite volume method. The physical model enables us to select the best system, independently of the thermophysical properties of the thermoelectric materials and working fluids. The originality of our work is to study the feasibility of using thermoelectrical modules in an aircraft turbine to generate electricity.

2. Physical model

2.1. Heat transfer analysis

The physical model is illustrated schematically in Fig. 1. The thermoelectric modules are sandwiched between the hot exhaust fluid and the cold fluid and they are electrically insulated by ceramic plates (see Fig. 2).

![Schematic layout of the model](image)

It is interesting to note that the conical nozzles geometries are often used in gas turbine engines.
In the case of divergent conical nozzles and for subsonic flows, it consisted in slightly decreasing the velocity and minimizing the total pressure losses. The conical nozzle performance, flow and heat transfer characteristics are strongly coupled so that the knowledge of flow conditions is absolutely necessary in the interpretation of performance parameters.

In order to simplify the physical model of the thermoelectric conical nozzle, the following assumptions were made:

- The hot and cold fluids are separated by a panel, and flow along both conical surfaces.
- The fluid flow is considered unidirectional.
- The hot fluid flow is compressible and Newtonian.
- The cold fluid flow is incompressible and Newtonian.
- The axial conduction in the hot fluid is negligible.
- All the thermoelectric modules are supposed to be conical and are composed of a single layer of p-n junctions as illustrated in Fig. 2.
- The thermoelectric pellets are homogeneously aligned perpendicular to the heat flow, combined slightly without an open space, and connected electrically in series.
- The electrical contact resistance between the p and n couples is assumed to be negligible.
- The material properties for the TE pellets vary along the length of the conical nozzle with changes in temperature [20].

Based on these assumptions the energy balance equations for the hot fluid and the cold fluid are:

**Hot fluid**

A one dimensional non-viscous flow in a conical nozzle with variable section $S(x)$ is considered. The equations governing this type of flow are continuity, momentum and energy equations:

\[
\frac{\partial (\rho_u S)}{\partial t} + \frac{\partial (\rho_u u_{uo} S)}{\partial x} = 0
\]  
\[
\frac{\partial (\rho_u u_{uo} S)}{\partial t} + \frac{\partial (\rho_u u_{uo} u_{uo} S)}{\partial x} = -S \frac{\partial \rho_u}{\partial x}
\]  
\[
\frac{\partial (\rho_u E_{uo} S)}{\partial t} + \frac{\partial (\rho_u u_{uo} E_{uo} S)}{\partial x} = \left( T_v - T_h \right) \frac{R_H}{V_H}
\]  

Where $\rho_u$, $u_{uo}$, $p_u$ and $E_{uo}$ represent the density, velocity, pressure and total energy of the hot fluid. $V_H$ is the volume occupied by the hot fluid. $R_H$ is the total thermal resistance between the hot fluid and the cold fluid. $T_C$ and $T_H$ are respectively the temperature of the cold and hot fluid. $x$ is the special coordinate, and $t$ is the time. Furthermore, the following thermodynamic relations hold:

\[
H_y = h_y + \frac{1}{2} u_y^2
\]  
\[
E_y = e_y + \frac{1}{2} u_y^2
\]  
\[
\rho_y H_y = \rho_y E_y + p_y
\]

where $H_y$ is the total enthalpy, $h_y$ the specific enthalpy and $e_y$ the internal energy. The system of equations (1)-(3) is closed by the equation of state for a perfect gas:

\[
p_y = \rho_y r T_y
\]

where $r$ is the gas constant.

**Cold fluid**

Energy equation:

\[
\rho_c c_v \left( \frac{\partial T_c}{\partial t} + u_c \frac{\partial T_c}{\partial x} \right) = \lambda_c \frac{\partial^2 T_c}{\partial x^2} + \frac{\left( T_h - T_c \right)}{R_v V_c}
\]

Where $\rho_c$, $c_v$, $u_c$ and $T_c$ respectively represent the density, specific heat capacity, velocity, and temperature of the cold fluid. $\lambda_c$ is the thermal conductivity of the fluid, $V_c$ the volume occupied by the cold fluid.

The initial and boundary conditions were chosen as follows:

**Hot fluid:**

Since the flow regime is subsonic (0<Mach<1), we define the values for the density and velocity at the inlet face. At the outlet face we impose the pressure.

**Cold fluid**

\[
T_c(x,0) = T_{c,in}; \quad T_c(0,t) = T_{c,in}; \quad \frac{\partial T_c(L,t)}{\partial x} = 0
\]

### 2.2. Numerical strategy

The flow domain is subdivided into a finite number of control volumes with length $\Delta x_i$ for the hot fluid and $\Delta x_j = (\cos(\theta))^{-1} \Delta x_i$ for the cold fluid (Fig. 2). All the variables are stored in the control volume center (collocated arrangement).

It is well known that the efficiency and the accuracy of methods designed to compute the compressible flows (Mach number, Ms>0.2) deteriorate drastically when M decreases below
0.2. On the other hand, when the Mach number remains uniformly small (below 0.2), an accurate and useful approximation is to consider the flow incompressible. This observation has led to the development of computing methods exclusively suited to incompressible flows. No class of methods is suitable for computing flows in domains in which incompressible subregions as well as compressible subregions occur simultaneously, or for computing weakly compressible flows. For this, methods are required with uniform accuracy and efficiency wherever the Mach number is. We refer to such unified methods for incompressible and compressible flow computation as Mach-uniform methods. In our work, to resolve the equations (1)-(3), we have used a coupled pressure and temperature correction algorithm. The description of this algorithm is largely detailed and presented in references [21-22] and it is not deemed to repeat it in the present work.

The energy equation (8) is solved using a finite volume solution method. Upwind scheme is used for the convection term and a fully implicit scheme for the time integration [23].

Because the Eqs. (1)-(3) and (8) are coupled, the resulting algebraic equations have been solved using an iteration procedure, at each time step, until the convergence has been achieved.

### 2.3. Total thermal resistance

The overall thermal resistance through the control volume \( (i,j) \) is giving by the following expression:

\[
R_{T} = R_{HI} + R_{C ceramic} + R_{I} + R_{metal} + R_{TE}
\]

where \( R_{HI} \) and \( R_{C} \) are the thermal convection resistances of the hot and cold fluid, respectively. \( R_{metal} \) and \( R_{ceramic} \) are the thermal conduction resistance of the metal and ceramic materials, respectively. \( R_{C} \) is the thermal contact resistance and \( R_{TE} \) is the thermal conduction resistance of the TEG. The overall thermal resistance is obtained by determining each individual resistance through a control volume.

\[
\begin{align*}
R_{HI} &= \frac{1}{A_{HI} S_i} ; \\
R_{C} &= \frac{1}{A_{C} S_j} ; \\
R_{TE} &= \frac{\ln \left( \frac{r_i}{r_j} \right)}{2\pi \lambda_{TE} Ax_j} \\
R_{metal} &= \frac{\ln \left( \frac{r_i}{r_j} \right) + \ln \left( \frac{r_j}{r_k} \right)}{2\pi \lambda_{metal} Ax_j} ; \\
R_{ceramic} &= \frac{\ln \left( \frac{r_j}{r_k} \right) + \ln \left( \frac{r_k}{r_l} \right)}{2\pi \lambda_{ceramic} Ax_j}
\end{align*}
\]

where \( r, A_{HI} \), and \( A_{C} \) are the radius of the conical tube and the heat transfer coefficient between the fluid and the conical tube, respectively (see Fig. 2). \( S_i \) and \( S_j \) are the wetted areas for hot and cold fluid, respectively. \( \lambda_{TE} \) is the average heat conductivity of the module, defined by:

\[
\lambda_{TE} = \frac{\lambda_{p} s_{p} + \lambda_{n} s_{n}}{s_{p} + s_{n}}
\]

where \( \lambda_{p} \), \( \lambda_{n} \), \( s_{p} \) and \( s_{n} \) are the heat conductivity and the cross-sectional area of p- and n-type elements, respectively.

![Fig. 2: Control volume of TEG](image)

In order to facilitate the parametric design optimization, the conical nozzle model implements empirical correlations for hot side \( A_{HI} \) and cold side \( A_{C} \) convective heat transfers.

For the cold fluid flows through an annular section, the heat transfer coefficient is determined using the hydraulic diameter \( D_h \) which is defined as:

\[
D_h = \frac{4 A_c}{P}
\]

where \( A_c \) and \( P \) are respectively the flow cross sectional area and the wetted perimeter. It is this diameter that will be used in calculating parameters such as \( Re \) and \( Nu \):

- For turbulent flow regime, which still occurs if \( Re \geq 2300 \) the following correlation is adopted [24]:

\[
Nu = 0.023 Re^{0.5} Pr^{1/3}
\]

- For laminar flow regime, the Nusselt number varies from 3 to 5 with variations in hydraulic diameter and the fluid temperature.
For the hot fluid flows through the inner section of the conical nozzle, the above correlations are used but the hydraulic diameter is substituted by the inner diameter of the conical nozzle.

2.4. Thermoelectric modeling

Since a thermoelectric converter is a heat engine and like all heat engines it obeys the laws of thermodynamics. When the heat conduction, the Joulean heat loss and the energy supply or removal to overcome the Peltier effects are combined for the whole generator arrangement, the rate of heat supply \( Q_H \) and heat removal \( Q_C \) in the control volume \((i,j)\) are given by Angrist [25]:

\[
Q_{H,i,j} = n_x n_y n_{TE} \left[ \alpha I_{H,i,j} T_{H,i,j} - \frac{R_{dec} I^2}{2} + K \left( T_{H,i,j} - T_{C,i,j} \right) \right]
\]

(14)

\[
Q_{C,i,j} = n_x n_y n_{TE} \left[ \alpha I_{C,i,j} T_{C,i,j} + \frac{R_{dec} I^2}{2} + K \left( T_{H,i,j} - T_{C,i,j} \right) \right]
\]

(15)

where \( I \) is the current flow through a single thermocouple, \( \alpha \), \( K \) and \( R_{dec} \) are respectively, the Seebeck coefficient, thermal conductance and electrical resistance of a single thermocouple; \( n_{TE} \) is the number of thermocouples in the TE module. \( n_x \) and \( n_y \) the number of TE modules in a circumferential circulation, and the number of TE modules in the \( x \) direction, respectively. \( T_{C,i,j} \) and \( T_{H,i,j} \) are respectively, the temperatures of the cold and hot junctions. In practice, it is impossible to measure the temperature of both the hot and the cold junction \( (T_{C,i,j}, T_{H,i,j}) \) as the p- and n-legs are interconnected by metal and are thermally in parallel between two ceramic plates. However, it is feasible to calculate them using the fluid temperatures \( (T_{C,i,j}, T_{H,i,j}) \):

\[
T_{H,i,j} = T_{H,i,j} - Q_{H,i,j} \left( R_H + R_{metal} + R_{ceramic} + R_{con} \right)
\]

\[
T_{C,i,j} = T_{C,i,j} + Q_{C,i,j} \left( R_C + R_{metal} + R_{ceramic} + R_{con} \right)
\]

(16)

The current flow through the thermocouples aligned in series for a given thermoelectric generator is determined by the number of thermocouples aligned in series and the electrical resistance of circuit load. The total voltage is the sum of the voltages generated in each control volume, which are wired in series along \( x \)-coordinate direction. Therefore, the current can be written as:

\[
I = \sum_{i,j} \left( \frac{Q_{H,i,j} n_{TE} n_x n_y}{R_{load} n_{TE} + \sum_{i,j} (R_C n_{TE} n_x n_y)} \right)
\]

where \( n \) is the total number of the control volume and \( R_{load} \) is the load electrical resistance. In this work, the load resistance is selected to equal the effective internal resistance of the thermoelectric modules so that the maximum power output of a thermoelectric module could be achieved.

The output power of the thermoelectric generator is:

\[
P_e = \sum_{i,j} \left( Q_{H,i,j} - Q_{C,i,j} \right)
\]

(17)

3. Results and discussion

In the following numerical simulation, the thermophysical values of Bi\(_2\)Te\(_3\) semiconductors will be used for the thermocouples. The thermophysical properties of the metal and ceramic are determined using the temperature of the cold and hot fluids. Table 1 shows the fluid properties and the parameters for the thermoelectric conical nozzle. The simulation was carried out only for the counter flow type of conical nozzle.

<table>
<thead>
<tr>
<th>Table 1: Parameters for thermoelectric power generation system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
</tr>
<tr>
<td>Conical nozzle</td>
</tr>
<tr>
<td>Length</td>
</tr>
<tr>
<td>Thickness</td>
</tr>
<tr>
<td>Inlet diameter</td>
</tr>
<tr>
<td>Outlet diameter</td>
</tr>
<tr>
<td>Thermal sources</td>
</tr>
<tr>
<td>Hot fluid</td>
</tr>
<tr>
<td>Cold fluid</td>
</tr>
</tbody>
</table>

Figs. 3, 4 and 5 show the pressure, the temperature and the velocity variation of the hot fluid through the conical nozzle. For subsonic flows, increasing the cross-sectional area causes the flow to decrease the velocity and increase the pressure and temperature.

The increase in the hot fluid temperature is a direct result of the energy conservation. From a
knowledge of the conservation of mass for subsonic flows, we can design the test section to produce a desired velocity or Mach number since the velocity is a function of the cross-sectional area.

Fig. 3: Pressure profile of the hot fluid along the conical nozzle

Fig. 6 presents the evolution of the cold temperature through the conical nozzle. As can be seen in Fig. 6, the temperature variation tendency of the cold fluid flow along the axis of a thermoelectric generator is similar to that in an ordinary heat exchanger. Nevertheless, the variations in temperature are almost linear. This special feature in the conical nozzle of thermoelectric power generation is due to the Seebeck effect which is making a certain amount of energy from high-temperature fluid be taken away as electricity, and thus the heat flow from the high temperature fluid is not equal to the heat flow to the low temperature.

Fig. 4: Temperature profile of the hot fluid along the conical nozzle

Fig. 7: The variation of power output with the hot fluid inlet velocity

We note that the power output increases with the increase in the inlet velocity for a fixed inlet temperature. This result can also be explained by the fact that the convective heat transfer coefficient is changed when varying the profile velocity through the conical nozzle. This change
also brings a change in the thermal resistances of the conical nozzle, results in an increase in the average temperature through the modules and therefore, an increase in the power output. Obviously, the hot fluid differential pressure through the conical nozzle also increases when the inlet velocity is increased. Therefore the appropriate inlet velocity should be determined to meet the optimal operating conditions for real thermoelectric generators. We can also note that the choice of the inlet parameters affects the design of the conical nozzle, due to the compressibility effects. Due to the energy conservation through the conical nozzle the increases in the inlet velocity lead to the increase in the hot fluid temperature through the conical nozzle (see Fig. 8).

4. Conclusion

A numerical model for a thermoelectric generator with a conical nozzle was proposed. This model is based on one-dimensional differential equations representing conservation equations for the compressible hot fluid and the incompressible cold fluid. These equations are restructured and linked to the formulations of thermoelectric modules. The proposed model gives much more detailed predictions for the fluid temperature variations through the thermoelectric modules along the conical nozzle.

![Graph](image)

**Fig. 8: The variation of the hot fluid temperature profile with the hot fluid inlet velocity**

It is found that the power output is sensitive to the physical properties of the hot fluid at the inlet face of the conical nozzle.

**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
<td>specific heat capacity, J/(kg·K)</td>
</tr>
<tr>
<td>$D$</td>
<td>Diameter, m</td>
</tr>
<tr>
<td>$E$</td>
<td>Total energy, J</td>
</tr>
<tr>
<td>$I$</td>
<td>courant, A</td>
</tr>
<tr>
<td>$K$</td>
<td>thermocouples thermal conductance, (W/K)</td>
</tr>
<tr>
<td>$L$</td>
<td>Length of the conical nozzle, m</td>
</tr>
<tr>
<td>$H$</td>
<td>enthalpy, J</td>
</tr>
<tr>
<td>$h$</td>
<td>specific enthalpy, J/kg</td>
</tr>
<tr>
<td>$M$</td>
<td>Mach number</td>
</tr>
<tr>
<td>$m$</td>
<td>mass flow rate, kg/s</td>
</tr>
<tr>
<td>$n_{TC}$</td>
<td>number of thermocouples</td>
</tr>
<tr>
<td>$Nu$</td>
<td>Nusselt number</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure, Pa</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>$P_o$</td>
<td>power output, W</td>
</tr>
<tr>
<td>$Q$</td>
<td>the rate of the heat flow, W</td>
</tr>
<tr>
<td>$R_{ele}$</td>
<td>electrical resistance, Ω</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$R_{load}$</td>
<td>load electrical resistance, Ω</td>
</tr>
<tr>
<td>$R_{th}$</td>
<td>total thermal resistance, K/W</td>
</tr>
<tr>
<td>$S$</td>
<td>Area, m²</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature, K</td>
</tr>
<tr>
<td>$u$</td>
<td>velocity, m/s</td>
</tr>
<tr>
<td>$V$</td>
<td>volume, m³</td>
</tr>
</tbody>
</table>

**Greek symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Seebeck coefficient, V/K</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>thermal conductivity, W/(m·K)</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density, kg/m³</td>
</tr>
</tbody>
</table>

**Subscripts**

- $C$ cold fluid
- $H$ hot fluid
- $in$ inlet

**References**


Preliminary design of a torque converter for a GT-sport car

Marco De Petris\(^a\), Francesco Toti\(^b\), Christian Kupper\(^b\)

\(^a\) “Sapienza” University of Rome, Department of Mechanical and Aeronautical Engineering, Rome, Italy
\(^b\) Technische Universität Berlin, Fakultät III – Prozesswissenschaften, Berlin, Germany

Abstract: Based on the engine performance maps of a super sports car of the GT class, with a maximum shaft power of 320 kW at 7000 rpm and a maximum torque of 490 Nm at 4800 rpm, a preliminary design of the torque converter has been developed and analyzed. The design is calibrated for a characteristic regime of the engine that ensures the maximum efficiency of the torque converter.

The configuration follows a quite conventional layout, with a centrifugal pump with a smaller diameter than that of the centripetal turbine. A smooth connection between the two rotors is attained by the interposition of a properly designed statoric channel. The general objective of the design is to maximize the efficiency of the fluid dynamic coupling between the working fluid (transmission oil) and the statoric and rotoric passages. The preliminary design of the blading is performed on the basis of available operational maps for radial pumps and centripetal turbines operating on incompressible fluids.

Keywords: Torque converter, hydraulic turbomachinery.

1. Introduction

The hydraulic torque converter (HTC in the following) is a complex turbomachinery used to transfer power from an engine to a transmission. It consists of three main elements: a pump connected to the engine shaft, a turbine that supplies the output torque and a stator. The HTC has two main functions: first, it provides a torque multiplication when turbine is blocked, this situation is called the stall condition and supplies the required high acceleration at start-up or at very low speeds. Secondly, it improves driveability by dampening the effects of road-induced disturbances from the vehicle body onto the engine and vice versa. It offers several additional advantages, such as protecting the engine in case of overload, cutting or absorbing the torsional vibration or impact of shaft system to extend the service life of components, and enabling automatic speed shifting. On the other hand, its maximum efficiency is low, i.e. 80% to 90% (compared with 95% attainable with a good gear transmission). This leads to an increased fuel consumption especially when operating at low speed, which is often encountered in real missions. Thus, a good design procedure is mandatory to obtain a high-efficiency HTC: this implies a good understanding of the complex fluiddynamics in the passages. However, it is not easy to identify the most convenient blade shape that can effectively control the flux in the complicated machinery channels, where fluid circulates along the blades of pump, turbine and stator, and the curvature of the passages is changing in the streamwise direction.

The peculiarity of the study presented in this paper consists in the HTC design method itself. No component-specific models and no semi-empirical torque converters similarity relations have been employed. In fact, the method adopted is consistent (with proper adjustments) with the design of any kind of turbomachinery. This is based on a set of fluid dynamic equations, constraint equations and similarity equations, which leads to a N-undetermined system of equations, where N -the number of design variables to be arbitrarily chosen by the designer-is called the degree of freedom, and depends on the type of machine.

Such an approach can be optimally matched with a properly programmed series of CFD calculations, to obtain both a more accurate performance
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2. Design method setting

The aim of this paper is the development of a general design method setting of a torque converter for automotive transmissions.

The design starts from the specifications defined by choosing the operative point, than proceeds by the classical approach of turbomachinery design resumed in the following point:

1. Choice of $n_b$ and $d_b$ for the impeller pump, which correspond to a given efficiency from Balije charts.
2. Select a tentative value for inlet absolute velocity of the impeller.
3. Completion of the impeller’s design by assignation of starting values for $b_2/D_b$, $D_3/D_2$, $D_1/D_2$.
4. Choice of $d_b$ for the turbine (based on the $n_b$ imposed by the impeller) and its relative efficiency.
5. Assignation of a tentative value for the Euler work of the stator.
6. Choice of a tentative value for outlet absolute velocity of the turbine.
7. Complete of the turbine design by imposing its constraints and assuming a tentative value for the parameter $b_2/D_1$.
8. Adjustment of starting values of the impeller pump to satisfy the constraint on the Euler work (the Euler work gained by the fluid has to be the same of the work lost).
9. The stator has inlet and outlet kinetic conditions imposed by pump and turbine, so it’s necessary to fix only its angular velocity.
10. Adjustment of geometrical entities of the three rotors to ensure the pressure’s balance.

2.1. Choice of the pump, turbine and stator impellers type

Typically, the rotors configuration is derived by geometrical and functional constraints. Generally, radial rotors are utilized for pump and turbine, while axial stage is employed for stator. However, the shape of the actual torque converters impellers is quite different from the existing ones, which correspond to many tables, plots and operating maps in literature. Moreover, no one of the rotors is coupled with statical blades.

In this work we adopt blade shapes similar to common impellers, such as radial hydraulic pumps and Kaplan impellers. In this way it was possible to operate through similitude’s criteria.

Torque converter is subjected to considerable and rapid rotating speed variations. The preliminary design is referred to the operating point that corresponds to the maximum efficiency operating condition.

In Figure 1 is shown a tentative outline of a classic automotive torque converter.

![Scheme of an automotive torque converter](image)

2.2. Design method description

In the design procedure some simplification were adopted: flow is stationary and inviscid, the fluid path is helical. Moreover, there are no pressures and velocity gradients on the circumferential direction of the toroid.

The following equations are referred to the center of the flow area.

**FLUID DYNAMIC EQUATION:**

- $P = Q \rho L_E$  \hspace{1cm} (1)
  
  for pump impeller;

- $Q = \frac{\pi}{4} (D_1^2 - D_2^2) U \cdot b \cdot \delta_b$  \hspace{1cm} (2)
  
  for planar annular sections;

- $Q = \pi \cdot D \cdot b \cdot U \cdot \phi \cdot \delta_b$  \hspace{1cm} (3)
  
  for cylindrical annular sections;

- $L_E = U_2 V_2 - U_1 V_1$  \hspace{1cm} (4)
  
  for pump impeller;

- $L_E = U_1 V_1 - U_2 V_2$  \hspace{1cm} (5)

\footnote{The flow path line is helical-centripetal for the turbine, helical-centrifugal for the impeller and helical for the stator.}
for turbine runner and stator;

- \( U = \omega \cdot D/2 \) \hspace{1cm} (6)
- \( D = \frac{D_e + D_i}{2} \) \hspace{1cm} (7)

**CONSTRAINTS:**

- The mass density is constant;
- \( V_{it} \), imposed for impeller;
- \( V_{st} \), imposed for turbine.

Other constraints are imposed by the shape of the stator: diameters at the inlet section are equal to the diameters at the outlet section. Thus:

- \( D_{is} = D_T \)
- \( D_{st} = D_P \)

Generally, imposing the proper equations for impeller and turbine results:

16 unknown variables – 8 equations – 3 design specifications = 5 degree of freedom.

Similarly we have, for axial stator, 2 d.o.f.

The procedure starts from the design of the impeller, so - for turbine and stator - the number of d.o.f. was reduced due to the following additional constraints:

- \( Q_P = Q_T = Q_S \)
- \( D_{ST} = D_{IP} \)
- \( L_{e,T} = \eta_{t} L_{is} - L_{e,P} \)
- \( L_{e,s} = \eta_{p} L_{e,P} - L_{e,T} \)

This it is necessary to choose 2 d.o.f. for turbine and 1 d.o.f. for stator.

To close the procedure, it is necessary to consult Baljie charts referred to hydraulic stages².

For the pump impeller the study of Baljie charts allows to reduce the number of d.o.f from five to three, by imposing two additional constraints (\( n_s \) and \( d_s \)).

---

² Baljie charts are relative to the performances of single stages operating with: \( Re \approx 10^6 \), while the fluid used for torque converter is a low dynamic viscosity oil. This led to a lower Reynolds number, about: \( Re \approx 10^5 \), that implies a defect in the rotors efficiency. This correction was computed by:

\[
\frac{1 - \eta}{1 - \eta_{ref}} = 0.50 + 0.50 \left( \frac{Re_{ref}}{Re} \right)^{0.084} \left( \frac{Re_{ref}}{Re} \right)^{0.25} \] \hspace{1cm} [3]

The remaining three d.o.f. for impeller are provided by similitude criterion: imposing attempt value for geometrical entities, starting from existing values present in literature and proceeding with iterations until the exact ones, such as:

\[
\frac{b_2}{D_2} = \frac{D_3}{D_1} \quad \frac{D_3}{D_2}
\]

For turbine we need two choices:

- \( d_s \), specific diameter selected by Baljie charts (\( n_s \) is given for the turbine)
- \( b_2/D_2 \) selected by tables for hydraulic turbine

The stator has only one degree of freedom, solved by deciding the spin and modulus of the rotational speed, to avoid the exceeding maximum deviation for axial stages.

**2.3. Blade shaping**

Blade shaping is the remaining task to complete the preliminary design of the torque converter.

This step concerns some choice like the blade twist law, the choice of the blades’ number, the design of the sectional areas along the design path. For the blade twist it was chosen a free-vortex variation of absolute tangential velocity, that causes the blade relative angle’s distribution. This assumption implies that Euler work remains constant along the radial edges of blading.

Secondly, the blades number was computed using Stepanof law:

- \( Z_0 = \beta_2/3 \), for impeller (8)
- \( Z_0 = K/\sqrt{\psi_1} \quad K = 14 \pm 16 \), for turbine (9)
- \( Z_0 \) selected for stator by Howell charts. Howell charts for axial blading solidity were utilized with \( \beta_i \) and \( \Delta \beta = \beta_i - \beta_s \) known, than having: \( \sigma = 1/l \). Thus, by the blade aspect ratio, the chord length was chosen and then the blade angular pitch resulted.

Those experimental laws determine a number of blades that was smoothly modified in order to have the required sectional area aspect ratios and to make sure that the impeller, turbine and stator’s blade numbers were prime between themselves, avoiding striking phenomenon. Being the inlet diameter of the turbine such different from the outlet, vanes sectional area aspect ratios would be different along the vane itself. It has been necessary to introduce a splitter coefficient in the turbine from its inlet section to half vanes length.
Moreover, this choice allows to redistribute forces on a major number of elements.

The area variation laws has been obtained with the aim to avoid geometrical discontinuities and pressure gradients at the inlet/outlet sections.

Finally, blade angles computed by velocity triangles were modified by the real flow behavior. 

The corrected relative blade angles are obtained from the ideal ones by considering the slope coefficient: $\sigma_{\text{Relative}} = \frac{V_{2, real}}{V_{2, ideal}}$, that allows also to calculate the number of blades.

### 3. Preliminary design results

Design point has been fixed by the choice of a mid-range engine speed. Table 1 presents torque, power and regime values adopted for pump impeller.

**Table 1. Design input specifications.**

<table>
<thead>
<tr>
<th>DESIGN SPECIFICATIONS</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>T (Nm)</td>
<td>450</td>
</tr>
<tr>
<td>n (rpm)</td>
<td>3000</td>
</tr>
<tr>
<td>P (kW)</td>
<td>141</td>
</tr>
<tr>
<td>$\rho_{\text{air}}$ (kg/m$^3$)</td>
<td>850</td>
</tr>
</tbody>
</table>

The following tables present some design results obtained after a several number of iterations, due to the interfacing of the torque converter’s parts.

In the passage through rotors the oil flow is subjected to stagnation enthalpy variation, so that it’s necessary to adjust sectional areas parameters till the fluid flow is guided through a closed loop of adiabatic transformations.

Relative blade angles in Table 2 and 3 are referred to the “corrected angle”.

**Table 3. Turbine specifications.**

<table>
<thead>
<tr>
<th>TURBINE RUNNER</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Specifications</strong></td>
</tr>
<tr>
<td>$v = \omega_T/\psi_p$</td>
</tr>
<tr>
<td>$\omega_T$ (rad/s)</td>
</tr>
<tr>
<td>$n_s$</td>
</tr>
<tr>
<td>$d_s$</td>
</tr>
<tr>
<td>$Q$ (m$^3$/s)</td>
</tr>
<tr>
<td>$L_p$ (m$^3$/s$^2$)</td>
</tr>
<tr>
<td>$D_1$ (m)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Design parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_1/D_1$</td>
</tr>
</tbody>
</table>

**Table 4. Design parameters.**

<table>
<thead>
<tr>
<th>PUMP IMPELLER</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Specifications</strong></td>
</tr>
<tr>
<td>$\omega_p$ (rad/s)</td>
</tr>
<tr>
<td>$n_a$</td>
</tr>
<tr>
<td>$d_a$</td>
</tr>
<tr>
<td>$Q$ (m$^3$/s)</td>
</tr>
<tr>
<td>$L_e$ (m$^3$/s$^2$)</td>
</tr>
<tr>
<td>$D_e$ (m)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Design parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_e/D_2$</td>
</tr>
<tr>
<td>$b_e/D_2$</td>
</tr>
<tr>
<td>$\epsilon = D_e/D_{3a}$</td>
</tr>
</tbody>
</table>

**Inlet section**

| $b_1$ (m) | 0.013 |
| $D_1$ (m) | 0.169 |

Stator was designed to be an axial reaction turbine. Its role is redirecting flow coming from turbine towards the impeller and giving the torque multiplication. As shown in Figure 2 stator is mounted between the turbine and the pump and
redirects the flow from the turbine to the pump impeller vanes. The interposition of this element permits to overcome the counterproductive force of fluid coming from the turbine opposing engine rotation.

![Stator flowpath](image)

**Figure 2. Stator flowpath.**

### Table 4. Stator specifications.

<table>
<thead>
<tr>
<th>STATOR Specifications</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Q (m³/s)</td>
<td>0.134</td>
</tr>
<tr>
<td>L₄ (m²/s²)</td>
<td>71</td>
</tr>
<tr>
<td>D₁ = D₂ (m)</td>
<td>0.169</td>
</tr>
<tr>
<td>Design parameter</td>
<td></td>
</tr>
<tr>
<td>ω₀ (rad/s)</td>
<td>79</td>
</tr>
<tr>
<td><strong>Inlet section</strong></td>
<td></td>
</tr>
<tr>
<td>U₁ = U₂ (m/s)</td>
<td>6.6</td>
</tr>
<tr>
<td>β₁ₘᵢₙ (deg)</td>
<td>56</td>
</tr>
<tr>
<td>β₁ₘᵢₙ (deg)</td>
<td>61</td>
</tr>
<tr>
<td>β₁ₘᵢₙ (deg)</td>
<td>66</td>
</tr>
<tr>
<td><strong>Outlet section</strong></td>
<td></td>
</tr>
<tr>
<td>β₂ₘᵢₙ (deg)</td>
<td>43</td>
</tr>
<tr>
<td>β₂ₘᵢₙ (deg)</td>
<td>45</td>
</tr>
<tr>
<td>β₂ₘᵢₙ (deg)</td>
<td>47</td>
</tr>
<tr>
<td>Zₙ</td>
<td>21</td>
</tr>
</tbody>
</table>

Torque ratio, for given engine regime and speed ratio, is: \( \mu = 1.36 \).

### 4. CAD renderings

Below are represented some results of CAD renderings. This activity has been carried out using general-purpose CAD/CAE software ANSYS and SOLIDWORKS. Figure 3 and Figure 4 show the sectional area variation of vanes for impeller and turbine along the design path.

![Maximum Spherical Diameter](image)

**Figure 3. Pump vane’s sectional area variation. Ordinate is the maximum spherical diameter varying with meridional fraction.**

![Maximum Spherical Diameter](image)

**Figure 4. Turbine vane’s sectional area variation. Ordinate is the maximum spherical diameter varying with meridional fraction.**

![CAD renderings of the impeller](image)

**Figure 5. CAD renderings of the impeller**
consequences about interfacing with other elements of the assembly. The results obtained are supported by general performance curves about efficiency and torque ratios found in literature. Finally, the aim of this work is giving evidence to a simple and alternative method for the torque converter’s preliminary design.

**Nomenclature**

- $b$ blade height, m
- $D$ average diameter, m
- $D_o$ external diameter, m
- $D_i$ internal diameter, m
- $d_s$ specific diameter
- $l$ chord length
- $L_E$ Euler work, J/kg [m$^2$/s$^3$]
- $n$ rev per minute, rpm
- $n_s$ specific speed
- $P$ mechanical power, W [m$^2$/s$^3$]
- $Q$ volumetric flow rate, m$^3$/s
- $Re$ Reynolds number
- $T$ input torque, Nm
- $t$ blade angular pitch
- $U$ peripheral velocity, m/s
- $V$ absolute velocity, m/s
- $V_0$ tangential absolute velocity, m/s
- $Z_0$ number of blades

**Greek symbols**

- $\beta$ relative blade angle, deg
- $\delta_b$ blade size coefficient
- $\phi$ flow coefficient
- $\eta$ hydraulic efficiency
- $\mu$ torque ratio
- $\nu$ speed ratio
- $\omega$ angular velocity, rad/s
- $\psi$ head coefficient
- $\rho$ mass density, kg/m$^3$
- $\sigma$ cascade solidity

**Subscripts and superscripts**

- $I$ Inlet
- $O$ Outlet
- $P$ Impeller pump
- $T$ Turbine runner
S Stator  
B Blade  
mid Midspan designpath  
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Abstract: The experimental validation of a real-time optimization (RTO) strategy for the optimal operation of a solid oxide fuel cell (SOFC) stack is reported in this paper. Unlike many existing studies, the RTO approach presented here utilizes the constraint-adaptation methodology, which assumes that the optimal operating point lies on a set of constraints and then seeks to satisfy those constraints in practice via bias update terms. These biases correspond to the difference between predicted and measured outputs and are updated at each steady-state iteration, allowing the RTO to successfully meet the optimal operating conditions of a 6-cell SOFC stack, despite significant plant-model mismatch. The effects of the bias update filter values and of the RTO frequency on the power tracking and constraint handling are also investigated.
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1. Introduction

In the recent decade, fuel cells have received growing attention as viable energy alternatives, advocated as a cleaner and more efficient energy source. There remains, however, a number of open problems with fuel cell technology that must be resolved before it can be put into widespread use and become a practical, capable substitute for current methods. One of these issues lies in the life of a cell, which can be shortened significantly if the system does not successfully adhere to certain safe operating regions, qualified by constraints on certain input and output variables. In addition to simply being safe, the cell must also perform optimally and be able to operate at the highest efficiency for any immediate power demand. For these reasons, the domains of control and optimization have been increasingly called upon for improved fuel cell performance. Unfortunately, despite a large number of theoretical contributions - the majority of which have focused on control (see, for example, [5] or [13]) and few on optimization ([6] and [14]) - there still remains a large gap between simulation studies and reported experimental results. To the best of the authors’ knowledge, all experimental studies so far have been limited to proton exchange membrane (PEM) cells ([1, 12, 9]), and many have sought efficiency based on specific criteria that were already known in advance, rather than formally treating the cell as a multiple-input, constrained optimization problem with changing optimal conditions.

In this paper, a previously developed and simulated constraint-adaptation methodology ([7]) is validated experimentally for a 6-cell SOFC stack. Unlike the method in [6], which seeks to track an optimality criterion via model-predictive control, or the approach in [14], which aims to achieve optimality by tracking the flow-dependent maximum power, the constraint-adaptation methodology discussed here works on the very simple - yet often true - premise that the optimum of the problem lies somewhere on the constraints. Therefore, if the proper set of constraints can be met in practice, then the optimality of the process is guaranteed as well. Because of uncertainty, the values of the constrained quantities given by the model will rarely match those provided by the real system, and so an adaptation - carried out by adding a bias term to the modeled constraints - is used to ensure that the constraints used by the optimization match those of the real system. In doing so, the RTO iteratively drives the system to the true constraints, with the speed of convergence dictated
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by the way the bias update is filtered. As a demonstration of its robustness to uncertainty, the ability of this method to reject long-term system degradation has been shown via simulation in [2].

This paper will be structured as follows. In Section 2, the description of the experimental apparatus and a summary of the model used for the SOFC stack will be given. In Section 3, the constraint-adaptation methodology will be discussed in detail. Its application to the real system will then be outlined and the tested scenarios explained. Section 4 will focus on the results - looking not only at the general performance of the experimental stack, but also at the effects of altering the bias filters and optimization frequency, and Section 5 will conclude the paper.

2. System Description

2.1. Experimental Setup

2.1.1. Design and Interface

The study presented in this article concerns an SOFC short-stack developed at EPFL for HTceramiX-SOFCpower ([11, 4]). This stack consists of planar anode-supported cells with an active area of 50 cm², pressed between gas-diffusion layers (SOFCconnext²⁷) and metallic interconnector plates. The anodes are made of standard nickel/yttrium-stabilized-zirconia (Ni-YSZ) cermet, while the thin electrolyte consists of dense YSZ. The cathodes are made of screen-printed (La, Sr)(Co, Fe)O₃, allowing standard operation temperatures between 650°C and 850°C. A detailed description of its construction can be found in [11], and a photo of a typical assembly is given in Fig. 1. A stack of 6 cells was used for this study.

The stack was placed in a high-temperature furnace at 775°C and connected to a testing station providing controlled flow rates of air and preheated fuel (~770°C). Additionally, an active load was used to control the delivered current. The control of the testing station was ensured by a LabVIEW interface in which the RTO algorithm was implemented via a MATLAB Script function.

2.1.2. System Constraints

Two key constraints limit the efficiency in an SOFC. While the cell may deliver a given electrical power at several different operating conditions (different fuel flows and currents), the maximum electrical efficiency is usually found close to the highest achievable fuel utilization (70-90%) - defined as the percentage of the fed fuel that reacts. However, to prevent damages to the stack by local fuel starvation and reoxidation of the anode [11], a conservative maximum fuel utilization of 75% is set. In addition, it is known that significant internal losses are detrimental to SOFC stacks. These losses appear as differences between the ideal and measured cell potential (overpotentials). Therefore, a minimum cell voltage of 0.75V is set to protect the stack from accelerated degradation, resulting in the second major constraint for the system.

In addition, the air excess ratio (or just the “air ratio”), defined as the stoichiometric ratio between the oxygen fed to the system and the oxygen needed to react with the fuel, must be kept within certain bounds so as to avoid steep thermal gradients. For this setup, the ratio is kept between 4 and 7. A lower bound of 3.14 ml/(min · cm²)¹ is also placed on the fuel feed rate so as to avoid local (or widespread) fuel starvation, and an upper bound of 30A is placed on the current to avoid excessive heating (77°C).

To avoid damaging the stack, limits on the rate of input changes were defined as 0.54 ml/(min² · cm²), 1.37 ml/(min² · cm²), 2.0 A/min for the hydrogen flow, oxygen flow, and current, respectively. Conditional laws were written into the LabVIEW code so that any of these rates could be set to 0 in the case of a fuel utilization or air ratio violation.

2.2. Steady-State SOFC Model

The steady-state model used to optimize the stack is largely similar to that which has been previously reported in [7]. As such, only the most fundamental elements of the model, or any deviations from prior reported work, are given here. For a full and detailed treatment, the interested reader is referred to [7].

¹All flux values, given in ml/(min · cm²), are calculated under normal conditions.
Figure 2: The diagram of the SOFC system. A fuel feed that is 97% hydrogen, 3% water is sent through the anode, while air is fed through the cathode. The stack is polarized with an exogenous current.

As mentioned in the previous section, the SOFC is a system fed with O₂ (air stream) and H₂ (fuel stream), which react electrochemically to produce electrical power and heat. The fuel cells are usually assembled in stacks in order to reach the desired voltage, and require an outside current source to operate (Fig. 2).

Three inputs are used to control the operation of the stack: the hydrogen flux \( \dot{n}_{\text{H}_2} \) (in ml/(min \cdot cm²)), the oxygen flux \( \dot{n}_{\text{O}_2} \) (in ml/(min \cdot cm²)), and the current \( I \) (in A):

\[
u = \begin{bmatrix} \dot{n}_{\text{H}_2} \\ \dot{n}_{\text{O}_2} \\ I \end{bmatrix}.
\]

As will be shown in the following section, the three outputs of interest are the power density \( p_d \) (in W/cm²), the cell potential \( U_{\text{cell}} \) (in V), and the electrical efficiency \( \eta \). The potential is modeled based on the equivalent circuit approach ([8]):

\[
U_{\text{cell}} = U_N - U_{\text{actc}} - U_{\text{le}} - U_{\text{dis,c}} - U_{\text{diff,a}} - U_{\text{diff,c}} - U_{\text{MIC}}.
\]

Here, \( U_N \) denotes the reversible cell voltage, while \( U_{\text{actc}}, U_{\text{dis,c}}, U_{\text{diff,a}} \) denote the non-Ohmic overpotential losses (cathode activation, cathode oxygen dissociation, and diffusion at the anode, respectively). \( U_{\text{le}}, U_{\text{diff,c}}, \) and \( U_{\text{MIC}} \) denote the Ohmic losses (ionic conductivity, diffusion through the cathode, and metallic interconnect, respectively). The latter, not mentioned in [7], is defined as:

\[
U_{\text{MIC}} = (R_{\text{MIC,1}} + R_{\text{MIC,2}})I.
\]

with \( R_{\text{MIC,1}} \) and \( R_{\text{MIC,2}} \) denoting the resistances of the two interconnects.

The values of \( p_d \) and \( \eta \) follow as functions of \( U_{\text{cell}} \):

\[
p_d = \frac{U_{\text{cell}} \rho_n N_{\text{cell}} I}{A_v},\quad \eta = \frac{p_d A_v}{\rho_d Q_L}.
\]

where \( N_{\text{cell}} \) is the number of cells in the stack, \( A_v \) is the active area of the cell, and \( Q_L \) is the lower heating value of the fuel. Unlike in the work in [7], the parasitic power demand of the air blower is not included in the definition of \( \eta \).

Because \( U_{\text{cell}} \), and thus also \( p_d \) and \( \eta \), depend substantially on the temperature of the stack ([7]), an energy balance is also required, and may be expressed as:

\[
mc_p \frac{dT}{dt} = -\Delta H_{\text{gas}} - p_d A_v - Q_{\text{loss}},
\]

with \( m, c_p \), and \( T \) used to express the mass, specific heat capacity, and temperature of the stack, respectively. \( \Delta H_{\text{gas}} \) denotes the enthalpy change for the gases, while \( Q_{\text{loss}} \) denotes the radiative heat loss calculated as:

\[
Q_{\text{loss}} = A\sigma_S \beta (T^4 - T_{\text{furn}}^4).
\]

where \( A \) is the area of the stack, \( \sigma \) is a transfer factor, \( \sigma_S \) is the Stefan-Boltzmann factor, and \( T_{\text{furn}} \) is the temperature of the furnace.

To calculate the steady-state values of \( U_{\text{cell}}, p_d, \) and \( \eta \), it is first necessary to integrate Eq. 5, and to use the resulting steady-state temperature to obtain the values of the potential, power, and efficiency. As a result, while the response of these quantities to changes in the inputs is practically instantaneous, the true steady state of the system is governed by the temperature as it gradually reaches its new value. While some SOFC systems may have additional dynamics depending on their setup ([10]), it is assumed that, for the system at hand, these two time scales - one instantaneous and one on the magnitude of approximately 30 minutes - are the only significant ones.

In testing this model against the real SOFC stack, one can see a divergence between the predicted potential and the actual value when the current is increased (Fig. 3). This is particularly crucial for the current range 18 to 25A, which is used throughout many of the experiments (Section 4.). However,
the constraint-adaptation methodology, introduced next, is an excellent tool for dealing with this deviation.

3. RTO via Constraint Adaptation

3.1. Methodological Overview

Process optimization typically involves the minimization of a cost (or the maximization of a profit) that is subject to certain equality and inequality constraints. This results in a nonlinear programming (NLP) problem which, for the system described in Section 2., may be written as:

$$\max_u \eta(u, \theta)$$

s.t.:

- \(p_{el}(u, \theta) = p_{el}^S\)
- \(U_{cell}(u, \theta) \geq 0.75 \text{ V}\)
- \(\nu(u) \leq 0.75\)
- \(4 \leq \lambda_{air}(u) \leq 7\)
- \(u_1 \geq 3.14 \text{ ml/(min cm}^2)\)
- \(u_3 \leq 30 \text{ A}\).

With the steady-state model described in Subsection 2.2., the NLP problem (7) may be solved to obtain an optimal set of inputs that theoretically maximizes the cell efficiency while satisfying all the constraints. However, due to plant-model mismatch and process disturbances, this nominal solution is unlikely to be optimal for the actual SOFC system. For the system presented in this article, the optimization is very intuitive and follows the following general rules:

- At lower power demands, maximize \(\nu\) to maximize efficiency, i.e. \(\nu\) is the active constraint.
- For higher power demands, \(U_{cell}\) becomes the active constraint, and pushing \(\nu\) to its boundary is no longer optimal.

Because the fuel utilization \(\nu\) is independent of \(\theta\), it is known with certitude and thus can be satisfied exactly in (7). This is not true for the cell potential, however, which cannot be modeled perfectly and is often susceptible to uncertainty (as demonstrated in Fig. 3). Therefore, it is possible for the nominal problem to either underestimate or overestimate this value, resulting in “optimal” input values that will, in practice, either violate the constraint or reach an early limit by assuming it is active when it is not. This problem has been resolved in simulation in [7] with the use of “modifiers”, or bias terms which are added to the uncertain constraint quantities to correct the model estimation. Using the modifiers, \(\varepsilon\), for the power demand and the cell potential (but not for the efficiency, as adding a constant term would not affect the solution) results in a modified NLP problem that reads:

$$\max_u \eta(u, \theta)$$

s.t.:

- \(p_{el}(u, \theta) + \varepsilon_{pol} = p_{el}^S\)
- \(U_{cell}(u, \theta) + \varepsilon_{U_{cell}} \geq 0.75 \text{ V}\)
- \(\nu(u) \leq 0.75\)
- \(4 \leq \lambda_{air}(u) \leq 7\)
- \(u_1 \geq 3.14 \text{ ml/(min cm}^2)\)
- \(u_3 \leq 30 \text{ A}\).

As the modifiers are generally unable to converge to the optimal values in a single iteration, convergence is sought over a few iterations, using a low-pass filter with the filter constants \(K\) as suggested in [3]. At the \(k^{th}\) iteration, the optimization problem (10) is solved for \(u_k\) using the modifiers \(\varepsilon_{pol}^{k-1}\) and \(\varepsilon_{U_{cell}}^{k-1}\) from the previous iteration. Then, the modifiers are
updated as follows:

\[ \epsilon_{\text{ref}}^k = (1 - K_{p_s}) \epsilon_{\text{ref}}^{k-1} + K_{p_s} \left[ p_{\text{ref}}(x, \dot{x}, k) - p_{\text{ref}}(u_k, \theta) \right] \]

\[ \epsilon_{\text{ref}}^{U_{\text{col}}} = \left( 1 - \frac{K_{U_{\text{col}}}}{K_{U_{\text{col}}}} \right) \epsilon_{\text{ref}}^{U_{\text{col}}} + \frac{K_{U_{\text{col}}}}{K_{U_{\text{col}}}} \left[ U_{\text{cell},p,k} - U_{\text{cell}}(u_k, \theta) \right] \]  

with the subscript \( k \) indicating the iteration number and the subscript \( p \) used to denote a plant value. At the optimum (for \( k \to \infty \)), the modifiers will have converged and will simply be the difference (or bias\(^{2}\)) between the actual and estimated values:

\[ \epsilon_{\text{ref}}^{\text{ref}} = p_{\text{ref}}(u_k) - p_{\text{ref}}(u_k, \theta) \]

\[ \epsilon_{\text{ref}}^{U_{\text{col}}} = U_{\text{cell},p}(u_k) - U_{\text{cell}}(u_k, \theta) \]  

With the addition of the modifiers, the solution given by the optimization is guaranteed, upon convergence, to satisfy the constraints of the plant. The general algorithm proceeds as follows:

1. Set \( k = 1 \) and choose initial values for the modifiers \( \epsilon_{\text{ref}}^0 \) and \( \epsilon_{\text{ref}}^{U_{\text{col}}} \).
2. Solve the modified optimization problem (10) to obtain new input values \( u_k \).
3. Apply these input values and let the system converge to a new steady state.
4. Update the modifiers according to (11). If \( ||u_k - u_{k-1}|| \leq \delta \) (where \( \delta \) is a user-specified criterion), assume convergence. If not, set \( k := k + 1 \) and return to Step 2.

The algorithm is presented schematically in Fig. 4.

2To clarify, the complete differences between the model and plant values are referred to as “bias”, while the partial, filtered differences used in the optimization are called “modifiers”.

3.2. Application to the Real Stack

To test the effectiveness of the methodology presented above, a preset power demand profile,

\[ p^d(t) = \begin{cases} 
0.30 \frac{W}{cm^2} & t \leq 90 \text{ min} \\
0.38 \frac{W}{cm^2} & 90 \text{ min} < t \leq 180 \text{ min} \\
0.30 \frac{W}{cm^2} & t > 180 \text{ min} 
\end{cases} \]  

was taken to demonstrate how the change in active constraints (from \( \nu \) to \( U_{\text{cell}} \)) may occur. Note that the power demand profile of Eq. 13 acts as a disturbance at the RTO layer; in other words, it is not known \textit{a priori} when and how the power demand may change. An RTO iteration frequency of 30 minutes was used, as this was generally the time it took for the actual system to reach steady state. The initial (sub-optimal) steady-state inputs were 5 ml/min (\( \cdot \) cm\(^2\)), 12.77 ml/min (\( \cdot \) cm\(^2\)), and 20 A for the fuel flux, oxygen flux, and current, respectively.

4. Results and Discussion

4.1. Optimal Power Tracking with Different Filters

The scenario described in Subsection 3.2, was tested in the SOFC system for different values of the filter constants \( K \). For this set of scenarios, \( K_{U_{\text{col}}} \) was set equal to \( K_{p_s} \), and the two were varied together. Three different filter values of 0.4, 0.7, and 1.0 (the latter corresponding to full adaptation) were investigated. Complete results, including the input and efficiency graphs, are presented in Fig. 5 for a filter value of 0.4. The subsequent sets (Fig. 6-7) are given in their cut versions, and focus only on the power tracking and constraints (the inputs and efficiencies in these latter cases follow trends that are very similar to those in the former).

It can be observed that the optimizer immediately seeks to maximize the air ratio for all cases. This is because, without any parasitic losses to the air blower in the objective function, there is no reason for the optimizer to keep it at low levels. The fuel utilization also seems extremely sensitive to small disturbances in the hydrogen flux, which leads to occasional fluctuations and violations in this constraint. Finally, there is a “dip” in the fuel utilization during power changes, which is due to the fact that the system must keep the air ratio below its upper limit during the transient and, for this reason, does not decrease the hydrogen flux quickly enough to
match a decrease in current. What results is a temporarily low fuel utilization. Otherwise, as expected, the filter constants affect the speed of convergence to the optimum. With a low filter, as in Fig. 5, convergence is very slow and damped. For the medium-sized filter in Fig. 6, it is quicker but still damped. For the full adaptation case in Fig. 7, convergence is fast but oscillatory.

Of additional interest is the way the algorithm handles the constraints. For fuel utilization, there are practically no issues (except for the noisy performance of the PI fuel flux controller), as there is no uncertainty. More interesting is the electric potential, whose constraint is initially violated when the algorithm tries to use the modifiers obtained for a low power demand to compute the optimum for a higher one. With steady-state RTO alone, there seems to be no means to solve this problem, as the converged modifiers from the first power demand always lead to this sort of violation in the second.

4.2. Optimal Filter Design

To improve power tracking and constraint satisfaction, it is possible to assign different values to the modifiers. From the bias values in Table 1 (taken from the experiment depicted in Fig. 7), it is clear that the bias for the electric potential constraint changes little during operation at the given conditions. Therefore, it is of interest to get to this value as quickly as possible so as to obtain and maintain an accurate prediction. One way is to use the highest possible value (i.e. 1) for \( K_{U_{\text{cell}}} \) (it is readily seen that using lower values, as in Fig. 5, only leads to greater violations and slower convergence).

For the power demand, it is more difficult to estimate an optimal filter value. A value of 0.7 results in a second-iteration step that is too small, while a value of 1.0 leads to a step that is too big (compare the instances at \( t = 120,210 \) between Fig. 6 and 7). Assuming that the optimal value lies somewhere in between, one may choose \( K_{p_{\text{ref}}} = 0.85 \). Implementing this value does indeed result in much better power tracking, as shown in Fig. 8. The potential constraint is violated, but returns back to its bound quickly due to the large filter value.

4.3. Fast RTO

Although SOFCs with the capability to track constant power demand profiles may be of use industrially, many applications involve power demand changes that occur much more frequently than on the scale proposed in the preceding experiments. For this reason, the use of “fast” RTO was investigated. Instead of waiting for the system to reach true steady state with constant temperature (~30 min) before implementing the RTO, it was assumed that
Table 1: Values of the bias/modifiers for the experiment in Fig. 7.

<table>
<thead>
<tr>
<th>t (min)</th>
<th>( P_{set} ) (W/cm²)</th>
<th>( U_{set} ) (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>11.9</td>
<td>0.101</td>
</tr>
<tr>
<td>30</td>
<td>19.9</td>
<td>0.164</td>
</tr>
<tr>
<td>60</td>
<td>17.8</td>
<td>0.163</td>
</tr>
<tr>
<td>90</td>
<td>18.2</td>
<td>0.164</td>
</tr>
<tr>
<td>120</td>
<td>26.7</td>
<td>0.166</td>
</tr>
<tr>
<td>150</td>
<td>24.8</td>
<td>0.163</td>
</tr>
<tr>
<td>180</td>
<td>24.7</td>
<td>0.161</td>
</tr>
<tr>
<td>210</td>
<td>17.3</td>
<td>0.161</td>
</tr>
<tr>
<td>240</td>
<td>18.5</td>
<td>0.163</td>
</tr>
<tr>
<td>270</td>
<td>18.3</td>
<td>0.165</td>
</tr>
</tbody>
</table>

Figure 7: RTO performance with \( K_{P_{set}} = K_{U_{set}} = 1.0 \).

Figure 8: RTO performance with \( K_{P_{set}} = 0.85 \) and \( K_{U_{set}} = 1.0 \).

the majority of the output response had already occurred at the electrochemical scale (< 1 sec). With this assumption, the temperature dynamics were ignored and treated like a slow-scale parametric drift, and the RTO frequency was increased to an action every 10 seconds. The optimal filter constants found in the previous section were retained. A power-demand profile spanning one hour of operation was generated, with a new random power demand between 0.30 and 0.38 W/cm² being given every 5 minutes. Towards the end of the experiment, a 15 minute stretch was used to manually test the ability of this algorithm to meet the maximum power without violating the constraint. A converged plant at \( P_{set} = 0.30 \) W/cm² was used as a starting point. The results are presented in Fig. 9.

The outcome is very promising. Owing to the fact that there is a very large difference between the two time scales, the optimizer does not suffer from the lack of true steady-state bias, and is able to also act as a very effective controller - quickly tracking the appropriate power demand without needing any extensive tuning. Via its role as an optimizer, it maintains the efficiency at near-optimal levels throughout the course of operation. Finally, unlike in the previous cases where the slow updates allowed violations, the potential constraint is approached and met, rather than violated, with this method. One does notice, however, that new power demands cannot be met if the change in the demand is too large (the last iteration in Fig. 9), but this is a limitation of the physical system, rather than of the algorithm.

5. Conclusions

An RTO with constraint adaptation was investigated for an experimental SOFC stack. It was shown that, despite uncertainty and plant-model mismatch, the adaptive optimization algorithm was able to successfully drive the system to its true optimum, converging to the specified power demand and to the proper active constraint. With additional studies, it was shown that tuning the filter values could result in even better performance and faster convergence. A high-frequency RTO was also attempted, and it was demonstrated that ignoring the transient effects of the temperature did not harm the performance of
the algorithm. As a result, the RTO acted as both an optimizer and a controller in this case. Though not addressed in this paper, this mechanism still has open issues that must be looked at. A more rigorous theoretical treatment of the filter tuning is still needed. The efficacy of the proposed method for more complicated SOFC problems, such as those involving steam reformers, cost criteria with parasitic losses, or heat demand-following with co-generation, is yet to be studied.
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Abstract:

This paper presents a dynamic simulation of an innovative polygeneration system based on solar heating and cooling and PEM fuel cells technologies. The polygeneration system is based on the following components: evacuated solar collectors, single-stage LiBr-H2O absorption chiller and PEM fuel cell. The fuel cell operates at full load producing electrical energy which is in part consumed by the building. The fuel cell is grid connected in order to perform a convenient net metering. The cooling capacity of the absorption chiller and the solar collector area are designed on a fixed fraction of the maximum cooling load. Finally, the system also includes heat exchangers producing domestic hot water in case of scarce space heating/cooling demand. The analysis was carried out by means of a zero-dimensional transient simulation, developed using the TRNSYS software and includes the investigation of the dynamic behavior of the building, developed in TRNBUILD. An economic model was also developed, in order to assess the operating and capital costs of the systems under analysis. The results of the case study were analyzed on monthly and yearly basis, paying special attention to the energy and monetary flows. The results are excellent from the energy saving point of view. On the other hand, the payback periods can be profitable for the final user particularly in case of significant public funding.
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1. Introduction

The well known growth in world energy demand and population is forcing research toward more efficient energy conversion devices. A strong impulse to this scope has been given by new emerging energy-efficient technologies and by regulatory incentives related to energy production from renewable sources and environmental friendly systems [1]. In this framework, polygeneration technologies show a significant potential in term of energy savings and reduction of CO2 emissions, due to their implicit peculiarities, such as: maximum utilization of energy and natural resources, reduction of unit cost of products and reduction of environmental burden [2]. Polygeneration, or multi-generation, is usually defined as the combined production of multiple energy vectors (e.g. electricity, cool, heat, etc) and/or products (e.g. hydrogen, methanol, etc) using natural resources (fossil fuels, wood, etc) and/or renewable energy sources (solar, wind, biomass, etc). Hence, the simplest example of polygeneration is the combined heat and power generation, CHP, also called cogeneration. In case of combined heat, cool and electricity production, polygeneration devices are defined as trigeneration systems. Cogeneration and trigeneration technologies are well known and widely adopted for industrial, residential and commercial applications [1-2]. An additional impulse regarding the analysis of polygeneration systems is also given by the studies concerning distributed generation. In fact, several papers available in literature [1] assess that small scale (below 1 MWe) distributed polygeneration systems are useful since they: i) promote energy efficiency and renewable sources; ii) can defer investments on large power plants; iii) promote the use of local energy resources, reducing energy dependency and increasing the reliability of the electrical systems; iv) contribute to reduce the impact of fuel supply infrastructures also reducing transmission losses; v) bring into play the local emission problem. Usually, polygeneration systems – adopted in distributed generation - are classified on the basis of: i) engine technology (reciprocating engines, micro gas turbines, fuel cells); ii) bottoming devices (absorption or electrical chillers); iii) auxiliary devices (heaters, gas-fired absorption chillers or heat pumps, engine-driven chiller); iv)
eventual renewable energy source (solar, biomass, wind, hydro); v) eventual products (ethanol, hydrogen, etc). Thus, it is clear that a large number of possible system layouts of polygenerations systems can be identified. Among them, this paper is focused on fuel cells technology combined with the use of solar energy. This kind of combination is diffusely investigated in literature. These papers mainly analyze the production of hydrogen using solar energy and its consequent use in fuel cells and/or storage [3]. Shapiro et al. designed and built a prototype of a photovoltaic solar-powered regenerative PEM-electrolyzer, demonstrating the system feasibility and characterizing system performance [4]. A similar study was performed by Hedstrom, showing the experimental and numerical performance of a PEM fuel cell fed by hydrogen produced both by photovoltaic cells/electrolyzer and by reformer, fed by biogas [5]. Hence, all the above mentioned papers are focused on the combination of PEM fuel cells and photovoltaic collectors. Literature review did not show any significant paper analyzing the possibility of integrating fuel cells and solar thermal collectors. Thus, this paper aims at covering this lack, developing a transient simulation model of a polygeneration system capable to produce electricity, cool and heat, powered by solar energy and natural gas fuelling a PEM fuel cells. The concept idea of the system under investigation comes from the combination of solar heating and cooling (SHC) systems including evacuated tube solar collectors and single stage absorption chillers [2].

### 2. System Layout

The system layout considered in this work is based on the combination of well-known SHC and fuel cells technologies. It is capable to produce electricity, space heating or cooling, domestic hot water all over the year, according with users’ demand. Regarding to SHC technology, several studies showed that the most promising configuration is based on the coupling of evacuated tube solar collectors with single-stage LiBr-H2O absorption chillers [2].

![System Layout](image)

Figure 1 – System Layout

Usually, the auxiliary energy to be used in case of scarce solar irradiation is supplied by a gas-fired auxiliary heater. However, in this work the auxiliary heat is provided by a cogenerative fuel cell. In particular a PEM fuel cell was selected since: i) the operating temperature is suitable for the typical operating temperatures of solar collector and absorption chiller; ii) it can be considered as the more mature fuel cell technology commercially available.

In order to maximize the thermal utilization of the fuel cell, the solar collectors field was designed in order to satisfy only a part of the maximum cooling load of the building.
The system, schematically shown in Figure 1, consists of: 5 different system loops, solar collector water (SCW), hot water (HW), cooling water (CW), domestic hot water (DHW) and chilled/hot water (CHW), respectively. The SHC system consists of the following main components: a solar field with evacuated-tube collectors (SC); a hot water inertial storage tank (TK1); a LiBr-H\textsubscript{2}O single stage absorption chiller (ACH); a PEM fuel cell (FC), providing auxiliary heating energy for both cooling and heating needs and simultaneously generating electrical energy for user demands and/or for the electrical grid; a closed circuit cooling tower (CT), providing cooled water to the condenser of ACH; a fixed-volume pump (P1) for the HW loop, pumping water from TK1 to FC or to the ACH or to the building; a variable speed pump (P2) for the SCW loop; a fixed-volume pump (P3) for the CW loop; a fixed-volume pump (P4) for the CHW loop; an inertial chilled/hot water storage tank (TK2); an hydraulic separator (HS), balancing fluid flows between the primary and secondary hydraulic circuits; a plate-fin heat exchanger producing Domestic Hot Water (HE); pipes connecting the HS with the fan-coils of the zones of the building. The TRNSYS scheme used to simulate the system also includes several additional components (not displayed in Figure 1), such as: controllers, schedulers, weather database, etc. The basic operating principle of the SHC system is relatively simple: the solar irradiation incident on the SC field increases the SC outlet temperature up to the fixed set-point, determining the consequent growth of the water temperature in the storage tank TK1. In case of scarce request of building cooling or heating energy, the SC useful energy is used by the HE to produce DHW to be used by the showers installed in the building. During the summer operation, the hot fluid drawn by P1, from the top of TK1, supplies the ACH, which produces the chilled water (CHW) required for cooling the building. The cooling tower CT provides the cold water required to cool the absorption chiller, ACH. The cogenerative PEM fuel cell is located upstream the ACH and provides additional heat in case of scarce solar irradiation. Conversely, when TK1 outlet temperature is higher than the fixed set-point (different values in summer and winter operations), the FC cogenerative heat exchanger is used to produce additional domestic hot water. During the heating season, the water exiting the TK1 – and eventually passing through FC - is sent directly to the HS.

TRNSYS model also includes a number of components required in order to simulate the control strategies of the components and of the whole system. In particular, some innovative control strategies were implemented in order to maximize system efficiency [11]. In addition, appropriate on/off controllers were also used in order to manage mixers and diverters on FC loop required in order to activate DHW or HW heating by the cogenerative heat exchanger of the fuel cell. The building considered in the study is a small university hall, consisting of 7 classrooms (A1, A2, A3, C1, C2 and C3) and a common area (B1). This building is compliant with the requirements of Italian Law (D. Lgs. 311/06) in terms of walls and windows transmittances, system efficiency and primary energy consumption and is located in Naples, South Italy. The building was simulated in TRNSYS environment, using the TRNBUILD application, included in TRNSYS package. The transmittances of walls and windows are largely compliant with the limits of the Italian Law (\(U_{lim}\)). All the windows are also provided with shadings. The occupancy, light and the equipment load, the mechanical air change, the radiative and convective people load of the building is suggested by the Italian Standard (UNI 10339). Finally, the university hall was also assumed to be placed close to the university fitness centre. Thus, the DHW produced by the system can be supplied to those showers all the days of the year. The building electrical demand was simulated on the basis of the experimental load duration curve, measured for a similar existing building and shown in Figure 2.

The winter set point temperature is established by the Italian Law at 20 °C, whereas the summer set-point temperature is not ruled by Law and was arbitrarily set at 26 °C. According to the Italian Law, the heating system operates from November 15th to March 31st. As for the summer, the operating period is not fixed by Law, and the
interval from May 1st to October 21st was considered. The building was supposed to be occupied all year long, from Monday to Saturday, from 8.00 am to 6.00 pm.

3. Simulation model

The components of the solar assisted refrigeration systems previously described were simulated using both the TRNSYS built-in library [13] and user-developed models. In the following, the simulation models are briefly described, paying special attention to the variables used as synthesis/design parameters in the subsequent optimization.

Evacuated Tube Solar Collectors (SC). The model of the SC is based on Type 71, included in TRNSYS package. Here, the thermal efficiency of the collectors is calculated using the Hottel-Whillier-Bliss equation [14]. The values of $a_0, a_1$ and $a_2$ given in reference [11]. Correction factors are introduced in the model, in order to account for: series connection, clouds, biaxial Incidence Angle Modifiers (IAM), etc [13].

Pumps (P). The variable flow-rate pump, P2, is modeled on the basis of Type 110. The 10 fixed-speed pumps (P1, P3, P4 and 7 zone pumps) are simulated using Type 3. Their simulation models are based on the energy and the mass balances [13]. The mass flow rate for P4 is related to the heating and cooling loads of the building, assuming a nominal temperature difference of 5°C, the nominal mass flow rate for P2 is related to the value selected for the SC surface area, the mass flow rate of P1 depends on the nominal coefficient of performance of the absorption chiller, ACH [11]. The same procedure was implemented to set the water flow rate in the chiller, ACH [11]. The same procedure was implemented to set the water flow rate in the heat exchanger, ACH [11]. The performance data are numerically expressed as a function of CHW, HW, CW inlet water temperatures, CHW outlet set-point temperature and of the cooling ratio factor and the input heat ratio factor, as shown in [14].

Cooling Tower (CT). In this paper the TRNSYS Type 510 (closed-circuit cooling tower) was considered. The working fluid (CW) flows in a circuit which is physically separated from the ambient air and process water. The TRNSYS simulation code is based on the model proposed by Zweifel [16] that matches the manufacturers’ catalogue data over a wide range of operating conditions. Cooling tower air mass flow rate, cooling capacity and CW mass flow rate are calculated using the equations reported in [11].

Heat Exchanger. As above mentioned, the DHW is partly produced by a plate-fin compact heat exchanger, equipped with a control which enables DHW production only when SC outlet temperature overcomes the fixed set point. The HE is equipped with a diverter placed upstream the DHW inlet, a by-pass duct and a mixer downstream the DHW outlet. The diverter and the mixer are managed by the HE control system. The model of this heat exchanger was developed by the authors using a modified version of the e-NTU method [17].

Hydraulic Separator. This device is required in order to balance the flow rates between the primary (pr) and secondary (se) loops of the system. In fact, the secondary loop flow rate may significantly vary during the day, depending on the heating/cooling loads of the different thermal zones. For such device, a new TRNSYS model was introduced, using the following criterion, based on simple energy and mass balances. In case the primary mass flow rate is higher than the secondary one, the primary and secondary outlet temperatures are calculated as follows:

$$V_{Tk1} = \frac{V_{pr,Tk1}}{A_{SC}}$$

(1)

The TK2 volume is selected on the basis of the value of the building peak cooling load. Absorption Chiller (ACH). A single-effect hot water LiBr-H$_2$O absorption chiller (ACH) was considered. The component is simulated by the TRNSYS Type 107 which uses a normalized catalogue data lookup approach [14]. Here, the performance data were modified in order to comply with the data sheet of a 300 kW single stage H$_2$O-LiBr hot water fired absorption chiller. The performance data are numerically expressed as a function of CHW, HW, CW inlet water temperatures, CHW outlet set-point temperature and of the cooling ratio factor and the input heat ratio factor, as shown in [14].

$$t_{pr, out} = \frac{m_s t_{pr, in} + \left( m_{pr} - m_s \right) t_{pr, in}}{m_{pr}}$$

(2)

$$t_{se, out} = t_{pr, in}$$

(3)
When the primary mass flow rate is lower than the secondary one, the primary and secondary outlet temperatures are:

\[ t_{pr,\text{out}} = t_{se,\text{in}} \]  \hspace{1cm} (4)
\[ t_{se,\text{out}} = \frac{m_{pr} t_{pr,\text{in}} + (m_e - m_{pr}) t_{se,\text{in}}}{m_e} \]  \hspace{1cm} (5)

**Fan-coil (winter and summer operation).** Each zone is equipped with a 2-pipes loop, supplying hot/chilled water to the respective fan-coils. In this work, the fan-coil, for both cooling and heating modes is simulated, developing a new TRNSYS type, based on a data lookup approach. In fact, TRNSYS library lacks in a fan-coil model, based on manufacturers’ data, which can operate both in cooling and heating modes. In particular, the data file includes four correction factors, function of: fluid mass flow rate, inlet fluid temperature, air dry and wet bulb temperature, and air flow rate. 

\[ \dot{m}_{\text{pipe}} \]  
Each zone is hydraulically connected to the system by a supply and return ductwork. This component is simulated on the basis of a non-steady model based on the mass and energy balances (Type 31) [13].

**Building.** The building considered in this work was simulated using the TRNBUILD software included in TRNSYS package which provides a very detailed and reliable simulation of the thermo-hygro-metric behavior of the building. Here, the building is simulated by means of a non-geometrical balance model with one air node per zone, representing the thermal capacity of the zone air volume and capacities which are closely connected with the air node. The walls are modeled according to the transfer function of Mitalas and Arsenault [13]. The windows are considered as an external wall with no thermal mass, partially transparent to solar, but opaque to the long wave internal gains. Long-wave absorption occurs at the surfaces. The window model also includes a detailed optical and thermal model based on WINDOW 4.1 developed by Lawrence Berkeley Laboratory USA. Finally, the building model also includes detailed effective capacitance humidity, infiltration, ventilation, convective coupling and gain models [13].

**PEM fuel cell.** The electrochemical and thermodynamic model of the PEM included in this work is based on the model developed by Mann et al. [18] adopting both deterministic and empirical equations for the calculation of cell Nernst voltage and activation, ohmic and concentration overvoltages (both anodic and cathodic). The model is flexible since can be easily adopted for different PEM configuration. It was successfully validated using experimental data of several PEM fuel cells [18] and included in TRNSYS package (type 170). However, the model included in TRNSYS does not implement the cogenerative heat exchanger of the fuel cell. Thus, in this paper this device was simulated using a modified version of the e-NTU method [17]. The considered PEM is equipped with an external reformer, including SMR and shift reactors, converting methane into hydrogen. In this work, a 360 kW PEM fuel cell was considered, based on the performance data of Ballard PB2 system [Table 1].

### Table 1 - PEM parameters

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>UNIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical Power</td>
<td>360 kW</td>
</tr>
<tr>
<td>Thermal Power</td>
<td>305 kW</td>
</tr>
<tr>
<td>Electrical Efficiency</td>
<td>34 %</td>
</tr>
<tr>
<td>Thermal Efficiency</td>
<td>42 %</td>
</tr>
<tr>
<td>Stack temperature</td>
<td>80 °C</td>
</tr>
<tr>
<td>Number of cells</td>
<td>100</td>
</tr>
<tr>
<td>Number of stacks</td>
<td>1</td>
</tr>
<tr>
<td>PEM Area</td>
<td>10000 cm²</td>
</tr>
<tr>
<td>PEM thickness</td>
<td>0.250 cm</td>
</tr>
</tbody>
</table>

**Overall energy consumption.** The energy analysis of the systems under evaluation requires the calculation of the non-renewable primary energy required to operate it; in this way, the primary energy savings of the polygeneration system with respect to a traditional HVAC system assumed as a reference (RS) can be evaluated, too. To this scope, a reference system was also implemented and simulated in TRNSYS, using the same building. In the case study presented in the paper, an air-to-water electric driven heat pump (EHPₚₑₜ) was considered as the reference system, producing hot water during the winter and refrigerated water during the summer. The RS also includes a gas fired heater, for DHW production. This system is commonly considered the reference HVAC system for Mediterranean climates, since it is largely more efficient than the combination of gas fired heater and electric water chiller used for continental climates. Thus, the primary energy consumed by the EHPₑₑₑ and its annual operating costs, calculated by the TRNSYS simulation, were used in polygeneration simulation in order to evaluate primary energy savings and operating cost savings. The primary energy consumed by the reference system is mainly due to the electrical energy consumed by the building and the one used for the
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EHP and for the pumps of the primary and secondary water loops. Furthermore, the RS also uses an additional amount of a primary energy to produce: i) the same amount of DHW produced by the polygeneration system; ii) the electrical energy produced by the PEM and sold to the grid (\( E_{el,i}\)). The primary energy required by the polygeneration system, in terms of non-renewable sources, is only due to the yearly natural gas volume (\( V_{NG} \)) consumed by the fuel cell and to the fossil fuel consumed by the thermoelectric power plant (average efficiency, \( \eta_{el,i} = 0.461 \)) in order to supply the auxiliary electrical energy (\( E_{el,i} \)) required by the building and not supplied by the PEM. Therefore the polygeneration primary energy is:

\[
P_{E_{poly}} = V_{NG} LHV + \frac{E_{el,i}}{\eta_{el,i}} \quad (6)
\]

**Economic Model.** A detailed cost model was also implemented in the simulation tool, relating the cost of each component to the main design parameters. In addition, the operating costs due to natural gas and electrical energy consumption were evaluated, whereas maintenance costs were neglected. The components capital costs (\( J_i \)) were reported on a yearly base by means of an annuity factor (AF), depending on the expected life of the system and the discount rate. So, the total cost (owning and operating) of the polygeneration was expressed as:

\[
C_{tot} = \frac{1}{AF} \sum_i J_i + C_{op} \quad (7)
\]

The operating cost, \( C_{op} \), is mainly due only to the natural gas consumption required to supply the PEM fuel cell. For each time-step, the simulation code compares the electrical power produced by the fuel cell with the electrical demand of the buildings plus the passive loads of the SHC. Thus, it considers the eventual purchase/selling from/to the grid at the actual (for the considered hour of the year) price (\( p_{el,i} \)) or cost (\( c_{el,i} \)):

\[
C_{op} = \sum_i (V_{NG} c_{NG} - \frac{E_{el,i}}{\eta_{el,i}} p_{el,i} + E_{el,i} c_{el,i}) \quad (8)
\]

Capital costs were estimated by introducing a cost function for each component, obtained by regression of manufacturers data, as described in [11]. PEM cost was estimated in 1500 €/kW, which is the goal to be achieved by manufacturers in the next years[19]. RS operating costs are due to electricity and Natural gas, required to drive the DHW heater. In case of RS, the total electrical energy considered in the economic and energetic calculations, include: i) the exceeding electricity produced by the PEM and sold to the grid; ii) the electricity required to the building and to supply the HVAC system. Finally, the economic performance of the SHC system can be calculated using the Simple Pay Back Period (SPB) both with and without public contributions.

4. Results and Discussion

The polygeneration under investigation was simulated using the set of design parameters shown in Table 2. The yearly energetic and economic results are summarized in Table 3. Here, it is clearly shown that the building under investigation is dominated by internal loads, determining a winter heating demand dramatically lower than the cooling one. The system capital cost is one order of magnitude higher than RS corresponding cost. However, the payback periods are acceptable, especially in the framework of renewable energy sources. Considering the present Italian public funding of 55% of capital costs of SC and ACH, the pay back period is slightly higher than 10 years (SPB2 in Table 3). The electricity produced by the fuel cell is mainly sold to the grid since PEM size (designed on thermal demand) is overestimated for building electrical energy demand.

In addition, although PEM size is designed for the maximum heating demand, most of its thermal energy is used for DHW rather than for the fancoil winter operation or for driving the absorption

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>UNIT</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collector area</td>
<td>m²</td>
<td>54.1</td>
</tr>
<tr>
<td>Collector slope</td>
<td>°</td>
<td>30</td>
</tr>
<tr>
<td>TK1 Volume per Collector Area</td>
<td>m³</td>
<td>10.8</td>
</tr>
<tr>
<td>TK2 Volume</td>
<td>m³</td>
<td>2.0</td>
</tr>
<tr>
<td>P4 Flow rate</td>
<td>kg/h</td>
<td>43.0</td>
</tr>
<tr>
<td>P2 Flow rate</td>
<td>kg/h</td>
<td>92.1</td>
</tr>
<tr>
<td>SC outlet winter set point temp</td>
<td>°C</td>
<td>50.0</td>
</tr>
<tr>
<td>SC outlet summer set point temp</td>
<td>°C</td>
<td>90.0</td>
</tr>
<tr>
<td>DHW Set point temp. PEM wint.</td>
<td>°C</td>
<td>45.0</td>
</tr>
<tr>
<td>DHW Set point temp. PEM sum.</td>
<td>°C</td>
<td>71.5</td>
</tr>
</tbody>
</table>

Table 2 - SHC main design parameters
chiller. Finally, DHW is crucial for achieving acceptable primary energy savings and simple pay back periods. Finally, the overall energetic performance parameters are shown in Table 4. These results are more clearly shown in Figure 3 and Figure 4 were energetic and economic flows are reported on a monthly basis.

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>UNIT</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fancoil cooling energy</td>
<td>kJ</td>
<td>7.33·10^4</td>
</tr>
<tr>
<td>Fancoil heating energy</td>
<td>kJ</td>
<td>6.42·10^4</td>
</tr>
<tr>
<td>(E_{\text{el}_{\text{PEM}}})</td>
<td>kJ</td>
<td>2.76·10^5</td>
</tr>
<tr>
<td>PEM Electrical Energy</td>
<td>kJ</td>
<td>3.44·10^5</td>
</tr>
<tr>
<td>DWH Energy (SC)</td>
<td>kJ</td>
<td>2.51·10^5</td>
</tr>
<tr>
<td>DWH Energy (PEM)</td>
<td>kJ</td>
<td>3.54·10^5</td>
</tr>
<tr>
<td>PEM thermal Energy</td>
<td>kJ</td>
<td>4.24·10^5</td>
</tr>
<tr>
<td>Passive electr.energy</td>
<td>kJ</td>
<td>5.91·10^5</td>
</tr>
<tr>
<td>SC useful energy</td>
<td>kJ</td>
<td>5.92·10^5</td>
</tr>
<tr>
<td>(V_{\text{NG}})</td>
<td>Sm^3</td>
<td>2.97·10^6</td>
</tr>
<tr>
<td>PE</td>
<td>kJ</td>
<td>1.03·10^10</td>
</tr>
<tr>
<td>(PE_{\text{RS}})</td>
<td>kJ</td>
<td>1.27·10^10</td>
</tr>
<tr>
<td>SPB</td>
<td>years</td>
<td>12.9</td>
</tr>
<tr>
<td>SPB2</td>
<td>years</td>
<td>10.3</td>
</tr>
<tr>
<td>Electrical Energy selling</td>
<td>€</td>
<td>71213</td>
</tr>
<tr>
<td>Capital Cost</td>
<td>€</td>
<td>1073352</td>
</tr>
<tr>
<td>(C_{\text{op,RS}})</td>
<td>€</td>
<td>110929</td>
</tr>
<tr>
<td>(C_{\text{op}})</td>
<td>€</td>
<td>34210</td>
</tr>
</tbody>
</table>

Table 3 – simulation yearly results

In particular, Figure 3 shows building cooling \(Q_{\text{cool}}\) and heating \(Q_{\text{heat}}\) energies, solar field useful energy \(Q_{\text{SC}}\), absorption chiller cooling energy \(Q_{\text{A,ACH}}\), PEM cogenerative energy \(Q_{\text{A,PEM}}\) and DHW energy. Here, it is clearly shown that building heating energy demand is negligible if compared with the cooling one (e.g., February vs. June). Thus, during the winter the thermal energy produced by the solar field is often higher than building space heating demand. As, a consequence, in the winter and in the middle seasons, most of the PEM cogenerative heat and SC useful gain is converted in DHW. In addition, the electricity required by SHC equipments (not shown in Figure) is negligible for all the months, showing some peaks during the summer, due to the fans of the cooling towers.

Furthermore, the electricity produced by the cell is mostly sold to the grid. The operating costs of the SHC are always lower than reference system ones, only in winter and in middle seasons. During the summer, the incomes due to DHW production are lower, due to the larger amount of cogenerative heat used to drive the absorption chiller. This circumstance also shows that the production of cooling energy, using an electric driven heat pump (reference system), is economically more favorable than the combination of PEMFC and absorption chiller. This circumstance is also emphasized by the sensitivity analysis shown in Figure 5 where the minimum SPB is achieved at the lowest SC area. On the other hand, according to SPB2 criteria, a larger SC solar field would
determine a better economic performance. Such figure also shows that solar fraction increases less than proportionally with solar collector area.

5. Conclusions
The paper presents a dynamic simulation of a novel polygeneration system based on the coupling of a PEM fuel cell and a solar cooling system. The polygeneration system is capable to supply space heating and cooling and domestic hot water all year long. The system is powered by natural gas and solar energy. The dynamic model showed the technical feasibility of such system also providing acceptable economic performance both with and without public funding. Future developments of this work will include the use of high temperature fuel cells (SOFC) combined with parabolic trough collectors and double stage absorption chillers.
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1. Introduction

During last years great attention, both in the research and application fields, was focused on the transition from centralized to decentralized energy “production” systems, Distributed Generation, DG [1]. Furthermore the actual industrial trend to the miniaturization of the energy conversion equipments, mainly due to reduced manufacturing costs, drives to the market availability of a wide variety of small scale power, refrigeration and heat pump systems.

Usually, energy flow starting from a primary source is converted in a large plant and then transmitted to the end user to satisfy its desired energy demands. In many cases the energy flow is converted in further equipments close to the end-user, decentralized energy conversion plant, and distributed to the final appliances. In its path and in each energy conversion system, losses occur and consequently the desired energy flow is always different than the required one. The miniaturization process of the energy conversion devices, that is in progress in last years, leads to a reduction of the ducting losses due to distribution and/or transmission of working fluids and energy cycling losses.

In [2], the comparison between the centralized power system, based on an average over 20 years old plants, and the distributed one is analyzed: small, modern generators can be more efficient and less costly to operate than large and old generators. Since the “size” effect does not always lead to energy savings and pollutant emissions reduction, there is the need to support the diffusion of on-site small complex energy conversion devices, Decentralized Polygeneration, DP, able to supply, with high performance, two or more energy requirements (electric, cooling and heating) of the end-user rather than the simple single-output requirement. In many cases, mainly in tertiary sector (hotels, offices, commercial buildings …), a widespread use of DP systems has allowed energy, economic and environmental benefits.

Furthermore, in last years in the Mediterranean area, during warm season, there was an increasing demand of cooling energy in domestic sector, generally satisfied by electrically-driven units; this trend has involved an increase in power generation capacity of electric utilities and a summer peak load of electric energy consumption with the related problem of electric black-out. This problem has been the driving force to an increasing interest to small scale polygeneration systems fuelled by
natural gas, especially in Southern Europe. The main benefits of gas fuelled CCHP (Combined Cooling Heat and Power) with respect to the reference separate energy “production” system are primary energy saving, low pollutant emissions, reduction of operating costs, the shift from electricity to gas of the high summer cooling energy demands and energy dependence reduction. Moreover, a strong interest in the research field has been focused on poly-generation plants based on desiccant HVAC systems.

In [3], an innovative CCHP system, based on a cogenerator driven by an automotive derived natural gas-fired internal combustion engine, coupled to a LiCl-water desiccant cooling system regenerated by thermal energy recovered from exhaust gases and from the engine coolant is numerically analyzed. The paper deals with the energy and economic analyses of the plant; in particular attention is paid on the effects of fuel and electricity prices and of the subsidies and plant costs on the economic indices of the system.

In [4], the performance of a desiccant cooling system coupled to a CHP (Combined Heat and Power) system has been evaluated. The desiccant unit is regenerated through heat recovery from a gas-fired reciprocating internal combustion engine. The system satisfies both sensible and latent cooling loads for a wide range of climatic conditions. Energy efficiencies of the desiccant cooling system were also evaluated and compared with those of a conventional system.

Nevertheless, few investigations have been carried out on desiccant hybrid systems coupled to small scale CHP systems, without a deep analysis on both energy and environmental performances [5-7]. So in this paper attention is paid to a small scale poly-generation system that consists of a natural gas-fired MCHP (Micro-CHP) and a desiccant-based hybrid HVAC (Heating Ventilation and Air Conditioning) system (the term hybrid refers to the contemporary presence of a desiccant wheel and a cooling coil interacting with an electric chiller). The MCHP can provide thermal power, recovered by engine cooling and exhaust gas, in summer for the regeneration of the desiccant wheel and for the domestic hot water purposes, while in winter for domestic hot water and space heating purposes. It also supplies electric power for air handling unit (fans, pumps…), chiller and external appliances (computers, lights, etc.). The hybrid HVAC system can also operate in traditional way, interacting with separate “production” systems (electric grid and gas-fired boiler). A numerical analysis, based on design operating conditions and on nominal characteristics of the devices, is carried out in order to compare the performance, in terms of primary energy consumptions, annual operating costs and greenhouse gas emissions, of such systems with respect to conventional cooling dehumidification HVAC systems powered by separate electric and thermal “production”.

2. Description of the trigeneration system

At Sannio University, in Benevento (South Italy), a Micro-CCHP system is located, that consists of:

- a natural gas-fired cogenerator based on a reciprocating internal combustion engine with the following nominal characteristics: electric power \( P_{el} = 6.0 \text{ kW} \) (0.22 kW is used for the cogenerator self-consumptions, so the effective electric power “production” is \( P_{el}^* = 5.78 \text{ kW} \)), thermal power \( P_{th} = 11.7 \text{ kW} \), nominal power input \( P_i = 20.8 \text{ kW} \), electric efficiency \( \eta_{el} = 28.8\% \) (considering MCHP self-consumptions, the effective electric efficiency is \( \eta_{el}^* = 27.8\% \)), thermal efficiency \( \eta_{th} = 56.2\% \);

- a desiccant based AHU (Air Handling Unit) with a desiccant wheel, which material is silica gel. It allows, during summer operation, to process 800 m\(^3\)/h of air that achieves the supply conditions for the room (supply air: temperature \( T = 13-20 \degree\text{C} \), humidity ratio \( \omega = 7-11 \text{ g/kg} \));

- an electric chiller with a cooling capacity of 8.50 kW and a COP of 3.00 at nominal operating conditions;

- a natural gas boiler with a thermal capacity of 24.2 kW and a thermal efficiency of 90.2\%.

Three air streams flow in the hybrid AHU (Fig. 1):

- process air, which, after being dehumidified in the desiccant wheel (1-2), is pre-cooled interacting with the cooling air stream in an air-to-air cross flow heat exchanger (2-3), and finally cooled to the desired temperature by an electric chiller (3-4);
regeneration air, which, after being heated by the MCHP (1-5) and/or by the boiler (5-6), is used to regenerate the desiccant wheel (6-7);

- cooling air, that, after being cooled by a direct evaporative cooler (1-8), is used to pre-cool process air exiting the desiccant wheel (8-9).

All these air streams are entirely drawn from the outdoor, therefore no recirculation is considered.

In [7], a wider description of the polygeneration system can be found.

3. Energy analysis

A simplified numerical analysis of the MCCHP plant has been conducted, considering nominal outdoor and indoor air thermohygrometric conditions, nominal devices characteristics and assuming that the MCHP always works at full load [1]. Obviously this is a simplified approach and a more detailed analysis, considering part load performance and the influence of thermohygrometric conditions, has been carried out in [8].

The energy, environmental and economic comparison is carried out on equal useful energy delivered to final user. In particular it is supposed that thermal, cooling and electric energy are fully supplied to an office building, for space heating and cooling, for domestic hot water purposes and to power electric appliances (lights, computers, AHU auxiliaries, ...).

3.1. Winter season

3.1.1 The MCCHP system

During the winter season the polygeneration system works in cogeneration mode: in fact, the desiccant-based AHU does not work and only electrical and thermal energy are available, respectively for direct electric use (computer, lights...) and for space heating and hot sanitary water production. MCHP primary power input is $P_p = 20.8 \text{ kW}$.

3.1.2 The reference system

The reference system, based on separate energy “production” systems (natural gas-fired boiler and electricity grid), has to supply the same electric and thermal power of the MCHP; so its primary power input is (1):

$$P_{p,r.w} = P_{p,r,el} / \eta_{el,r} + P_{p,r,th} / \eta_{th,r} = 25.8 \text{ kW}.$$ (1)

The energy efficiency of both electric grid ($\eta_{el,r}$) and boiler ($\eta_{th,r}$) have been evaluated, with respect to Italy, according to the European Directive 2004/8/EC and its associated Commission Decision [1, 9, 10]:

- electric grid: $\eta_{el,r} = 45.2\%$, CO$_2$ equivalent emission = 0.531 kgCO$_2$/kWh [11];
- boiler: $\eta_{th,r} = 90\%$, CO$_2$ equivalent emission = 0.20 kgCO$_2$/kWh; natural gas lower heating value = 9.59 kWh/Sm$^3$.

3.2. Summer season

For evaluation of the performance during summer season, outside air thermohygrometric conditions were assumed equal to the design values for Benevento: $T = 32$ °C, $\alpha = 15$ g/kg, relative humidity = 50 %, [12].

3.2.1. The MCCHP system

During summer, the hybrid AHU is switched-on, so also cooling energy is supplied to the final user. The following parameters for some AHU components have been used (2,3):

- evaporative cooler saturation efficiency
  $$\eta_{ec} = \frac{T_1 - T_{wb,1}}{T_1 - T_{wb,1}},$$ (2)

- where $T_{wb,1}$ is wet bulb temperature at point 1;

- cross flow heat exchanger efficiency
  $$\eta_{cf} = \frac{T_2 - T_1}{T_2 - T_8},$$ (3)

The following typical values have been used for the two aforementioned parameters: $\eta_{ec} = 0.6$; $\eta_{cf} = 0.5$. Finally, also for the reference system, a by-pass factor of 17% for the cooling coil has been assumed [13], while a temperature increase of 10% has been assumed for process air flowing through the supply fan [14].

The nominal temperature and humidity ratio values that occur in different sections of the desiccant-based AHU are listed in Table 1 (Fig. 1). The temperature decrease of the regeneration air passing through the boiler heating coil, that is switched-off, has been neglected. Process air thermohygrometric conditions exiting the desiccant wheel have been provided by a simulation software of the rotor, considering outdoor air temperature and humidity ratio, regeneration air temperature and volumetric flow rate of process and regeneration air (800 m$^3$/h).
Fig. 1. The hybrid AHU layout
The cooling power provided by the cooling coil in the desiccant-based AHU can be evaluated as (4):
\[
P_{cc} = m \cdot (h_1 - h_r) = 5.30 \text{ kW ,} \quad (4)
\]
where \( m \) is the supply air flow rate (0.251 kg/s), equal to the regeneration one.

### Table 1. Thermohygrometric air conditions in hybrid AHU.

<table>
<thead>
<tr>
<th>Process</th>
<th>( T ) [°C]</th>
<th>( \omega ) [g/kg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outdoor air</td>
<td>1</td>
<td>32.0</td>
</tr>
<tr>
<td>Process air at desiccant wheel outlet</td>
<td>2</td>
<td>49.8</td>
</tr>
<tr>
<td>Process air at cross-flow heat exchanger outlet</td>
<td>3</td>
<td>38.0</td>
</tr>
<tr>
<td>Process air at cooling coil outlet</td>
<td>4</td>
<td>17.3</td>
</tr>
<tr>
<td>Regeneration air at MCHP heating coil outlet</td>
<td>5</td>
<td>65.0</td>
</tr>
<tr>
<td>Regeneration air at desiccant wheel inlet</td>
<td>6</td>
<td>65.0</td>
</tr>
<tr>
<td>Cooling air at humidifier outlet</td>
<td>8</td>
<td>27.0</td>
</tr>
<tr>
<td>Process air at the fan outlet</td>
<td>10</td>
<td>19.0</td>
</tr>
</tbody>
</table>

In order to evaluate the net electric power supplied by the MCCHP system to the external electric appliances, the electric requirements of both the chiller and the AHU auxiliaries (fans, pumps, …) must be accounted too. Electric requirement of the desiccant wheel motor can be neglected because it is smaller than 10 W.

The electric requirements of the chiller can be evaluated with the following equation (5):
\[
P_{ch} = \frac{P_{cc}}{\text{COP}_{ch}} = 1.60 \text{ kW ,} \quad (5)
\]
where \( \text{COP}_{ch} \) is the Coefficient Of Performance of the electric chiller interacting with the desiccant-based AHU, equal to 3.31.

AHUs based on chemical dehumidification have the advantage of reducing cooling energy demand, for the lack of cooling dehumidification, on which conventional air conditioning systems are instead based. In fact, the refrigeration unit can produce chilled water at higher temperatures, and consequently it operates with a higher COP. For these reasons, attention has been paid to the evaluation of the performance of the electric chiller in both the MCCHP system and the reference one: a detailed model, based on well known simulation software of inverse machines, allows to evaluate the performance of the air-cooled water chiller interacting with external secondary fluids, air and water [15, 16].

The AHU auxiliaries electric consumption, \( P_{aux} \), due to the presence of three fans and two circulation pumps, is approximately 1.05 kW, so the net electric power supplied to external electric appliances is (6):
\[
P_{el,aux} = P_{ch} - P_{ AUX, net } = 3.13 \text{ kW .} \quad (6)
\]

Thermal power to regenerate the desiccant wheel is fully supplied by the cogenerator and can be evaluated with the following expression (7):
\[
P_{reg} = m \cdot (h_1 - h_r) = 8.56 \text{ kW .} \quad (7)
\]

The thermal power that can be used for domestic hot water production, \( P_{dhw} \), is (8):
\[
P_{dhw} = P_{th} - P_{reg} = 3.14 \text{ kW .} \quad (8)
\]

Also during summer, MCHP primary power input is 20.8 kW.

The hybrid AHU can also be driven by separate electric and thermal “production”: in that case the cogenerator is replaced by the electric grid to power the chiller, the auxiliaries and external electric devices (computers, lights…), and by a natural gas-fired boiler to supply thermal power to regenerate the desiccant wheel and to produce domestic hot water. Electric grid and natural gas boiler efficiencies are as defined in section 3.1.2.

The primary power input of the system can be evaluated with the following relation (9):
\[
P_{p,op} = \frac{P_{ch}}{\text{η}_{el,r}} + \frac{P_{reg} + P_{dhw}}{\text{η}_{th,r}} = 25.8 \text{ kW .} \quad (9)
\]

The desiccant-based AHU powered by separate production has a larger primary power consumption than the same AHU powered by the MCHP. Therefore, in the remaining of this work, only the latter is considered for the comparison with the following HVAC reference system.

### 3.2.2. The reference system

The reference system is an AHU with conventional cooling dehumidification and post-cooling of air (Fig. 2), that it is supposed to reach the same inlet conditions of the hybrid Air Handling Unit and to process the same air mass flow rate. The chiller, the AHU self-consumptions and electric appliances are supplied by the electric grid, while the post-cooling of air and domestic hot water production are obtained with a natural gas-fired boiler; their efficiencies are as defined in section 3.1.2. The nominal values of \( T \) and \( \omega \) that occur in different sections of the reference AHU are listed in Table 2.

The cooling power supplied by the cooling coil can be calculated with the following relation (10):
\[
P_{cc,ref} = m \cdot (h_1 - h_2) = 7.77 \text{ kW .} \quad (10)
\]
Thermal power supplied by the heating coil can be evaluated as (11):

\[ P_{h,r} = \eta_i \cdot (h_1 - h_2) = 0.39 \text{ kW}. \]  

### Table 2. Thermohygrometric air conditions in AHU of the reference system.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>T [°C]</th>
<th>ω [g/kg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outdoor air</td>
<td>32.0</td>
<td>15.0</td>
</tr>
<tr>
<td>Process air at cooling coil outlet</td>
<td>2°</td>
<td>15.9</td>
</tr>
<tr>
<td>Process air at heating coil outlet</td>
<td>3°</td>
<td>17.3</td>
</tr>
<tr>
<td>Process air at fan outlet</td>
<td>4°</td>
<td>19.0</td>
</tr>
</tbody>
</table>

The auxiliary electric power consumption in the reference system, \( P_{el,aux,r} \), is about 0.59 kW, due to the presence of both chiller and boiler circulation pump and the one supply air fan. So the primary power input to the system can be evaluated with the following relation (12): 

\[ P_{p,r} = \frac{P_{el,r} + P_{boiler} + P_{chiller}}{\eta_{el}} = 17.9 \text{ kW}. \]  

where \( \text{COP}_M \), equal to 3.0, is lower than \( \text{COP}_S \) because the chiller interacting with the reference system has both to dehumidify and to cool the process air, so it works with a lower chilled water temperature. In Fig. 3 all power flows in the summer conditions for the MCCHP and the reference system are shown. 

The primary power input of the reference system, at nominal outdoor conditions, is lower than the MCCHP one: this result seems to discourage the employ of the trigeneration plant during the hot season. Nevertheless, there are operating conditions, in terms of outdoor air and supply air thermohygrometric conditions, in which the hybrid AHU energetically matched with a MCHP can obtain a primary power input lower than a conventional cooling AHU based on separate production, [7]. In order to estimate the effectiveness of the polygeneration system with respect to the conventional one, in a successive analysis the influence of the actual behavior of both outdoor and supply thermohygrometric conditions will be simulated on the basis of numerous experimental tests performed on the system, [8].

### 3.3. Annual energy performance

The heating period for Benevento is from 15 November to 31 March, [12], 10 hours a day, 5 days a week, so the winter operating hours for an office are about \( N_w = 1,000 \) h. For the summer period, a value of \( N_s = 650 \) h is assumed (from 1 June to 7 August and from 24 August to 15 September, 5 days a week, 10 hours a day).

The annual Primary Energy Saving, PES, of the MCCHP system with respect to the reference system is (13):

\[ \text{PES} = 1 - \frac{P_{p,s} \cdot (N_w + N_s)}{P_{p,r} \cdot N_w + P_{p,r} \cdot N_s} = 8.30\% . \]  

Winter operation has an higher effect on the annual PES than the summer one, both for the reduction of primary input power of the MCCHP and for the weight of winter operating hours [17].

### 4. Environmental analysis

The environmental performances of the MCCHP and reference systems are compared in terms of carbon dioxide equivalent emissions. To this aim, the equivalent CO₂ avoided emissions, on an annual basis, has been evaluated as follows (14):

\[ \Delta \text{CO}_2 = 1 - \frac{\text{CO}_2 \cdot N_w + \text{CO}_2 \cdot N_s}{\text{CO}_2 \cdot N_w + \text{CO}_2 \cdot N_s} = 17.8\% . \]  

where \( \text{CO}_2 \cdot M_w \) (4.16 kg/h) and \( \text{CO}_2 \cdot f_w \) (5.66 kg/h) are winter carbon dioxide equivalent emissions of the MCCHP system and the reference one, respectively, while \( \text{CO}_2 \cdot M_s \) (4.16 kg/h) and \( \text{CO}_2 \cdot f_s \) (4.13 kg/h) are the values during summer. The two system have almost the same greenhouse-gas emissions during summer, while in winter the MCCHP can guarantee to avoid greenhouse-gas emissions with respect to the reference one.
5. Economic analysis

A simplified economic analysis of an innovative system, which usually requires high initial capital costs, plays a very important role in the assessment of its viability. In this feasibility study, the following assumptions have been considered:

- unitary cost of electric energy equal to 0.17 €/kWh;
- unitary cost of natural gas equal to 0.50 €/Sm³ for the cogenerator and 0.65 €/Sm³ for the boiler in the reference system (natural gas employed in cogenerative application is subject to a lower taxation).

A simplified approach has been followed, evaluating the Simple Pay Back, SPB, (15):

\[ \text{SPB} = \frac{\Delta IC}{(AOC_r - AOC_M)} \]  

(15)

where \( \Delta IC \) is the Investment Cost difference between the MCCHP system with respect to the reference one, 20 k€, while \( AOC_r \) (2.67 k€/y) and \( AOC_M \) (1.79 k€/y) are the Annual Operating Costs of reference and MCCHP systems.

At the moment, the first cost of both the cogenerator and the desiccant wheel is very high to allow an acceptable economic return (SPB is greater than 20 years). However there are a great number of private and public subjects (gas utilities, manufacturers,…) involved in the definition of the economic variables concerning this type of system. For example, government grants along with attractive rates for electricity export to the grid may significantly encourage MCCHP and desiccant dehumidification market penetration.

6. Conclusions

In this paper a MCCHP, consisting of an internal combustion engine cogenerator, a hybrid AHU incorporating a desiccant wheel and a chiller is numerically analyzed considering nominal outdoor and indoor air thermohygrometric conditions, nominal devices characteristics and assuming that the MCHP always works at full load. Such a system has been compared with a reference system, based on separate electric and thermal “production” and on a conventional cooling dehumidification AHU. The result is that in winter the MCCHP, working in cogeneration mode, can guarantee sensible savings in terms of primary energy consumption and significant reductions of greenhouse-gas emissions with respect to the reference system. In summer, on the other hand, the MCCHP primary energy consumption is higher than the reference system one, while their greenhouse-gas emissions are quite comparable.

However, on an annual basis, PES and \( \text{CO}_2 \) are both positive (8.30 % and 17.8 %, respectively).

In terms of economic viability, the high initial cost of both the MCHP and the desiccant wheel still determines a very long pay-back period, but government grants may significantly encourage MCCHP and desiccant dehumidification market penetration.

Nomenclature

- AOC Annual Operating Cost, k€/y
- \( \text{CO}_2 \) carbon dioxide equivalent emissions, kg/h
- \( h \) enthalpy, kJ/kg
- \( IC \) Initial Cost, k€
- \( m \) mass flow rate, kg/s
\[ P \text{ power, kW} \]
\[ T \text{ temperature, °C} \]
\[ N \text{ Number of operating hours, h} \]
\[ \text{SPB Simple Payback Period, y} \]
\[ \text{COP Coefficient Of Performance} \]
\[ \text{PES Primary Energy Saving} \]

**Greek symbols**

- \( \omega \): humidity ratio, g/kg
- \( \eta \): efficiency

**Subscripts and superscripts**

- \( \text{aux} \): auxiliaries
- \( c \): cooling
- \( cc \): cooling coil
- \( \text{cf} \): cross flow heat exchanger
- \( \text{ch} \): chiller
- \( \text{dhw} \): domestic hot water
- \( \text{ec} \): evaporative cooler
- \( \text{el} \): electric
- \( h \): heating
- \( M \): MCCHP system
- \( n \): net
- \( p \): primary
- \( r \): reference system
- \( \text{reg} \): regeneration
- \( s \): summer
- \( \text{sp} \): separate production
- \( \text{th} \): thermal
- \( w \): winter
- \( \text{wb} \): wet bulb
- \( * \): MCHP effective electric power “production” and electric efficiency
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Abstract: In this paper, an analysis of different micro-CHP systems is made from the point of view of benefits and limitations of the operational and economic and environmental parameters of micro-CHP systems for residential use. The electric efficiency is better for micro-CHP systems with reciprocating engines, and Stirling engines are in the second place. The thermal efficiency is better for micro-CHP systems with Stirling engines followed by reciprocating engines. Stirling engines use an external heat source, which simplifies design, minimizes noise and vibration, and allow multi-fuel use. These features make the Stirling engine a promising alternative to the internal combustion engine.
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1. Introduction

Cogeneration is an engineering concept involving the production of both electricity and useful thermal energy in one operation, thereby utilizing fuel more efficiently than if the desired products were produced separately [1]. Micro-cogeneration, also termed micro combined heat and power (Micro-CHP) or residential cogeneration, is an emerging technology with the potential to provide energy efficiency and environmental benefits by reducing primary energy consumption and associated greenhouse gas emissions [2]. Micro-CHP denotes the concept of smaller scale CHP systems suitable for a residential house [3]. A micro-CHP system can have different configurations ranging from simple to complex ones. Micro-CHP systems comprise a prime mover, which generates electricity, and the heat recovery and utilization components which use the heat rejected by the prime mover provide space heating, hot water, and/or even cooling. Figure 1 shows the structure of a micro-CHP system for residential application [4]. The system consists of a CHP plant, a storage tank and a back-up burner. The CHP plant which is driven by city gas is used to meet part of the electrical demand (including cooling load with the use of air conditioning), the deficiency is served by the utility grid.

Combined Heat and Power (CHP) systems can simultaneously deliver thermal and electric (or mechanical) energy services and thus use fuel very efficiently [5]. Reduced fuel use naturally reduces combustion emissions [6]. Today's small-scale CHP systems already provide heat, cooling and electricity at nearly twice the fuel efficiency of separate heat and power based on power remote plants, electric chilling, and onsite hot water and space heating [5]. CHP is an extremely efficient way of producing usable heat and electricity simultaneously at the point of use, offering an economic and environmentally friendly alternative for meeting thermal and electrical demands in many public sector applications [7]. In a CHP system, useful heat is delivered at a relatively high temperature, which results in less electricity being generated [8]. The balance of heat and electricity output is optimised to meet the particular site requirements.

Generally, CCHP (Combined Cooling, Heating and Power) indicates large-scale technologies that contain both improved conventional approaches, like steam turbines, reciprocating engines, combustion turbines and electric chillers, as well as relatively new technologies such as fuel cells, micro turbines, Stirling engines, absorption chillers and dehumidifiers [9]. Although steam turbine, reciprocating internal combustion engine and gas turbine that can be considered as the

Fig. 1. Structure of a residential micro-CHP system [4].
conventional prime movers still make up most of the gross capacity being installed, micro gas turbine, Stirling engine and fuel cell present a promising future for prime movers in CCHP system [1,10].

The environmental benefits offered by CHP can assist public sector energy, estates and facilities managers to meet CO2 emission reduction targets, such as the Kyoto Protocol and Agenda 21 [7]. Compared to generators which lack the system for utilizing waste heat, co-generation can reduce CO2 emissions up to 30%; with a renewably fueled micro-CHP, a negative CO2 balance can be created in comparison with heating by fossil fuel and pulling electricity from a fossil fuel burning electrical utility [11].

Recent indicators show the emergence of micro-CHP [3]. Market projections predict a world-wide market growth over 35% per year. High energy consumption, high energy expenditure, large spark-spread (i.e., difference between electricity and fuel costs), big square footage, and high income are the key conditions for market acceptance [3].

The micro-CHP systems applicable to domestic users in individual households still need further development to be widely acceptable [12]. Micro-CHPs are especially interesting due to their technical and performance features:

- A high overall energy conversion efficiency (e.g., in excess of 90% for Stirling engines).
- Low maintenance requirements equivalent to a domestic gas boiler.
- Very low noise and vibration levels equivalent to installation at home.
- Very low emissions of NOx, COx, SOx and particulates.

Micro-CHPs systems powering up to approximately 10 kW are considered as a future key technology for the energy supply of buildings and settlements from the viewpoints of both heating systems manufacturers and energy suppliers [13]; such CHP plants are based on different prime movers as: conventional diesel, gas or biomass engines, gas or steam turbines, as well as Stirling engines or fuel cells [3,13,14].

In this paper, an analysis of different micro-CHP systems is made from the point of view of benefits and limitations of the operational and economic and environmental parameters of micro-CHP systems for residential use. Since a prime mover in a micro-CHP generates electricity and the waste heat is recovered downstream, the analysis is focused on prime movers used in micro-CHP systems.

2. Technologies for micro-CHP systems

A prime mover in a micro-CHP system (fig. 2) generates electricity and the waste heat is recovered downstream [3].

Cogeneration technologies for residential, commercial and institutional applications can be classified according to their prime mover and from where their energy source is derived [14]. This section describes four micro-CHP prime movers. Each technology faces numerous challenges [5] detailed in the following. The prime movers to be evaluated include:

- Reciprocating engines.
- Stirling engines.
- Micro steam and gas turbines.
- Fuel cell systems.

2.1. Reciprocating engines

In micro-CHP systems with reciprocating engines, the conventional internal combustion engines (ICE) are coupled with a generator and heat exchangers to recover the heat of the exhaust gas and the cooling water and oil [5,15].

For micro-CHP applications, typically, spark ignition engines are used [16], due to their heat recovery system producing up to 160°C hot water or 20 bar steam output compared to diesel engines where the temperature is often lower, usually 85°C maximum [17].

Reciprocating engines have several advantages for micro-CHP [3]. First it is a mature and well-understood technology. It can be designed for different fuels including gasoline, diesel, natural gas or landfill gas, etc. [3,18]. The efficiency of the reciprocating engine is around 25-45%, which is higher than steam engines and current Stirling engines. Also reciprocating engines have a short startup time than external combustion engines.

The investment costs for micro CHP systems vary significantly depending on the kind of technology [15]. Furthermore there exists a high dependency of the specific investment costs from the electrical power output.
One of the limitations of reciprocating engines is the frequent maintenance [3]. In general, noise and emissions are two issues for the reciprocating engines. The NOx emissions of small engines are fairly low, but still higher than the other technologies’.

### 2.2. Stirling engines

Compared to conventional internal combustion engine, Stirling engine is an external combustion device [5,19], where the heat is generated externally in a separate combustion chamber [15]. The cycle medium, generally helium or hydrogen, is not exchanged during each cycle, but within the device, while the energy driving the cycle is applied externally.

The Stirling engine itself is a heat recovery device, like the steam turbine [5]. Two types of Stirling engines show potential for residential cogeneration – kinematic Stirling and free-piston Stirling [20]. The free-piston Stirling does away with mechanical linkages, resulting in fewer moving parts, no need for a lubricant, low maintenance costs, and a longer life [5]. Kinematic Stirling engines are typically larger than their free-piston counterparts [20]. Electric capacities for kinematic Stirling units are between 5-500 kW, while the capacities for free-piston units are between 0.01 and 25 kW.

Due to the nature of external combustion, the Stirling engines can be operated on a wide variety of fuels, including all fossil fuels (e.g. natural gas [21]), biomass (biomass can be used many ways, including direct combustion, two-stage combustion, and (the cleanest) with a gasifier), solar, geothermal, and nuclear energy [5] [3]. The combustion can be controlled relatively easily and the emissions have the potential to be very low. The noise of the Stirling engine is lower than that of the IC engines [3]. The maintenance is also supposed to be low and the life is usually long.

The Stirling engines are 15-30% efficient in converting heat energy to electricity, with many reporting a range of 25 to 30% [20]. The goal is to increase the performance to the mid-30% range. The efficiency of modern Stirling generators is more than 40% [22]. On heating the working medium to 90°C, the total efficiency of a micro-CHP with Stirling engine is 95% [5,22].

### 2.3. Rankine cycle engine and micro gas turbines

Although typical Rankine cycle (RC) systems are in the order of MW or above, some small scale systems have capacity as low as 50 kW. The RC for micro-CHP is less expensive than most other prime mover technologies and is likely to be a competitive prime mover technology. There haven’t been any RC engines in commercial sales for micro-CHP and more testing data are needed to really evaluate this promising technology [3].

The Organic Rankine Cycle (ORC) is similar to the cycle of a conventional steam turbine, except for the fluid that drives the turbine, which is a high molecular mass organic fluid [15]. The selected working fluids allow exploiting efficiently low
temperature heat sources to produce electricity in a wide range of power outputs.

The major disadvantage of the RC engines is that the efficiency is low (around 10%) [3]. Micro gas turbines are small gas turbines belonging to the group of turbo machines up to an electric power output of 300 kW [8]. In order to raise the electrical output micro gas turbines are equipped with a recuperator.

The electric capacity of current micro-turbines, usually 25 kW or above, is too high to be in a residential micro-CHP unit [3]. Research is ongoing for systems with capacities less than 25 kW, e.g. 1 and 10 kW, which will be suitable for the single-family residential buildings [14].

For cogeneration applications, an overall efficiency of 80% and above can be achieved [14]. However, in the lower power ranges, reciprocating ICE have higher efficiency.

Micro-turbines offer a number of advantages when compared to reciprocating internal combustion engine based cogeneration systems [3,14]:

- Fast response.
- Compact size, low weight and lower noise.
- Lower NOx emission.
- Low maintenance requirements.

Micro-turbines can use different fuels, including natural gas, hydrogen, propane or diesel and other biobased liquid and gas fuels [3,14]. The major disadvantages of this technology include the high cost, relatively shorter life and high O&M cost [3]. The efficiency of micro-turbines is not very high, although this is enough or more than enough for residential micro-CHP because of the high thermal/electric load ratio. Micro-turbine power output decrease with higher elevation and higher temperature [3,14].

2.4. Fuel cell

Fuel cells are electrochemical energy converters similar to primary batteries [15]. Fuel cell micro-CHP systems are either based on the low temperature proton exchange membrane fuel cell (PEMFC) which operate at about 80°C, or on high temperature solid oxide fuel cells (SOFC) working at around 800 - 1000°C [5,15].

Fuel cells normally run on hydrogen, but can also be used with natural gas or other fuels by external or internal reforming [25].

Fuel cells have several benefits. They have higher efficiency (up to 45% electric [5]) than most other prime movers [3]. Emissions are essentially absent [3,25] producing negligible amounts of pollution [5]. Because fuel cells have no moving parts, they are very quiet [5,25].

Fuel cells are still in the R&D stage [16]. The major problem of fuel cells is the short lifetime of the membrane [3], and their cost is very high [3,5]. There are no fuel cell based micro-CHP systems commercially available at this moment [3,5].

3. Prime mover evaluation

Because a micro-CHP unit is an important investment, to identify the best micro-CHP technology for a residential application, different cogeneration technologies presented above will be compared on the basis of different criteria. In general, three main groups of criteria are used [16]:

- Thermodynamic performance.
- Economic profitability.

| Table 1. Characteristics of some available micro-CHP technologies [3,5,14,18,20,22]. |
|---------------------------------|---------------------------------|---------------------------------|
| Parameter range                | ICE                             | Stirling engine                | RC-ORC/Micro-turbine*           | Fuel Cell                        |
| Electrical capacity (kWe)      | 1-10                            | 1-10                           | 0.5-10                          | 0.5-10                           |
| Electrical efficiency (%)      | 20-40                           | 25-30 Current                  | 10-20                           | 25-28*                           |
| Thermal efficiency (%)         | 50-60                           | 40-60                          | N.A.                            | 40-60                            |
| Temperature of heat (°C)       | 85-100                          | 200                            | 70-90                           | 80-100 PEMFC                     |
| Overall efficiency (%)         | 80-90                           | 65-95                          | 75-91*                          | 70-90 PEMFC                     |
| Thermal output (kWt)           | 3-30                            | 3-15                           | 85-150*                         | 1-30                             |
| Availability (%)               | 85-98                           | 85-90                          | N.A.                            | 95                               |
| Part load performance efficiency | Good                            | Better                         | N.A.                            | Best                             |
| Maintenance cost (€/kWh)       | 0.008-0.012                     | 0.005-0.01                      | 0.006-0.01 (€/kWh)*             | 0.016-0.024                      |
| Emissions                      | Low                             | Lower                          | Low*                            | Lowest                           |
| Cost (€/kWe)                   | 785-2200                        | 2500-3500                      | 1561-2516*                      | N.A.                            |
Table 2. Micro-CHP prime mover evaluation metrics and weighting factors [3].

<table>
<thead>
<tr>
<th>Evaluation Metric</th>
<th>Weighting Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency</td>
<td>0.5</td>
</tr>
<tr>
<td>Life</td>
<td>0.5</td>
</tr>
<tr>
<td>Low capital cost</td>
<td>2.0</td>
</tr>
<tr>
<td>Technology maturity</td>
<td>0.1</td>
</tr>
<tr>
<td>Scalable for residential</td>
<td>0.5</td>
</tr>
<tr>
<td>Customer acceptance</td>
<td>0.1</td>
</tr>
<tr>
<td>Low noise</td>
<td>0.5</td>
</tr>
<tr>
<td>Environmental friendly</td>
<td>0.1</td>
</tr>
<tr>
<td>Fast response</td>
<td>0.5</td>
</tr>
<tr>
<td>Large operating range</td>
<td>0.5</td>
</tr>
<tr>
<td>Easily couples with TAI</td>
<td>0.2</td>
</tr>
<tr>
<td>Source energy flexibility</td>
<td>0.1</td>
</tr>
<tr>
<td>Maintenance cost</td>
<td>0.5</td>
</tr>
<tr>
<td>Fuel cost</td>
<td>0.5</td>
</tr>
<tr>
<td>Waste heat temperature</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 3. Comparison of the main residential micro-CHP technologies to SHP [5].

<table>
<thead>
<tr>
<th>1 kW unit</th>
<th>Electric η_e (%)</th>
<th>Thermal η_t (%)</th>
<th>Temperature range</th>
<th>System η (%)</th>
<th>T/E</th>
<th>SHP/CHP fuel</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM Fuel Cell</td>
<td>29</td>
<td>46</td>
<td>80 - 100°C hot water</td>
<td>76</td>
<td>1.59</td>
<td>1.59</td>
</tr>
<tr>
<td>SOFC Fuel Cell</td>
<td>27</td>
<td>45</td>
<td>80 - 1000°C high quality steam</td>
<td>82</td>
<td>1.67</td>
<td>1.51</td>
</tr>
<tr>
<td>IC Engine</td>
<td>25</td>
<td>56</td>
<td>90 - 120°C hot water, low-grade steam</td>
<td>81</td>
<td>2.24</td>
<td>1.59</td>
</tr>
<tr>
<td>Stirling engine</td>
<td>14</td>
<td>75</td>
<td>80 - 700°C hot water-med. quality steam</td>
<td>89</td>
<td>5.36</td>
<td>1.48</td>
</tr>
</tbody>
</table>

The data from Table 4 indicate that the electric efficiency is better for micro-CHP systems with reciprocating engines, and Stirling engines are in the second place. The thermal efficiency is better for micro-CHP systems with Stirling engines followed by reciprocating engines.

Based on a representative mixed housing development, a case study in [27] considers for illustrative

Fig. 2. The weighted scores for evaluation of different micro-CHP prime movers (adapted from [3]).
purposes a sample of 300 of the total stock, each with an individual annual thermal load of 20,000 kWh. The rationale applied in this case study is to aim for the implementation of the system which exploits the potential heat demand as fully as possible, with electricity production in capital plant amortisation, operating costs and pollutant emissions having no additional impact. Figure 3 presents a comparison of different electric\thermal technologies, both within a centralised system and with micro-CHPs. It can be note that the operating cost is minimum for micro-CHPs with Stirling engine.

![Graph showing life cycle operation costs for residential CHP technologies](image-url)

**Fig. 3.** Life cycle operation costs for residential CHP technologies (adapted from [27]).

An assessment of micro-CHP can be made on environment impact basis [28]. Figure 4 presents the annual CO₂ savings for micro-CHP prime movers compared to grid electricity and boiler alternatives. The best CO₂ savings are obtained for 1 kW\(e\) gas engine micro-CHP, followed by 1 kW\(e\) Stirling/Rankine engine (low efficiency) micro-CHP.

The annual financial savings through the use of CHP are analyzed in [26]; a comparison is made with the hypothetical situation in which all produced electricity can be valorized at the maximal (purchasing) price. For most CHP technologies, the annual savings in the actual situation turn out to be low, which is primarily due to the fact that the largest part (85—90%) of the produced energy is sold to the grid at very low prices. This makes the annual savings too low to return the investment cost in a reasonable amount of time.

4. CONCLUSIONS

Cogeneration is an engineering concept involving the production of both electricity and useful thermal energy in one operation, thereby utilizing fuel more efficiently than if the desired products were produced separately.

A prime mover in a micro-CHP system generates electricity and the waste heat is recovered downstream. The prime movers to be evaluated included: reciprocating engines, Stirling engines, micro steam and gas turbines, and fuel cell systems.

The evaluation of various prime mover technologies by using the metrics and weighting factors showed that the reciprocating engines and the Stirling engines have higher scores, suggesting that they are more appropriate for the micro-CHP. A comparison of residential micro-CHP technologies focused on prime mover, made versus separate heat and power, indicates that the overall system efficiency has the best value for Stirling micro-CHP technology as well as for thermal/electric ratio.

An evaluation of five micro-CHP systems (<5 kW) for use in residential applications was made on power and efficiency basis. The electric efficiency is better for micro-CHP systems with reciprocating engines, and Stirling engines are in the second place. The thermal efficiency is better for micro-
CHP systems with Stirling engines followed by reciprocating engines.

The comparison of different electric thermal technologies, both within a centralised system and with micro-CHPs, revealed that the operating cost is minimum for micro-CHPs with Stirling engine. An assessment of micro-CHP made on environment impact basis indicated that the best CO₂ savings are obtained for 1.5 kW gas engine micro-CHP, followed by 1 kWk Stirling/Rankine engine (low efficiency) micro-CHP. The analysis of annual financial savings through the use of CHP pointed out that the annual savings are too low to return the investment cost in a reasonable amount of time.

As a final conclusion, regarding prime mover technology evaluation for producing electricity and heat for residential use, it can be stated that the micro-CHP units with Stirling engines are more appropriate for the micro-CHP having the best value for overall system efficiency. Stirling engines use an external heat source, which simplifies design, minimizes noise and vibration, and allow multi-fuel use. These features make the Stirling engine a promising alternative to the internal combustion engine.
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Study the influence of cooling on the overall efficiency in mCCHP residential systems with fuel cell and additional heating system
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Abstract: The paper is primarily aimed at highlighting the influence of cooling system - the chains used in trigeneration - the overall energy efficiency of these systems (mCCHP). The goal is to identify which topology of the CCHP system has a higher efficiency. The analysis undertaken, depending of the type cooling system used, shows that this influences radically the overall architecture of trigeneration residential system. The obtained results indicate total energy efficiency higher in case of mCCHP system with mechanical compression, for residential house.
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1. Introduction

An important concept in the energy area in the EU introduced by Directive 8/2004 is the promotion of cogeneration (CCHP) by decentralization of the electric power and heat production. In the cogeneration – as a new feature - for meeting the quality and comfort criteria in residential buildings is remarkable the occurrence of trigeneration.

Trigeneration involves the use of heat for home heating in winter and the possibility of space cooling during the summer season. The cogeneration / trigeneration systems (CCHP/CCHP) used in the residential sector should be developed and designed to be able to produce heat or cold and electricity simultaneously from a single source of energy. The development of CHP/CCHP systems in the EU is characterized by great diversity, both in terms of the scale and the nature of development.

In accordance with CE Directive no. 8/2004 of the Parliament of the European Council, concerning the promotion of cogeneration, the units of combined production, with the same electric power from a few kW to 50 kW are micro-CHP, between 50 and 1000 kW are medium power and between 1000 kW and maximum 10 MW are of great power. From the multitude of mCCHP systems, obtaining heat and electrical power, at European level is forecast a sharp increase of the research on systems with Stirling engines and fuel cells. The performance indicators of production of the trigeneration system - instead of separate heat and power (SHP) production - are: the ratio of electricity/heat (CCHP index), the efficiency of electricity production in trigeneration, fuel economy, thermal efficiency, cold production efficiency, total effectiveness of energy. The mathematical relation of the total annual energy efficiency is [1]:

\[
\eta_{shp} = \frac{E_{gen} + Q_{gen}}{mH} \quad (1)
\]

where:
- \(E_{gen}\) - annual production of electrical energy [kWh/year],
- \(Q_{gen}\) - annual heat production [kWh/year],
- \(m\) - annual fuel consumption [kg/year],
- \(H\) - low calorific value of the fuel [kJ kg\(^{-1}\)].

The percent fuel savings (PFS) of CCHP system in comparison with the separate heat and power SHP can be determined with the relation:

\[
PFS = \left(\frac{\alpha_x + \alpha_0}{\eta_e \eta_0} - 1\right)m \quad (2)
\]

where:
- \(\alpha_x\) – electrical efficiency of the CCHP system,
- \(\alpha_0\) – thermal efficiency of the CCHP system,
- \(\eta_e\) – electrical efficiency of SHP system,
- \(\eta_0\) – thermal efficiency of SHP system.
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2. The residential mCCHP system with fuel cells

The first performance indicator of the trigeneration production system is the index of cogeneration of CHP/CCHP system. On the base of ratio of electrical energy and useful heat of the location, ratio determined based on demand of the residential consumers, it is chose the structure of the realized CCHP system, as a result of comparison with the cogeneration index. The high variability hourly, monthly and seasonal of this factor involves the introduction of heating and energy storage systems to ensure household consumer requirements. The proposed CCHP system consist in a fuel cell that can track and ensure the electricity demand, a heat generation system which should cover the heat requirement in peak condition and a refrigeration plant. The refrigeration plant can be with mechanical compression or thermal compression. Whatever the refrigeration type is used, the refrigerant is the cold water at 3-5 °C pumped into the fans convectors. The latter makes the transfer of the cold in the living area. The fan convectors offer a dual operation cold water/hot water. The functional diagram of the CCHP system is represented in Fig. 1.

![Diagram of the proposed CCHP system](image)

**Fig. 1. Functional diagram of the proposed CCHP system**

3. The components of CCHP system

3.1. The fuel cell

The fuel cells or cells transform the electrochemical energy by the hydrogen and oxygen conversion into electricity and heat in the presence of a catalyst [2]. The necessary hydrogen for a fuel cell can be obtained from the reforming of the methane gas.

The performance and the characteristics of the fuel cell are presented in the table 1 [4].

The fuel cell type PEMFC generates an amount of heat proportional with the demand of electricity. Ratio power to heat (index cogeneration) of fuel cells is 0.8-1.1 [3]. For the analyzed mCCHP system was chosen a fuel cell type PEMFC with an electrical efficiency of 40% and cogeneration index 0.9.

<table>
<thead>
<tr>
<th>Fuel cell type</th>
<th>Power (kW)</th>
<th>Type of electrolyte</th>
<th>Catalyst</th>
<th>Oxidizer</th>
<th>Fuel</th>
<th>Operating temp.</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM FC</td>
<td>1-2.5</td>
<td>Polymer membrane</td>
<td>Platinum</td>
<td>Air or oxygen</td>
<td>Hydrocarbons or methanol</td>
<td>50-70 °C</td>
<td>30-50 %</td>
</tr>
</tbody>
</table>

3.2. The peak heat generation system

The low thermodynamic parameters of the fuel cell in heat generation makes the hot water from the boiler system to not be used for heating the residence building unless it’s introduced in a intermediate system of central heating condensing type. The thermal heating produced is reused in the plant (Fig. 2). The efficiency of the additional burner is 0.95%.

**Table 1. PEMFC type**
3.3. The cooling system

The cooling process takes place between two levels of pressure: vaporization and condensation. To determine the two levels of pressure we need to know the temperatures of vaporization and condensation of the cooling fluid. The current processes to produce the cold may be with:

- mechanical compression;
- thermal activation, which can be with absorption or adsorption.

The procedure for obtaining the cold by absorption is the same like the one of vapor compression but has some significant differences [3]. The absorption process uses heat to vaporize the cooling fluid at high pressure, which is why it’s called thermal compressor; its essential feature is that it has no moving parts.

In the case of refrigeration systems is defined the performance coefficient of cold production, COP, as the ratio between the energy needed to produce cold and the energy consumed. The performance of the cooling system is described by COP which has values between 2-3 for the systems with mechanical compression and between 0.6-0.8 for those with thermal activation. For simulation was used a value of mechanical compression COP=2.5 and for thermal compression COP=0.8.

3.4. The diagram of energy conversion in the mCCHP system

The functional diagram of the CCHP system presented in Fig. 1 is corresponding with the two energy diagrams presented in figure 3 and 4. The first is the energy distribution diagram where the refrigeration plant is with mechanical compression, and in the second diagram the refrigeration plant is with thermal compression. On the basis of individual performance components it’s analyzed the total electrical efficiency of the CCHP system. The following relations belong - according with figures 3 and 4 - to the both cooling systems:

a) Mechanical compression system equations

\[
E_{\text{cg}} = E + \frac{C}{\text{COP}} \tag{3}
\]

\[
Q_{\text{cg}} = \frac{E_{\text{cg}}}{\gamma}
\]

\[
Q_{\text{h}} = Q_{\text{cg}} - Q_{\text{bw}}
\]

\[
Q_{\text{b}} + \eta_{\text{bw}} W_{\text{peak}} = Q_{\text{h}}
\]

where:

- \(E_{\text{cg}}\) – the electrical energy produced in cogeneration by the fuel cell [kWh],
- \(E\) – the electricity demand of the residence [kWh],
- \(C\) – the quantity of the cold [kWh],
- \(\text{COP}\) – the performance coefficient of mechanical compression,
- \(Q_{\text{cg}}\) – the heat quantity produced by the fuel cell [kWh],
- \(\gamma\) – the cogeneration index of the fuel cell,
- \(Q_{\text{h}}\) – the heat quantity of the boiler [kWh],
- \(Q_{\text{bw}}\) – the hot water consumption [kWh],
- \(\eta_{\text{bw}}\) – the efficiency of the additional heating system,
- \(W_{\text{peak}}\) – the fuel consumption of the additional heating system [kWh],
- \(Q_{\text{b}}\) – thermal load of the building [kWh].

![Fig. 2. Additional burner system](image)

![Fig. 3. Energy distribution diagram of the mCCHP system with compression](image)
The energy efficiency of the system:

$$\eta_{CCHP_{ab}} = \frac{E}{\alpha_e + \frac{C}{\gamma \eta_{ab}}}$$  

where:
- $\alpha_e$ – electrical efficiency of the fuel cell;  
- $\gamma$ – cogeneration index of the fuel cell;  
- $\eta_{ab}$- additional burner efficiency

### 4. Case study of the simulation of the mCCHP system

#### 4.1. Determination of the heat demand of the consumer

The colder the local climate is and the higher the indoor temperatures are, the higher is the heat demand for space heating. The space heat supply should compensate for heat transmission losses through walls and roofs and for heating supply air in mechanical or natural ventilation systems. The outdoor temperature is the most important variable in order to explain both the daily magnitude and variations from one year to another in the overall heat demand. The target area of the 32 countries contains locations where the annual average outdoor temperature varies from -2 to 19°C, giving very different local conditions for space heating. The specific heat consumption is different, depending on the country (climate) but also according to the residential consumers.

The annual heating consumption of a residence can be determine with the formula:

$$Q_h = U \cdot A \cdot \text{degree} - \text{days}$$  

where:
- $Q_h$ is the heat added to or removed from the building per unit of time [Wh], $U$ is the heat transfer coefficient of the building envelope, taking into account its components such as
glazing, insulation, exterior wall, etc. [W/m²K]. A is the external area of the building envelope [m²]. Similar can be determinate the annual consumption of cold demand from the residence, 
\[ C = U \cdot A \cdot \text{cooking degree-days} \] (11)
where the variation degree days for Galati area - Romania is presented in Fig. 5:

![Monthly degree-days annual variation](image)

**Fig. 5. Monthly degree-days annual variation**

The data used to represent the distribution degree-days for the analysis were retrieved from the database of U.S. Department of Energy [6].

### 4.2. Hot water consumption

Preparation of hot water for domestic and other purposes is the second largest heat demand in the other sector after space heating. This heat demand is more pronounced in the residential sector compared to the service sector. A recent informative paper or report of the magnitude of average hot water consumption in European countries is however not available. Most hot water information is related to the design conditions for instantaneous and storage water heaters. The latest available survey information to be used is the (Eurostat, 1999) report about the energy consumption in households in the EU15 and some CEE countries. The average hot water consumption is estimated to be 50 l/day per capita. Assuming a temperature difference of 50 °C between the hot and cold water sides we can determine, based on the number of persons, the monthly quantity of heat required for domestic hot water.

\[ Q_{\text{hot}} = N_p \cdot m \cdot c \cdot \Delta \theta \] (12)

where:

- \( Q_{\text{hot}} \) – the energy needed to produce hot water [kWh],
- \( N_p \) – the number of persons,
- \( m \) – the water weight [kg],
- \( c \) – the heat capacity of water [kWh/kg °C],
- \( \Delta \theta \) – the temperature difference [°C].

### 4.3. The estimated demand of the electrical consumption

The inputs into the system are the energies required for residential consumers. Standardized data about energy consumption were taken from information’s published by ANRE [5]. According to the Order of the President of ANRE no. 117/14.08.2008 on the household electrical are defined five standards consumers. Each category is characterized by the annual electricity consumption. The consumption of electricity in a residence is dependent on its endowment with domestic appliances. For each type of domestic user, the monthly consumption of electricity was considered stable.

**Table 2. Electrical energy consumption – Source ANRE**

<table>
<thead>
<tr>
<th>Domestic end-users</th>
<th>Annual electricity consumption [kWh]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>minimum</td>
</tr>
<tr>
<td>DA</td>
<td>〈 1000</td>
</tr>
<tr>
<td>DB</td>
<td>1000</td>
</tr>
<tr>
<td>DC</td>
<td>2500</td>
</tr>
<tr>
<td>DD</td>
<td>5000</td>
</tr>
<tr>
<td>DE</td>
<td>≥ 15000</td>
</tr>
</tbody>
</table>

### 4.4. The estimated distribution of energy consumption of a residential building

It is considered a residential building inhabited by 4 people, with floor area 144 m², volume 494.3 m³, ground area 144 m², external wall area 144.6 m², window/wall=20% and an average U-value of 0.2238 W/m²K (calculate by software VELUX for this building), in the south-eastern Romania. The estimated distribution of energy consumption was obtained with the software VELUX Visualizer Energy and Indoor Climate, and the results are given in Table 3, where was presumed a standard DC consumer of electricity from Romania.
Table 3. Monthly energy quantities required by the residential building

<table>
<thead>
<tr>
<th>Month</th>
<th>Heating degree-days</th>
<th>Cooling degree-days</th>
<th>Electric energy E (kWh)</th>
<th>Local heating units Qh (kWh)</th>
<th>Local cooling units Qc (kWh)</th>
<th>Domestic hot water Qhw (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JAN</td>
<td>589.7</td>
<td>0</td>
<td>268.5</td>
<td>1256</td>
<td>0</td>
<td>360</td>
</tr>
<tr>
<td>FEB</td>
<td>517.9</td>
<td>0</td>
<td>234.3</td>
<td>962.8</td>
<td>0</td>
<td>360</td>
</tr>
<tr>
<td>MAR</td>
<td>433.7</td>
<td>0</td>
<td>252.6</td>
<td>728.4</td>
<td>0</td>
<td>360</td>
</tr>
<tr>
<td>APR</td>
<td>232.7</td>
<td>2.8</td>
<td>246.3</td>
<td>235.6</td>
<td>0</td>
<td>360</td>
</tr>
<tr>
<td>MAY</td>
<td>96</td>
<td>29.3</td>
<td>267.9</td>
<td>0</td>
<td>0</td>
<td>360</td>
</tr>
<tr>
<td>JUN</td>
<td>40.3</td>
<td>74.6</td>
<td>245.9</td>
<td>0</td>
<td>243.2</td>
<td>360</td>
</tr>
<tr>
<td>JUL</td>
<td>7.7</td>
<td>124.9</td>
<td>260</td>
<td>0</td>
<td>464.3</td>
<td>360</td>
</tr>
<tr>
<td>AUG</td>
<td>17.1</td>
<td>116.4</td>
<td>260.2</td>
<td>0</td>
<td>440.7</td>
<td>360</td>
</tr>
<tr>
<td>SEP</td>
<td>90.2</td>
<td>32.7</td>
<td>246.4</td>
<td>0</td>
<td>0</td>
<td>360</td>
</tr>
<tr>
<td>OCT</td>
<td>240.4</td>
<td>12.6</td>
<td>268.4</td>
<td>240</td>
<td>0</td>
<td>360</td>
</tr>
<tr>
<td>NOV</td>
<td>440.7</td>
<td>0</td>
<td>246.6</td>
<td>764.1</td>
<td>0</td>
<td>360</td>
</tr>
<tr>
<td>DEC</td>
<td>610</td>
<td>0</td>
<td>252.8</td>
<td>1178</td>
<td>0</td>
<td>360</td>
</tr>
</tbody>
</table>

5. Simulation results

It was determined the total electrical efficiency of each type of trigeneration on the base of the residential energy (Fig. 3 and 4) and associated mathematical relations. The trigeneration plant with mechanical compression has a higher efficiency especially because of the COP, as well because the fuel cell control system follows the electric charge.

The energy demand charts of the residence and the chart of the fuel cell are given in Fig. 7 and 8. Note that the cell ensures the demand of electricity, but can not provide the heat demand.

The differences between the thermal energy requirement of the residential building and the fuel cell should be ensured by the additional heating system.

Fig. 7. Energetical balance of mCCHP system based on compression

Fig. 8. Energetical balance of mCCHP system based on absorption

Note that the additional heating system consumes more energy in case of trigeneration system with absorption then in the case of the mechanical compression system (Fig. 9), because in the summer month’s the heat is provided by the fuel cell.

Fig. 9. Energy consumption evolution of the additional burner
The global energy consumption is bigger than in the trigeneration plant with absorption then in the case of the plant with mechanical compression.

![Graph: Total energy consumption of the mCCHP system]

**Fig. 10. Total energy consumption of the mCCHP system**

### 6. Conclusions

In winter period, the analysis of relations (5) - (8) and simulation results, we conclude that both systems have the same heat to power ratio and same overall efficiency.

In the summer period, heat to power ratio is influenced by the type of system cooling and its COP. Mechanical compression system has a higher ratio than that of the thermal compression, according to relations (5) and (7).

Efficiency of the two systems, as relations (6) and (8), depends on COP index cogeneration, cogeneration and additional burner efficiency. The COP of cooling system affects the system efficiency different.

Condition (9) specifies the relationship on how efficient the system is greater mechanical compression of the thermal compression. Efficiency value is obtained only from numerical simulation.

From the above analysis it can be concluded that:

- through their constructive and functional features the refrigeration plant influences radically overall behavior of trigeneration systems (CCHP).
- at the mCCHP systems – due the high energy efficiency of mechanical compression - fuel economy is substantial, when this method is used in comparison with the thermal compression.
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Comparative Thermodynamic Performance of a Cogeneration Power Plant Using Plant Operational Data

Whitney Domigan and Margaret Bailey

Abstract: The John B. Rich Memorial Power Station, located in the United States, is an 88.4 MW cogeneration power plant with a unique relationship with its surrounding environment. The power station makes use of a plentiful and local byproduct of coal mining, called culm, as a feedstock. Culm is a low energy combination of anthracite coal and rock left over from the inefficient removal of rock from usable coal in the peak days of coal mining. For decades, culm deposits have leached pollution into groundwater and inhibited normal plant growth. By using culm, the power station removes a significant pollutant and eyesore from the area. Further, the power station is involved in a land reclamation program that covers land cleared of culm with topsoil and plant life. In order to process the culm, the power station utilizes two circulating fluidized bed (CFB) boilers. This work uses actual plant data to explore the thermodynamic performance of the plant. The first and second laws of thermodynamics are used to analyze the plant components, including the boilers, turbine, feedwater heaters, and condenser. The thermodynamic analyses are performed in part to determine properties through the plant, mainly mass flow rates that are not recorded during plant operation, and in part to characterize plant performance. Before the exergy analysis of the boilers can be performed, the streams into and out of each boiler must be characterized in terms of composition, mass, and exergy. Although the energy content of the culm is regularly measured by the power station, the exergy content must be determined based on the culm composition, which is provided by the plant. The exergy content of the flue gas is also determined based on the culm composition. The effects of sensor accuracy are briefly examined. The boiler performance is compared to other boiler technologies. A simple model of the plant with steam reheat is compared to the current plant configuration as well.

Keywords: Cogeneration, culm, exergy.

1. Introduction

The John B. Rich Memorial Power Station, in operation since the late 1980’s, has pursued a unique fuel source (culm) and uses a relatively new boiler technology. Culm is a low-grade anthracite coal by-product with an energy content of 3224 kJ/kg, compared to 5160 kJ/kg for anthracite coal [1].

As more and more power sources options become available, it has become increasingly relevant to quantify the performance of a given technology. Since there are so many available technologies and power sources, it is necessary to quantify performance in a way that enables one to make informed decisions in terms of cost, reliability, practicality, and environmental impact. In this work, the performance of the plant will be quantified and the boiler performance will be examined alongside other technologies.

Work was previously performed on the power station [1, 2], but will be expanded and improved upon during this analysis in a number of ways. First, this analysis takes advantage of actual temperature, pressure, and flow rate data collected throughout the plant, whereas the previous analyses used estimated and analytical data only. Second, this work includes a more detailed examination of the boiler and the interactions between each of the major sub-systems of the plant. Finally, this work suggests and models possible plant improvements.

2. Background

2.1. Exergy

The thermodynamic analysis of the plant will include an energy analysis as well as an exergy analysis. Unlike energy, exergy is not conserved, but may be destroyed through irreversibility. Exergy is also a comparative value; all exergy measurements and analyses are performed with reference to a “dead state” or reference environment. The reference environment includes a uniform and unchanging temperature, pressure, and chemical composition [3].
2.2. Power station description

The power station in question delivers up to 88.4 MW of electricity to a local utility and 13,600 kg/h of steam to an adjacent correctional facility. On average, only about 4,939 kg/h of process steam is delivered from the plant. The low operational temperature of CFB boilers (~860°C) cause two major emissions, NO\textsubscript{x} and SO\textsubscript{x}, to be much lower than a traditional pulverized coal power plant. NO\textsubscript{x} emissions are reduced because the reactions which produce the most NO\textsubscript{x} occur at temperatures above ~1480°C, which is much higher than CFB operational temperatures. The low CFB temperatures also allow limestone to be added to the combustion chambers, which effectively capture SO\textsubscript{2} formed during combustion, thereby reducing harmful SO\textsubscript{x} emissions. The cogeneration plant uses an 18-stage turbine. Steam is extracted at 5 locations through the turbine to be used elsewhere in the plant or off site to serve a local district heating load. The turbine isentropic efficiency and the generator efficiency are reported by the manufacturer as 80% and 95%, respectively [2].

The total plant feedwater path may be seen in Fig. 1. The labels shown in the diagram are used through the models in the following sections.

![Fig. 1. Schematic of the feedwater path through the plant.](image)

2.3. Operational data

Data is collected throughout the power plant to monitor both resource use and for safety considerations. This analysis takes advantage of 79 of the hundreds of temperature, pressure, and flow rate data collection points through the plant. Each sensor has an associated accuracy range that will be used to help gauge model error.

3. Thermodynamic models

A few basic assumptions are made across all the models described in this work. These assumptions include steady-state operations, negligible kinetic and potential energy effects, and ideal gas models for air and flue gas. Since exergy is with reference to a dead state, the environmental conditions are as realistic as possible. This work uses seasonal average temperatures and pressure at the plant elevation (0.961 bar, 267-192.5 K).

3.1. Boiler sub-system

A control volume approach is taken around the boiler combustion chamber. The feedwater tubes are taken to be outside the boiler control volume. Two sources of heat transfer are considered: \( \dot{Q}_{a,b} \) is the heat transfer from the combustion chamber to the feedwater, and \( \dot{Q}_{l,b} \) is the heat loss through the boiler walls. A simplified boiler schematic may be seen in Fig. 2.
The boiler model assumes 120% theoretical air and 9% residue carbon (r=0.09) in the ash leaving the boiler. The residue carbon value is based on an analysis performed on the ash by the power plant. It should also be noted that the NO emissions are assumed to be all in the form of NO since NO is thermodynamically favoured over NO2 at temperatures below 1480°C [4]. The opposite is true in traditional coal fired plants where boiler temperatures are well above the reaction temperature for NO2 production [5].

The chemical reactions [4-6] within the boiler are given as:

\[ C + 1.2(Air) \rightarrow (1-r)CO_2 + (0.2 + r)O_2 + 4.512N_2 + rC \]  
\[ H + 1.2(Air) \rightarrow 0.5H_2O + 0.95O_2 + 4.512N_2 \]  
\[ S + 1.2(Air) \rightarrow SO_2 + 0.2O_2 + 4.512N_2 \]  
\[ CaCO_3 \rightarrow CaO + CO_2 \]  
\[ CaO + SO_2 + 1.2(Air) \rightarrow CaSO_4 + 0.7O_2 + 4.512N_2 \]  
\[ NO + 1.2(Air) \rightarrow NO_2 + 0.7O_2 + 4.512N_2 \]  
\[ O + 1.2(Air) \rightarrow NO + 1.2O_2 + 4.012N_2 \]  

where \((Air) = (O_2 + 3.76N_2)\).

### 3.1.2. Boiler energy considerations

Neglecting the fan and pump work, an energy balance around each boiler is given as

\[ \sum Q_b = m_{FG}(h_f^o + \Delta h)_{FG} \]  
\[ + m_{FA}(h_f^o + \Delta h)_{FA} + m_{BA}(h_f^o + \Delta h)_{BA} \]  
\[ - m_{PA}(h_f^o + \Delta h)_{PA} - m_{SA}(h_f^o + \Delta h)_{SA} \]  
\[ - m_{culm}(h_f^o + \Delta h)_{culm} - m_{CaCO_3}(h_f^o + \Delta h)_{CaCO_3} \]  

where \(m_{PA}\) is the sum of the primary air streams, \(m_{CaCO_3}\) is the sum of the secondary and duct burner air streams, \(m_{culm}\) is the total culm used, \(m_{CaCO_3}\) is the total limestone into the boiler, and \(\sum Q_b = Q_{i,B} + Q_{o,B}\).

The energies associated with the formation of the flue gas and ashes are released or absorbed during the combustion process. Therefore, the enthalpy of formation values for the flue gas and ashes are included in the culm combustion energy release, described by the higher heating value of the fuel. The change in enthalpy of the flue gas may be found with the ideal gas model, the ultimate and proximate analyses for culm, and the flue gas temperature [6]. The specific heat of flue gas model does not account for limestone addition, however, the effects of NO and SO2 reduction are only about 1% worst case [6] and so are neglected. The enthalpies of both ashes are calculated as functions of temperature [4]. The limestone term in (8) is determined based on the limestone reactions using the following format:

\[ \sum_{R} \left[ h_{R} (\overline{h}_f^o + \Delta \overline{h})_{R} \right] - \sum_{R} \left[ h_{R} (\overline{h}_f^o + \Delta \overline{h})_{R} \right] \]  

When a mass balance is performed on (4) and (5) it is found that \(h_{CaCO_3} = h_{CaO} = h_{SO_3} = h_{CaSO_4}\).

The limestone temperature as it enters the boiler is approximated as the reference temperature, however, the formation of CaSO4 occurs at the boiler chamber temperature. Therefore, the changes in enthalpy for the reactants in (9) cancel to zero, while the changes in enthalpy for the reactants do not. Equation (9) then becomes

\[ m_{CaCO_3}(\overline{h}_f^o + \Delta \overline{h})_{CaCO_3} = h_{CaCO_3}(\overline{h}_f^o + \Delta \overline{h})_{CaCO_3} \]  
\[ + (\overline{h}_f^o + \Delta \overline{h})_{CaSO_4} - h_{CaSO_4}(\overline{h}_f^o + \Delta \overline{h})_{CaSO_4} \]  
\[ + (\overline{h}_f^o + \Delta \overline{h})_{CaSO_4} \]
The change in enthalpy values are calculated using the assumption of constant specific heat, while the enthalpy of formation values are found from chemical property tables [8].

The useful heat transfer for each boiler describes the heat delivered into the feedwater. This value may be found by examining the change in enthalpy of the feedwater entering and exiting the boiler heaters.

\[ Q_{u,B} = m_{FW}(h_{FW} - h_{S1B}) \]  

(11)

The boiler heat loss may then be found by solving (8) for \( Q_{l,B} \):

\[ Q_{l,B} = m_{FG}A_{h}h_{FG} + m_{FA}A_{h}h_{FA} + m_{BA}A_{h}h_{BA} \]

\[ - m_{PA}A_{h}h_{PA} - m_{SA}A_{h}h_{SA} - \dot{Q}_{u,B} \]  

(12)

\[ - m_{cuim}(HHV) - m_{CaCO3}(h_{c}^{B} + \Delta h_{CaCO3}) \]

The boiler efficiency is given as the ratio between the energy content of the fuel and the heat transferred to the feedwater.

\[ \eta_{B} = \frac{Q_{u,B}}{Q_{cuim}(HHV)} \]  

(13)

3.1.3. Boiler exergy considerations

The chemical exergy balance for the boiler may be used to find the exergy destroyed in the boiler:

\[ E_{x,B} = (1 - T_{e} / T_{e,B})Q_{l,B} - (1 - T_{e} / T_{e})Q_{u,B} \]

\[ + m_{PA}e_{PA} + m_{SA}e_{SA} + m_{cuim}e_{cuim} \]

\[ + m_{CaCO3}e_{CaCO3} - \dot{m}_{Bo}e_{Bo} \]

\[ + m_{Bo}e_{Bo} + m_{Br}e_{Br} \]  

(14)

The flue gas exergy is calculated based on the flue gas temperature and the culm composition [6]. The culm exergy is also calculated based on the chemical composition of the fuel [7]. The exergetic efficiency for the boiler is given as the ratio between the useful exergy and the input exergy.

\[ \varepsilon_{B} = \frac{(1 - T_{e} / T_{e})Q_{u,B}}{E_{cuim} + E_{PA} + E_{SA} + E_{CaCO3}} \]  

(15)

3.2. Turbine, feedwater heaters, and condenser sub-systems

Although temperature and pressure data may be determined from plant data or using assumptions, the only flow rates recorded are the condensate makeup water (C4 on Fig. 1), steam out of boilers (T1 on Fig. 1), and the feedwater into the boilers (F7 on Fig. 1). By applying conservation of mass and energy balances to the feedwater heaters, the remaining mass flow rates may be found.

3.2.1. Feedwater heater analysis

It is assumed that heat loss is negligible for each feedwater heater. Using conservation of mass through the feedwater heaters in Fig. 1, it is readily seen that

\[ m_{F7} = m_{F6} = m_{F5} \]  

(16)

\[ m_{F3} = m_{F2} = m_{F1} \]  

(17)

\[ m_{F16} = m_{F15} \]  

(18)

\[ m_{F14} = m_{F16} + m_{F13} \]  

(19)

\[ m_{F4} = m_{F14} + m_{F12} \]  

(20)

\[ m_{F11} = m_{F10} \]  

(21)

\[ m_{F9} = m_{F11} + m_{F8} \]  

(22)

Solving an energy balance around FWH 5 for the flow rate at F15 and substituting in (16) and (18) gives

\[ m_{F15} = \frac{m_{F7}(h_{F2} - h_{F6})}{(h_{F15} - h_{F16})} \]  

(23)

An energy balance around FWH 4 and substituting (16), (19), and (23) may be solved for the flow rate through F13

\[ m_{F13} = \frac{m_{F6}(h_{F5} - h_{F6}) + m_{F14}(h_{F16} - h_{F14})}{(h_{F14} - h_{F13})} \]  

(24)

If a control volume is applied around the turbine, condenser, FWH 2, and FWH 1, it may also be found with conservation of mass that

\[ m_{F12} = m_{F1} + m_{C4} - m_{F3} - m_{F13} \]  

(25)

An energy balance around FWH 2 along with (17), and (21) gives

\[ m_{F10} = \frac{m_{F5}(h_{F2} - h_{F7})}{(h_{F11} - h_{F10})} \]  

(26)

An energy balance around FWH 1 with (17), (21), and (26) gives

\[ m_{F8} = \frac{m_{F2}(h_{F1} - h_{F2}) + m_{F1}(h_{F11} - h_{F9})}{(h_{F9} - h_{F8})} \]  

(27)
Using (16) - (27), all flow rates through the FWH system are now known. The turbine extraction flow rates may now be calculated thus:

Extraction 5: \( m_{t2} = m_{f15} + m_{t25} \)  \( (28) \)

Extraction 4: \( m_{t3} = m_{f13} + m_{c6} \)  \( (29) \)

where \( m_{c6} \) is found by applying an energy balance around the boiler feed pump to find the work input, and then using that work in an energy balance around the boiler using the calculated mass flow rates, and solving for \( m_{c6} \).

Extraction 3: \( m_{t4} = m_{f12} \)  \( (30) \)

Extraction 2: \( m_{t5} = m_{f10} \)  \( (31) \)

Extraction 1: \( m_{t6} = m_{f8} \)  \( (32) \)

Turbine exhaust:

\[ m_{t7} = m_{t1} - m_{t2} - m_{t3} - m_{t4} - m_{t5} - m_{t6} \]

Finally, the missing flow rates through the condenser are found using conservation of mass:

\[ m_{c3} = m_{t7} \]

\[ m_{c5} = m_{t9} \]

\[ m_{c7} = m_{c3} + m_{c4} + m_{c5} + m_{c6} \]

### 3.2.2. Turbine energy considerations

Based on plant information, the turbine exhaust and extraction 1 flows are taken to be mixtures with respective qualities of 89\% and 97\%. The heat loss from the turbine is based on a heat loss curve provided by the plant; it is assumed that the turbine heat loss is 0.7\% of the work produced by the turbine, or

\[ \dot{Q}_{t,T} = -0.007 W_f \]

The work produced by the turbine may be calculated two ways. First, the generator efficiency may be applied to the generator export, which is carefully monitored by the plant. Second, an energy balance may be performed around the turbine using the calculated mass flow rates, assumed heat loss, and available temperature and pressure data. These work values will be referred to as \( W_{f,1} \) and \( W_{f,2} \), respectively, in the results section. Ideally these two values should be identical, however, because of assumptions and sensor errors, they are not.

An energy balance around the turbine gives

\[ \dot{Q}_{t,T} - W_f = \sum_{\text{out}} \dot{m} h - \sum_{\text{in}} \dot{m} h \]  \( (38) \)

When (37) is applied to (38), the turbine work may be solved for as

\[ W_f = \left( \frac{1}{1.007} \right) \left[ \left( m_{t1} h_{t1} - (m_{t2} h_{t2} + m_{t3} h_{t3} + m_{t4} h_{t4} + m_{t5} h_{t5} + m_{t6} h_{t6} + m_{t7} h_{t7}) \right) \right] \]

The isentropic turbine efficiency is useful for comparative and validation purposes, and may be calculated using

\[ \eta_{t8} = \frac{W_f}{W_{f3}} \]

where

\[ W_{f3} = \left( \frac{1}{1.007} \right) \left[ m_{t1} h_{t1} - (m_{t2} h_{t2,s} + m_{t3} h_{t3,s} + m_{t4} h_{t4,s} + m_{t5} h_{t5,s} + m_{t6} h_{t6,s} + m_{t7} h_{t7,s}) \right] \]

### 3.2.3. Turbine exergy considerations

The exergy destruction around the turbine is found from an exergy balance, which yields

\[ E_{f,d} = \left( 1 - \frac{T_f}{T_{is}} \right) \dot{Q}_{f} - W_f + m_{t1} h_{f1,t} - \left[ m_{t2} \dot{h}_{f1,t2} + m_{t3} \dot{h}_{f1,t3} + m_{t4} \dot{h}_{f1,t4} + m_{t5} \dot{h}_{f1,t5} + m_{t6} \dot{h}_{f1,t6} + m_{t7} \dot{h}_{f1,t7} \right] \]

The exergy efficiency compares the exergy of the desired output streams, meaning the turbine work, to the change in flow exergy across the turbine. The turbine exergy efficiency is then given as

\[ \epsilon_f = \frac{W_f}{m_{t1} \dot{h}_{f1,t} - m_{t7} \dot{h}_{f1,t7}} \]

### 3.2.4. Feedwater heaters and condenser

The heat transfer to the cooling water that passes through the condenser is found using an energy balance.

\[ \dot{Q}_c = m_{c7} h_{c7} - (m_{c6} h_{c6} + m_{c5} h_{c5} + m_{c4} h_{c4} + m_{c3} h_{c3}) \]

The exergy destroyed in the condenser and each of the feedwater heaters are found by applying exergy balances to give
The total plant analysis pulls the subsystem analyses together to find the total performance of the plant. The total heat loss from the plant is given as the sum of the heat loss of each component

\[ \dot{Q}_{\text{total}} = \dot{Q}_{\text{in}} + \dot{Q}_{\text{t}} + \dot{Q}_{\text{e}} \]  

(51)

where \( \dot{Q}_{\text{in}} \) is the sum of the heat losses from each boiler.

The work used internally for supporting the various pumps, fans, and lighting through the plant is found by taking the difference between the net power out of the plant, \( W_{\text{p,net}} \), and power output of the turbine, \( W_{\text{gen}} \):

\[ W_{\text{p,net}} = W_{\text{gen}} - W_{\text{p,net}} \]  

(52)

The energy utilization factor (EUF) for the plant takes into account the energy within the process steam, the electrical energy exported from the plant, and the total heat input into the plant. The EUF is given as [9]

\[ \text{EUF} = \frac{m_{\text{t,25}}(h_{\text{t,25}} - h_{\text{t,25}}) + W_{\text{p,net}}}{Q_{\text{in,net, total}}} \]  

(53)

where \( Q_{\text{in,net, total}} \) is the fuel energy added to the plant.

Since energy of the process steam is only a small fraction of the electrical energy, it may be neglected to find the plant thermal efficiency.

\[ \eta_{\text{th, p}} = \frac{W_{\text{p,net}}}{Q_{\text{in, net, total}}} \]  

(54)

The energy types in the numerator of (53) are of differing qualities, which makes the EUF a sub-ideal performance indicator. The exergetic efficiency, given below, is a better measure of the plant performance since exergy accounts for the different types of energy. The net exergy out of the plant is equal to \( \dot{W}_{\text{p,net}} \).

\[ \dot{E}_{\text{p,net}} = m_{\text{t,25}}(e_{\text{t,25}} - e_{\text{t,25}}) + W_{\text{p,net}} \]  

(55)

where the exergy input is equal to

\[ \dot{E}_{\text{p,in}} = m_{\text{in}}(e^C_{\text{in}}) \]  

(56)

The total exergy destruction through the plant is given as the sum of the destruction in each subsystem

\[ \dot{E}_{\text{d}} = \dot{E}_{d,B} + \dot{E}_{d,T} + \dot{E}_{d,C} + \dot{E}_{d,F} \]  

(57)

3.3.1. Turbine improvements

The moisture content at extraction 1 and the turbine exhaust will wear the turbine blades at a faster rate than if the steam was superheated. With this in mind, the addition of steam reheat, shown in Fig. 3, between extraction 3 and 2 is explored.

![Figure 3. Schematic of simple turbine reheat scenario.](image-url)
An analysis of the reheat process is performed using averaged data and a number of assumptions. The temperature at T7' in Fig. 3 is assumed to be the temperature at T7 increased by 30°C to place it solidly in the superheated region. The temperatures upstream are back calculated from the T7' temperature based on the relationships between the temperatures in the operational data. For instance, the temperature decrease of 40% is observed in the operational data between T6 and T7, so the temperature at T6' will be found by applying a 40% increase from T7'. The pressures are assumed to remain unchanged from the no-reheat case.

Although the reheat will impact the feedwater heaters, condenser, and air and limestone addition to the boilers, this analysis will not go into such great detail. The heat required to increase the steam temperature and the necessary fuel use increase are both found. Since the overall efficiencies are based mainly on the fuel use and the power export, they may also be found.

4. Initial results

The analyses are performed using data collected at hourly intervals from Dec. 7- Dec. 30, 2009. These dates are chosen because of the even operation load throughout. Since the data used is from a winter month, the average winter reference conditions (0.961 bar, 267 K) will be used. The heat transfer and work parameters are listed in Tab. 1. Exergy parameters are in Table 2. Finally, the efficiency measures are given in Table 3.

<table>
<thead>
<tr>
<th>Energy Parameter (MW)</th>
<th>Previous Analysis</th>
<th>Current Work Using $W_{T_1}$</th>
<th>Current Work Using $W_{T_2}$</th>
<th>With Turbine Reheat</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{in}$</td>
<td>NA</td>
<td>73.45</td>
<td>73.45</td>
<td>NA</td>
</tr>
<tr>
<td>$Q_{in,C}$</td>
<td>NA</td>
<td>112.65</td>
<td>112.65</td>
<td>NA</td>
</tr>
<tr>
<td>$Q_{in,T}$</td>
<td>NA</td>
<td>0.63</td>
<td>0.54</td>
<td>0.60</td>
</tr>
<tr>
<td>$Q_{in,P}$</td>
<td>NA</td>
<td>186.73</td>
<td>186.64</td>
<td>NA</td>
</tr>
<tr>
<td>$Q_{process}$</td>
<td>8.53</td>
<td>4.08</td>
<td>4.08</td>
<td>4.08</td>
</tr>
<tr>
<td>$Q_{cool,tot}$</td>
<td>309.5</td>
<td>304.88</td>
<td>304.88</td>
<td>332.42</td>
</tr>
<tr>
<td>$Q_{g, tot}$</td>
<td>251</td>
<td>232.64</td>
<td>232.64</td>
<td>260.18</td>
</tr>
<tr>
<td>$W_{T_1}$</td>
<td>NA</td>
<td>90.17</td>
<td>77.81</td>
<td>85.87</td>
</tr>
<tr>
<td>$W_{gen}$</td>
<td>88.4</td>
<td>85.66</td>
<td>73.92</td>
<td>81.57</td>
</tr>
<tr>
<td>$W_{P,i}$</td>
<td>7.25</td>
<td>7.94</td>
<td>7.94</td>
<td>7.94</td>
</tr>
<tr>
<td>$W_{P,net}$</td>
<td>81.2</td>
<td>77.72</td>
<td>65.98</td>
<td>73.64</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exergy Parameter (MW)</th>
<th>Previous Analysis</th>
<th>Current Work Using $W_{T_1}$</th>
<th>Current Work Using $W_{T_2}$</th>
<th>With Turbine Reheat</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{c,ln}$</td>
<td>NA</td>
<td>314.26</td>
<td>314.26</td>
<td>342.66</td>
</tr>
<tr>
<td>$E_{PA} + E_{QA}$</td>
<td>NA</td>
<td>5.77</td>
<td>5.77</td>
<td>NA</td>
</tr>
<tr>
<td>$E_{in,C}Q_{G}$</td>
<td>NA</td>
<td>0.002</td>
<td>0.002</td>
<td>NA</td>
</tr>
<tr>
<td>$E_{in,tot}$</td>
<td>320.03</td>
<td>320.03</td>
<td>NA</td>
<td>320.03</td>
</tr>
<tr>
<td>$E_{process}$</td>
<td>NA</td>
<td>1.66</td>
<td>1.66</td>
<td>1.66</td>
</tr>
<tr>
<td>$E_{out,tot}$</td>
<td>NA</td>
<td>79.34</td>
<td>67.64</td>
<td>75.3</td>
</tr>
<tr>
<td>$E_{d,T}$</td>
<td>7.3</td>
<td>13.43</td>
<td>13.43</td>
<td>14.78</td>
</tr>
<tr>
<td>$E_{d,C}$</td>
<td>NA</td>
<td>5.53</td>
<td>5.53</td>
<td>NA</td>
</tr>
<tr>
<td>$E_{d,G}$</td>
<td>146.3</td>
<td>452.22</td>
<td>452.22</td>
<td>NA</td>
</tr>
<tr>
<td>$E_{d,FHN}$</td>
<td>NA</td>
<td>15.78</td>
<td>15.78</td>
<td>NA</td>
</tr>
<tr>
<td>$E_{d,tot}$</td>
<td>NA</td>
<td>486.96</td>
<td>486.96</td>
<td>NA</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Efficiencies (%)</th>
<th>Previous Analysis</th>
<th>Current Work Using $W_{T_1}$</th>
<th>Current Work Using $W_{T_2}$</th>
<th>With Turbine Reheat</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_B$</td>
<td>81</td>
<td>79.78</td>
<td>79.78</td>
<td>NA</td>
</tr>
<tr>
<td>$\eta_{TH}$</td>
<td>~80</td>
<td>NA</td>
<td>82.19</td>
<td>79.82</td>
</tr>
<tr>
<td>$\eta_m$</td>
<td>26</td>
<td>25.63</td>
<td>21.74</td>
<td>22.15</td>
</tr>
<tr>
<td>EUF</td>
<td>29</td>
<td>26.98</td>
<td>23.10</td>
<td>23.38</td>
</tr>
<tr>
<td>$E_{T}$</td>
<td>92.7</td>
<td>67.61</td>
<td>58.31</td>
<td>65.82</td>
</tr>
<tr>
<td>$E_{G}$</td>
<td>NA</td>
<td>55.76</td>
<td>55.76</td>
<td>NA</td>
</tr>
<tr>
<td>$E_{P}$</td>
<td>~34.5</td>
<td>25.40</td>
<td>21.63</td>
<td>22.18</td>
</tr>
</tbody>
</table>
The turbine reheat process requires an additional fuel use of 1.77 kg/s based on the additional energy transfer required to reheat the steam and the culm HHV.

5. Discussion

Of the two sets of outcomes from the current work, the first, based on the generator output, is more accurate for reasons outlined in the following section. It should be noted, however, that the reheat analysis should be compared to the second set of current work outcomes, based on the energy balance around the turbine. This is because the reheat analysis also depends on the energy balance method to determine the turbine work. Although the method is less accurate, the relative improvement of the reheat scenario may be seen and understood.

5.1. Accuracy

For the most part the results from this work and the previous work are within range. It may be noted, however, that there is a very large difference in the boiler exergy destruction rate. Because the previous analysis did not have a measurement of the culm exergy content, the methods in which they calculated the exergy destruction were very rough, whereas this work goes into detail about each exergy stream. The differences between the analyses have three major sources: actual data use, which includes effects of sensor accuracy, different reference conditions, and slightly different assumptions through the models.

The error between the two turbine work methods is found to be 13.7%. Although this is a high error, the accuracy errors of the sensors must be considered. Since 36 sensors are used in the calculation of \( W_{T,2} \), and only 1 sensor for \( W_{T,1} \), it is expected that \( W_{T,2} \) is less accurate than \( W_{T,1} \). A range of turbine work can be established using the operational data and the corresponding sensor accuracies. An upper bound of 81.84 MW is found if all operational data is adjusted using the accuracies to yield the maximum turbine work, and a lower bound of 76.84 MW when the data is adjusted to yield the minimum turbine work. The sensor error therefore accounts for some of the turbine work error, but not all. The rest of the error between the two values may be attributed to assumptions used.

5.2. Comparisons

Although the picture given by the reheat to current comparison is incomplete, it does show how the overall plant performances increase when steam reheat is introduced. Since more energy overall will be entering the turbine, more power may be produced.

Energy and exergy analyses are performed on a number of non-CFB steam boilers [10]. It is found that the boiler energy efficiencies range from 72.46% for a boiler using nanofluids [10], to 84% for a boiler using sugarcane bagasse [11], to 93.76% for a boiler using heavy fuel oil [12]. Results found through this work, 79.8%, are well within this range.

Boiler exergy efficiencies have been given as 24.89% [10], 27.6% [11], and 43.8% [12]. The exergy efficiency for the boilers in this analysis, 55.8%, is higher than these analyses. These results suggest that CFB boilers using culm create less exergy destruction than a variety of other common steam boilers.

Although the efficiencies of the plant examined in this work may be better or worse than other plants, the environmental aspects of the plant are relatively desirable. There is little energy expended in the transport and preparation of culm as a fuel source. It is also notable that the culm deposits throughout mining country are harmful to the environment. When compared to the impact of a pulverized coal power station, the environmental impacts of the plant examined in this work are small. A traditional coal plant necessitates coal mining, transport, and pulverization, all of which take a great deal of energy, infrastructure, and labor.

5.3. Future work and conclusion

In order to have a better understanding of the environmental impact of the system, a more detailed examination of the combustion process and emissions in the boilers is needed. There are also many other plant improvements that will be quantified, such as the effects of increased process steam use and decreasing the residue carbon in the ash. Finally, the environmental impacts of the plant will be expanded and quantified through an externality analysis.
A thermodynamic analysis is performed on an 88 MW cogeneration power plant using actual operational data. The turbine is found to have an isentropic efficiency of 82.19% and an exergetic efficiency of 67.61%. The boiler is found to have energy and exergy efficiencies of 79.78% and 55.76%, respectively. The overall plant has a thermal efficiency of 25.63% and an exergetic efficiency of 25.40%.
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Abstract: The present work deals with the simulation of an internal combustion engine running under motoring conditions. The scope is to investigate, in what extent the incorporation of a new heat transfer formulation and a new phenomenological crevice model into an in-house CFD code improves the accuracy of the model. To do this, the measured heat flux at a specific location on the cylinder head of the engine, the in-cylinder pressure and the integral length scale are compared with the corresponding ones calculated from the in-house CFD model running with and without the improved heat transfer and crevice sub-models. As far as the engine configuration is concerned, two cases have been examined, one using a shrouded valve and another with an unshrouded one. The measured data are available from the literature, where extended measurements have been conducted concerning a CFR engine. For the turbulence phenomena the RNG k-ε turbulence model is used. Comparing the calculated data with the measured ones it is concluded that the heat fluxes are greatly underpredicted when using the standard law-of-the-wall heat transfer formulation, while they are adequately calculated when the improved wall-function formulation is used. Moreover, it has been shown through the simulation that using the crevice model, better matching between the calculated and experimental cylinder pressure traces during the whole closed part of engine cycle is achieved, while the effect on the calculated heat flux is low. On the other hand, comparing the calculated integral length scale with the measured one, only the trend of the measured values is captured. In general, it is shown that by incorporating the new wall heat transfer formulation and the new phenomenological crevice model into the CFD code, an overall better matching between the calculated and the measured heat flux and the mean cylinder pressure traces is achieved.
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1. Introduction

One of the main physical processes affecting engine operation and exhaust emissions is the heat transfer inside the cylinder charge and through the cylinder boundaries. As engine simulation models are becoming major tools for engine design [1], many mathematical formulations have been proposed to adequately simulate the heat fluxes though the cylinder walls. This task is demanding due to the unsteady and highly inhomogeneous temperature distribution of the cylinder charge and the uncertainty existing in the determination of the initial and boundary conditions of this process. However, a proper estimation of the heat fluxes is a prerequisite especially for the computational fluid dynamic models (CFD), in order to provide valuable and reliable information regarding the interaction of engine design with engine efficiency, performance and emissions [2].

There are numerous experimental studies found in the literature concerning the measurements of heat fluxes on the cylinder walls, applied in diesel engines [3], spark-ignition engines [2,4], HCCI engines [5], and even in hydrogen-fueled engines [6]. Most of the aforementioned studies are followed by computer engine simulations, trying to develop numerical models that are capable of calculating reliably the heat flux through the cylinder boundaries [5,7,8].

On the other hand, the importance of taking into account the crevice volume by incorporating a detailed or a simple sub-model has already been established, and many research or commercial codes offer this option [9,10]. With a more detailed calculation of the trapped mass and its
variation during the engine’s cycle, the engine performance and emissions are predicted in better terms, since the calculated pressure history is considered more reliable both in motoring [11] and firing conditions [12] and the calculated emissions, mainly HC and NOx are closer to the measured values [13,14].

The main objective of the present work is to further examine the developed heat transfer formulation [15] incorporated in an in-house CFD code, when a new phenomenological crevice model is also used [16], and to investigate in what extent the accuracy of the calculated results has been improved. For doing so, the measured heat fluxes at a specific location on the cylinder head and the pressure traces of an internal combustion engine running under motoring conditions are used for two inlet valves designs, i.e. one shrouded and one unshrouded. Also, the trend of the measured integral length-scale is compared to the calculated one, revealing the adequacy of the turbulence model used.

2. Experimental facilities

The measurements used in the present study are taken from [17], where experimental studies on a Cooperative Fuel Research (CFR) engine were conducted. It should be stressed at this point that all measurements shown and all the calculations conducted are under motoring conditions, so that attention is paid only to the heat transfer process and not to combustion. The measurement of surface temperatures at a specific location on the cylinder head (28.6 mm away from the cylinder axis) led to the determination of the local heat flux together with the integral length-scale for two inlet valve designs, one using a shrouded valve and another with an unshrouded one. The in-cylinder pressure for each case has been also recorded. The engine’s specifications are given in Table 1. More details on the methodology followed for the implementation of the experimental measurements can be found in [17,18].

Table 1. CFR engine specifications.

<table>
<thead>
<tr>
<th></th>
<th>Unshrouded valve</th>
<th>Shrouded valve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bore</td>
<td>83 mm</td>
<td>114.3 mm</td>
</tr>
<tr>
<td>Stroke</td>
<td>6.3</td>
<td>10.5</td>
</tr>
<tr>
<td>Compression ratio</td>
<td>600 rpm</td>
<td>1200 rpm</td>
</tr>
<tr>
<td>Connecting rod length</td>
<td>254 mm</td>
<td></td>
</tr>
<tr>
<td>Intake valve opening</td>
<td>15 °C ATDC</td>
<td></td>
</tr>
<tr>
<td>Intake valve closing</td>
<td>50 °C BTDC</td>
<td></td>
</tr>
<tr>
<td>Exhaust valve opening</td>
<td>50 °C BBDC</td>
<td></td>
</tr>
<tr>
<td>Exhaust valve closing</td>
<td>15 °C ATDC</td>
<td></td>
</tr>
</tbody>
</table>

3. Numerical model

3.1. CFD model

The CFD code developed can simulate three-dimensional curvilinear domains using the finite volume method in a collocated grid. It incorporates the RNG k-ε turbulence model with some slight modifications to introduce the compressibility of a fluid in generalized coordinates, as described in [19]. It solves the following transport equations for the conservation of mass, momentum, energy and turbulence properties:

\[
\frac{\partial (\rho \phi)}{\partial t} + \nabla \cdot (\rho \vec{u} \phi) = \nabla \cdot \left( \Gamma_\phi \nabla \phi \right) + S_\phi + S_{\epsilon} \tag{1}
\]

In Table 2 all the variables corresponding to the general transport property are shown.

Table 2. Variables that represent the generalized variable in Equation (1).

<table>
<thead>
<tr>
<th>Generalized variable</th>
<th>Equation</th>
<th>$F_{\phi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Continuity</td>
<td>0</td>
</tr>
<tr>
<td>u</td>
<td>u–momentum</td>
<td>$\mu_{\text{eff}}$</td>
</tr>
<tr>
<td>v</td>
<td>v–momentum</td>
<td>$\mu_{\text{eff}}$</td>
</tr>
<tr>
<td>w</td>
<td>w–momentum</td>
<td>$\mu_{\text{eff}}$</td>
</tr>
<tr>
<td>h</td>
<td>Enthalpy</td>
<td>$\mu_{\text{eff}}/\sigma_h$</td>
</tr>
<tr>
<td>k</td>
<td>Turbulent kinetic energy</td>
<td>$\mu_{\text{eff}}/\sigma_k$</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Dissipation of turbulent kinetic energy</td>
<td>$\mu_{\text{eff}}/\sigma_\epsilon$</td>
</tr>
</tbody>
</table>

While for the turbulence model, the source terms of the turbulent kinetic energy and its dissipation can be found in [16], where an extra term ($S_{\text{RNG}}$) has been added to this turbulence model [20]. Also, all the constants used in the RNG k-ε turbulence model and the enthalpy equation, are in accordance with [20]. These constants retain their values at all cases examined in this study.

The solution follows the PISO algorithm for the velocity-density-pressure coupling, according to the methodology found in [21], which is more robust than the SIMPLE algorithm [22]. For the present simulations, it has been observed that with the PISO algorithm the model converges within almost half the CPU time compared to the one needed, when the SIMPLE algorithm was used.
The spatial discretization is based on the hybrid-differencing scheme, while the temporal one on the backward second-order Euler scheme. The transport properties (specific heat capacity under constant pressure, thermal conductivity and laminar viscosity) are calculated from least-squares fits proposed by NASA [23]. Further details of the in-house CFD model used, its evaluation and validation, together with the mesh generation model used, can be found in previous published studies of the authors [15,16,24].

3.2. Heat transfer model

By investigating various heat transfer models described in [15], it has been shown that the developed wall-function formulation in the aforementioned work performs better than the most widely used formulations found in the literature, especially during the compression stroke. This formulation is based on a compressible version of the standard law-of-the-wall [25] and includes the unsteady pressure term, which has been also shown in [7,26] to give more accurate results. The new wall-function formulation is shown in (2), where the temperature profile and the non-dimensional temperature are given separately.

\[
T^* = \frac{1}{0.4767} \left[ \ln \left( y^* + \frac{1}{0.4767 \, P_r} \right) - \ln \left( \frac{40 \, y^* + 1}{0.4767 \, P_r} \right) \right] + 10.2384 + P^* \left( \frac{y^* - 40}{0.4767 \, P_r} + 117.31 \right)
\]

\[
T^* = \frac{\rho u_\tau c_p T}{q_w} \ln \left( \frac{T}{T_w} \right)
\]

where \( y^* = y u_\tau / v \) is the non-dimensional distance from the wall, \( u_\tau = \sqrt{\tau_w / \rho} = C_{\mu}^{1/4} \sqrt{k} y / v \) is the friction velocity, and \( P^* \) is the non-dimensional pressure term, given from (3).

\[
P^* = \frac{dP/d\rho}{\rho u_\tau^2}
\]

The wall heat flux (in W/m²), which is inserted in the source term of the energy equation (\( S_0 \)) for the boundary cells, is shown in (4). This expression is used for every \( y^* \).

\[
q_w = \frac{\rho u_\tau c_p T}{0.4767} \ln \left( \frac{T}{T_w} \right) \left( \frac{dP}{d\rho} \right) \left( \frac{40 \, y^* + 1}{0.4767 \, P_r} \right) + 10.2384
\]

Further details concerning the development, implementation and validation of this new heat transfer model used in the in-house CFD, can be found in a previous work of the authors [15].

3.3. Crevice model

For the simulation of the crevices a quite simpler phenomenological model than the one found in [13] has been developed and incorporated into the in-house CFD code. The methodology followed is in accordance with the one presented in [13], but for the calculation of the mass flow rates between the crevice regions simpler expressions are used. The ring motion is neglected (axial and twist), as well as the flow through the ring grooves. For the calculation of the mass flow rates in every interring region, isentropic compressible flow is assumed and an equivalent surface is introduced [27]. This approach is followed, since in very few cases the actual ring-pack dimensions of an engine are known and the initial conditions needed for the ring motion are questionable. Even if the engine’s manual is available, where some characteristics of the rings and grooves are given, these are referred to the dimensions of the cold-state of the engine, without taking into consideration the thermal expansion of the piston and the rings. Moreover, in practical applications the ring-sets are sometimes replaced due to engine’s maintenance and no specifications are available. Therefore, in most of the cases, estimations are used for the various dimensions required by the more detailed models [14] and in other cases the dimensions are calibrated within the tolerance of specifications of the rings and crevices, in order for the calculated pressure history to fit the measured one [28].

The crevice model developed by the authors, takes as an input only the number of the piston rings and the estimated/approximated dimensions of the crevice regions, which are actually the equivalent discharge surface and the volume of every interring region. Fewer dimensions are needed than the model presented in [13], which makes the implementation of the present model easier. It should be stressed at this point that the implementation of this model can give reliable results, concerning mainly the variation of the in-cylinder mass. This parameter is actually of importance for in-cylinder simulations. However, for a detailed calculation of the pressures and mass flow rates within the ring regions during the
engine’s cycle, a more detailed crevice model is needed.

Further details concerning the description, implementation and evaluation of this crevice model can be found in [16].

4. Results and discussion

4.1. Grid and time-step independence studies

To determine the time-step of the calculations and the size of the grid used for the simulations, grid and time-step independence studies have been realized. The grid independence study was conducted for the engine using the shrouded valve, because for high swirl cases as the ones obtained with such valve geometry, the mesh should be as fine as possible. On the other hand, the time-step independence study was conducted only for the engine with the unshrouded valve, since it operates at lower rotational speed (600 rpm), and the requirements for a small time-step are higher.

Beginning with the grid-independence study, four different 3D meshes have been considered, with (10x10x20), (20x20x30), (30x30x40), and (40x40x50) grid lines along the x-, y- and z-axis, respectively, where the z-axis is the axial one. For every mesh the local heat flux was calculated at a specific location on the cylinder head using the heat transfer model developed in [15], where experimental measurements regarding the heat flux were also available. The calculated heat flux values at a specific location of the cylinder using the four alternative meshes are shown in Fig. 1.

As observed, the results obtained from the three finer meshes are very close, whereas the one corresponding to the coarser mesh differs significantly from the others. Also, the trend of the heat fluxes, when the mesh becomes finer, is in accordance to the one reported in [29]. Therefore, it is concluded that the accuracy provided by the mesh consisted by (30x30x40) grid lines along the three axis is adequate and this is used throughout this study.

As far as the time-step is concerned, four cases have been examined beginning with a very low value (0.25 °CA), which is very CPU demanding, but gives accurate results and gradually increasing it to 0.5, 1 and 2 °CA, where the accuracy is sacrificed for decreasing the computational time required. In all these cases examined the (30x30x40) grid has been used. Moreover, the time-step independence study has been conducted only for the case of low engine speed. Once the optimum time-step is determined, it is used for the high-speed case as well. The calculated local heat flux on the cylinder head using the different time-steps is shown in Fig. 2.

![Fig. 1. Comparison of the local heat flux for different cell sizes (CFR engine with shrouded valve)](image)

![Fig. 2. Comparison of the local heat flux for different time-steps (CFR engine with unshrouded valve)](image)

As observed, there is no significant difference in the results obtained using the three smaller time-steps. Therefore, the time-step chosen is 0.5 °CA, in order to have as detailed temporal calculations as possible and at the same time to keep the required CPU time at low levels.
4.2. CFR engine – Comparison of calculated with experimental results

In this section, the experimental results of [17] concerning the heat fluxes at a specific location on the cylinder head, 28.6 mm away from the cylinder axis, for two inlet valve designs (shrouded and unshrouded) are compared with the numerical results obtained with the in-house CFD model. The scope of this comparison is to investigate, in what extent the incorporation of the new heat transfer wall formulation and the phenomenological crevice model improves the accuracy of the in-house CFD model predictions. The operating conditions for the two inlet valve designs considered are shown in Table 3; while the calculated results correspond to three alternative CFD code configurations, as shown in Table 4.

Table 3. Engine operating conditions.

<table>
<thead>
<tr>
<th></th>
<th>Unshrouded valve</th>
<th>Shrouded valve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotational speed</td>
<td>600 rpm</td>
<td>1200 rpm</td>
</tr>
<tr>
<td>Swirl ratio</td>
<td>1.8</td>
<td>8</td>
</tr>
<tr>
<td>Inlet air temperature</td>
<td>703 K</td>
<td>588 K</td>
</tr>
<tr>
<td>Air temperature at IVC</td>
<td>747 K</td>
<td>630 K</td>
</tr>
<tr>
<td>Wall temperature</td>
<td>400 K</td>
<td>400 K</td>
</tr>
<tr>
<td>Rms velocity at IVC</td>
<td>5.9 m/sec</td>
<td>16.7 m/sec</td>
</tr>
</tbody>
</table>

Table 4. Theoretical cases examined.

<table>
<thead>
<tr>
<th>Case</th>
<th>Heat Transfer formulation</th>
<th>Crevice sub-model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>New [15]</td>
<td>Yes [16]</td>
</tr>
<tr>
<td>2</td>
<td>New [15]</td>
<td>No</td>
</tr>
<tr>
<td>3</td>
<td>Standard [25]</td>
<td>No</td>
</tr>
</tbody>
</table>

In Fig. 3 is shown the comparison of the calculated local heat fluxes with the measured one for the low-swirl case. The new wall-heat transfer formulation used is the one presented in a previous work by the authors [15]; while the crevice model is the one presented by the authors in [16]. Finally, the standard heat transfer formulation corresponds to the standard law-of-the-wall [25]. Comparing the calculated results between Case 1 and Case 2, the effect of the crevice model is depicted, while comparing the calculated results between Cases 2 and 3 the effect of the new wall heat transfer formulation becomes obvious.

As observed in this figure, taking into account the crevice regions does not actually influence the predicted heat flux on the cylinder head (Case 1 vs. Case 2). However, when the standard law-of-the-wall is used to simulate the heat transfer process, the heat fluxes are greatly underpredicted by a factor of almost two, as also stated by others researchers [7,8].

The measured heat flux approaches asymptotically the zero value after TDC [30], as is done also when the standard law-of-the-wall is used. On the other hand, the wall-heat transfer formulation (Cases 1,2) predicts negative heat fluxes beyond around 30 °CA ATDC. This is the only discrepancy observed, since during the compression stroke the matching between calculated and measured heat fluxes is quite good, and the value of the peak heat flux is well predicted together with its timing.

In order to better understand the importance of the simulation of the crevice regions, together with the use of an improved heat transfer formulation, the measured pressure traces are compared with the calculated ones using the three alternative CFD code configurations, for the low swirl mode, as shown in Fig. 4. It is obvious that by incorporating the new wall heat transfer formulation and the crevice sub-model (Case 1), the CFD code manages to predict quite good the cylinder pressure trace during the whole closed engine cycle, in contrast to what is observed for Cases 2 and 3, where the discrepancy between the measured and the calculated in-cylinder pressure becomes significant especially near the TDC.
Concerning the high-swirl case now, in Fig. 5, the measured heat fluxes at the same location on the cylinder head of the CFR engine are compared with the predicted ones (Cases 1-3) using the in-house CFD code.

As the rotational engine speed and the initial swirl ratio increase, the effect of the crevices on the peak heat flux is more intense (Case 1 vs. Case 2). Nevertheless, the trend during the compression and the expansion stroke is well captured for both CFD code configurations. The local heat fluxes using the standard law-of-the-wall (Case 3) are again significantly underpredicted, which support the conclusion of other researchers [7,8] that this formulation provides weak predictions of the heat transfer process.

Concerning the in-cylinder pressure traces for the high-swirl case, the comparison of the calculated with the measured ones is shown in Fig. 6.

When the simulation of crevices is omitted (Case 2), the peak pressure is overpredicted compared to the measured one, whereas the calculated pressure with the inclusion of crevices (Case 1) is almost identical to the measured one during the whole closed engine cycle. When the standard law-of-the-wall is used (Case 3), the peak in-cylinder pressure is slightly overpredicted. The discrepancy between the calculated and the measured cylinder pressure in this case is lower compared to the corresponding one at lower engine speed (Fig. 4), since in that case the calculated heat loss through the cylinder boundaries is low, forcing a steeper rise of the in-cylinder pressure.

For the high-swirl case there are also available measurements concerning the integral length-scale at the same location on the cylinder head (r=28.6 mm away from the cylinder axis). In Fig. 7 is shown the comparison between the measured and calculated integral length scale using the Case 1 CFD code configuration (new wall heat transfer formulation with crevice model). The calculated results using the other two CFD code
configurations (Cases 2 and 3) are not shown here, since identical numerical results are obtained.

The comparison revealed the necessity of using a detailed heat transfer model, such as the one proposed by the authors, since using the standard law-of-the-wall, the CFD model is not capable of reproducing neither the measured wall heat fluxes nor the measured pressure traces. It greatly under-predicts the former ones, while it over-predicts the latter one for all cases examined.

When the new wall-heat transfer formulation is used, both heat fluxes and pressure traces are calculated in much better terms, being much closer to the measured values.

The inclusion of a crevice model to the CFD code, although bringing a slight under-prediction of the heat fluxes, contributes in a great extent to the proper calculation of the in-cylinder pressure, during the whole engine cycle and especially near the TDC.

Moreover, the use of a detailed wall-heat transfer formulation and a crevice model do not actually influence the predicted integral length-scale, which follows the trend of the experimental one, although in absolute values high differences are observed.

Overall, using the new wall heat transfer formulation and the crevice sub-model proposed, a more fundamental description of the physical processes taking place inside the cylinder of an internal combustion engine is obtained, without affecting the computational time required for a simulation run, which is also a crucial parameter for multi-dimensional modeling. It is in the authors’ plans to examine to what extent these new models improve the predictive accuracy of the in-house CFD code, when simulating IC engines under firing conditions.

5. Conclusions

The present work identified in what extent the accuracy of an improved version of an in-house CFD code is enhanced, when a new wall heat transfer formulation together with a new crevice model are used. To achieve this, the measured local heat fluxes and the cylinder pressure traces for two inlet valve designs (shrouded and unshrouded ones) at two engine speeds are compared with the corresponding calculated ones for three CFD code configurations, i.e. Case 1, using the new wall heat transfer formulation with the new crevice model, Case 2, which is similar to the previous case, but without the crevice model, and Case 3 with a standard wall heat transfer formulation, but without crevice model.

As observed, the absolute value of the integral length-scale is not captured; however, qualitatively the predictions are correct. This discrepancy may be attributed to the fact that the integral length-scale has been measured at the wall, where the turbulence model used predicts a zero value. The calculated length-scale shown in Fig. 7 corresponds to the node adjacent to the wall on the cylinder head of the CFR engine. Nevertheless, the trend of the integral length scale is well captured, showing a minimum value just before TDC.

Fig. 7. Comparison of the local integral length-scale with experimental measurements [17] (CFR engine with shrouded valve)

5. Conclusions

The present work identified in what extent the accuracy of an improved version of an in-house CFD code is enhanced, when a new wall heat transfer formulation together with a new crevice model are used. To achieve this, the measured local heat fluxes and the cylinder pressure traces for two inlet valve designs (shrouded and unshrouded ones) at two engine speeds are compared with the corresponding calculated ones for three CFD code configurations, i.e. Case 1, using the new wall heat transfer formulation with the new crevice model, Case 2, which is similar to the previous case, but without the crevice model, and Case 3 with a standard wall heat transfer formulation, but without crevice model.

The comparison revealed the necessity of using a detailed heat transfer model, such as the one proposed by the authors, since using the standard law-of-the-wall, the CFD model is not capable of reproducing neither the measured wall heat fluxes nor the measured pressure traces. It greatly under-predicts the former ones, while it over-predicts the latter one for all cases examined.

When the new wall-heat transfer formulation is used, both heat fluxes and pressure traces are calculated in much better terms, being much closer to the measured values.

The inclusion of a crevice model to the CFD code, although bringing a slight under-prediction of the heat fluxes, contributes in a great extent to the proper calculation of the in-cylinder pressure, during the whole engine cycle and especially near the TDC.

Moreover, the use of a detailed wall-heat transfer formulation and a crevice model do not actually influence the predicted integral length-scale, which follows the trend of the experimental one, although in absolute values high differences are observed.

Overall, using the new wall heat transfer formulation and the crevice sub-model proposed, a more fundamental description of the physical processes taking place inside the cylinder of an internal combustion engine is obtained, without affecting the computational time required for a simulation run, which is also a crucial parameter for multi-dimensional modeling. It is in the authors’ plans to examine to what extent these new models improve the predictive accuracy of the in-house CFD code, when simulating IC engines under firing conditions.

Nomenclature

- $c_p$: specific heat capacity under constant pressure, J/kg/K
- $k$: turbulent kinetic energy (per unit mass), m$^2$/s$^2$
- $P$: pressure, N/m$^2$
- $Pr$: Prandtl number, -
- $P^*$: non-dimensional pressure term, -
- $q_w$: wall heat flux, W/m$^2$
- $r$: distance from the cylinder axis, m
- $S_{st}$: source term due to crevice flows
- $S_o$: source term
- $t$: time, s
Temperature, K

Inlet air temperature, K

Wall temperature, K

Non-dimensional temperature, -

Velocity along x-axis, m/s

Friction velocity, m/s

Velocity vector, m/s

Velocity along y-axis, m/s

Velocity along z-axis, m/s

Distance of the computational node from the wall, m

Non-dimensional distance from the wall, -

Diffusion coefficient, kg/m/s

Turbulent dissipation rate, m³/s³

Kinematic viscosity, m²/s

Density, kg/m³

Coefficient for the enthalpy equation, -

Coefficient for the turbulent kinetic energy equation, -

Coefficient for the dissipation of turbulent kinetic energy equation, -

Local wall shear stress, kg/m²

Generalized variable

Abbreviations

ABDC after bottom dead center

ATDC after top dead center

BBDC before bottom dead center

BTDC before top dead center

C°CA degrees of crank angle

CFD computational fluid dynamics

CPU central processing unit

CR compression ratio

HCCI homogeneous charge compression ignition

IVC inlet valve closure

PISO pressure implicit splitting of operators

rpm revolutions per minute

SIMPLE Semi-Implicit Method for Pressure Linked Equations

SR swirl ratio

TDC top dead center
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Optical Investigation in a GDI Engine Operating in Homogeneous and Stratified Charge Mixture Conditions Fuelled with Gasoline and Ethanol
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Abstract: Imaging and UV-visible spectral measurements were carried out in optical spark ignition engine to investigate the spray characteristics and flame propagation of gasoline and ethanol fuel for two different engine conditions, homogeneous and stratified charge mixture. Measurements were performed in the optically accessible combustion chamber realized by modifying a real 4 strokes four cylinder high performance gasoline direct injection (G.D.I) engine. The cylinder head was modified in order to allow the visualization of the fuel injection and the combustion process using an endoscopic system coupled to a high spatial and temporal resolution ICCD detector. All the optical data were correlated to the engine parameters and to the exhaust emissions.
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1. Introduction

In these past few years strict regulations dealing with pollutant emissions of internal combustion engine as well as heavy concerns about the related health problems have been the impulse to search and use alternative/biological fuels with respect to fossil one. Ethanol can be considered one of these, because it can be used as a fuel extender for petroleum-derived fuels, an oxygenate, an octane enhancer, and a pure fuel. The start up to ethanol production in the mid 1970s was due to the need to develop alternative supplies of motor fuel in response to the oil embargoes in 1973 and 1979. Then, its use was focused on special markets such as in Brazil or Sweden [1-2].

Many differences between ethanol and gasoline are noted down as reported in Table 1. In particular, ethanol has a lower heating value (LHV), about 60% even if its stoichiometric air/fuel ratio is also smaller than gasoline one, and therefore, the amount of energy per kg of stoichiometric mixture is similar for both fuel. Moreover, ethanol has higher research octane number (RON). These parameters allow higher compression ratios, higher boost in turbocharged engines, and higher spark advances before knock limit. Ethanol also has a higher vaporization heat and in this way the available energy amount per kg of stoichiometric mixture to cool the charge is three times bigger (about 3.65). This provides higher densities in the intake that may increase volumetric efficiency mainly in naturally aspirated engines with port fuel injection (PFI) engines, or better cooling of the in-cylinder charge in naturally aspirated and turbo charged direct injection engines. This latter feature furthermore reduces the knock sensitivity. If direct fuel injection and turbo charging are two of the most effective indications in advancing the efficiency of gasoline engines, there is no doubt in the use of pure ethanol. In particular, the effect of inhibiting knock has been already tested thanks to the evaporative cooling from direct ethanol injection and its high octane rating [3-5]. The chemical composition of ethanol requires larger amounts of fuel to be injected, thus leading to the danger of oil dilution with direct-injected combustion concepts.

Direct injection and turbo charging may therefore optimize pure ethanol-fuelled engines to a level of performance that exceeds gasoline engine efficiency, taking full advantage of ethanol’s higher octane number and vaporization heat. In order to contribute to these improvements, some non intrusive measurements in the cylinder must be performed so that the related chemical and physical events can be assessed. Various experimental studies were carried out in optically accessible closed vessel, model combustion chamber, and rapid compression machines and only recently in optical engine in order to study the ethanol blends combustion process [6]. In particular, combined optical techniques were used in order to analyze the fuel spray distribution and evaporation, mixture preparation and self-ignition [7].

This paper deals with imaging and spectral measurements of the natural emissivity both in the visible and in the near UV inside an optically
accessible engine. Just few works have been carried out in SI ethanol fuelled engines whereas the ultraviolet-visible spectroscopy of gasoline engine has been widely studied [8].

<table>
<thead>
<tr>
<th>Fuel property</th>
<th>Ethanol</th>
<th>Gasoline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formula</td>
<td>C2H5OH</td>
<td>C4 to C12</td>
</tr>
<tr>
<td>Molecular weight</td>
<td>46.07</td>
<td>100–105</td>
</tr>
<tr>
<td>Density, kg/l, 15/15 °C</td>
<td>0.79</td>
<td>0.69–0.79</td>
</tr>
<tr>
<td>Boiling point, °C</td>
<td>78</td>
<td>27–225</td>
</tr>
<tr>
<td>Vapor pres., kPa at 38 °C</td>
<td>15.9</td>
<td>48–103</td>
</tr>
<tr>
<td>Specific heat, kJ/kg·K°</td>
<td>2.4</td>
<td>2</td>
</tr>
<tr>
<td>Viscosity, mPa s at 20 °C</td>
<td>1.19</td>
<td>0.37–0.44</td>
</tr>
<tr>
<td>Low. heating val., 10³ kJ/l</td>
<td>21.1</td>
<td>30–33</td>
</tr>
<tr>
<td>Autoignition temp., °C</td>
<td>423</td>
<td>257</td>
</tr>
<tr>
<td>Flammability lim., Vol %</td>
<td>4.3/19</td>
<td>1.4/7.6</td>
</tr>
<tr>
<td>Stoichiometric air/fuel</td>
<td>9</td>
<td>14.7</td>
</tr>
<tr>
<td>Octane number</td>
<td>90-100</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 Fuel chemical and physical properties

Simultaneous use of spectral emissivity and imaging measurements in UV-visible range have shown to be a powerful tool as well as high speed imaging of combustion process thanks to the presence in this region of the well-known “water bands” emitted by OH radical, CH, CN and C₂HCO. Moreover, carbonaceous material and CO-O can be observed in this spectral range [7].

2. Experimental Apparatus and Procedures

2.1 ENGINE

A spark ignition direct injection (DI), inline 4-cylinder, four stroke, displacement of 1750 cm³, supercharged, high performance engine was used. It had a six holes nozzle on the injector tip, between the intake valves oriented at 45° angle with respect to the cylinder axis, and a valve timing variation in order to optimize intake and exhaust valve lift for all the engine speed. Further details are reported in Table 2.

<table>
<thead>
<tr>
<th>Vol. cylinder, cm³</th>
<th>435.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bore, mm</td>
<td>83</td>
</tr>
<tr>
<td>Stroke, mm</td>
<td>80.5</td>
</tr>
<tr>
<td>Turbine</td>
<td>Exh. gas turbocharger</td>
</tr>
<tr>
<td>Max boost press, bar</td>
<td>2.5</td>
</tr>
<tr>
<td>Valve timing</td>
<td>Ivo 31°,Ive -1.5°,Evo -21°,Evc 39.5°</td>
</tr>
<tr>
<td>Vol. comp. ratio</td>
<td>9.5:1</td>
</tr>
<tr>
<td>Max power</td>
<td>147.1 kW at 5600 rpm</td>
</tr>
<tr>
<td>Max torque</td>
<td>320.4 Nm at 1400 rpm</td>
</tr>
</tbody>
</table>

Table 2 Engine specifications

A quartz pressure transducer was installed into the spark plug in order to measure the combustion pressure. The in-cylinder pressure, the rate of chemical energy release and the related parameters were evaluated on an individual cycle basis and/or averaged on 500 cycles [9].

An optical sapphire window (5 mm diameter) was installed in the engine head in the 4th cylinder. It allowed a view of the combustion chamber by an endoscopic probe. With this configuration, the endoscope field of view turned out to be exactly centered in the combustion chamber and was perpendicular to the axis of the cylinder, and then perpendicular to the plane of tumble motion. Using an endoscope with a viewing angle of 70°, it was therefore possible to classify an area that included the spark and the fuel injection.

2.2 OPTICAL APPARATUS

Imaging and polychromatic chemiluminescence measurements from ultraviolet (UV) to visible were performed by means of the optical experimental set-up shown in Figure 1.

![Figure 1 Sketch of the experimental setup for optical investigation and detail of the combustion chamber.](image)
bowl of the combustion chamber with high spatial resolution. Chemiluminescence signals were collected and focused on the entrance slit of a spectrograph through an UV-Visible objective. Spectrograph was 15 cm focal length, f/4 luminous, and equipped with a grating of 300 g/mm, blazed at 300 nm, with a dispersion of 3.1 nm/mm. The spectral image formed on the spectrograph exit plane was matched with a gated intensified CCD camera. Data were detected with the spectrograph placed at two central wavelengths, 325 and 575 nm, respectively, and the intensifier-gate duration was set to 83 µs in order to have a good accuracy in the timing of the different investigated events. Engine synchronization with ICCD camera was obtained by the unit delay connected to the signal coming from the engine shaft encoder. All experiments were made by measuring the in-cylinder combustion pressure, exhaust emissions and performance.

3. Result and Discussion

All the tests presented in this paper were carried out at engine speed of 1000 rpm, minimum load and cold condition (T=323 K) using gasoline and ethanol. The absolute intake air pressure and temperature are fixed at 300 mbar and 303 K, respectively. The spark timing was fixed to operate in the MBT (Maximum Brake Torque) condition (12° BTDC). The fuel injection occurred always at fixed pressure of 30 bar. Two different fuel injection strategies and two different fuels were tested. Initially, homogeneous charge condition (HC1) and stratified charge one (SC1) were taken into account and then the effect of ethanol injection was examined. In particular, by using ethanol the injection duration was longer to operate in stoichiometric condition due to the different ethanol stoichiometric air-fuel ratio as reported in Table 1.

For all the test cases, the injection duration was chosen to obtain stoichiometric equivalence ratio, as measured by a lambda sensor installed at the engine exhaust. More details about the engine operating conditions are reported in Table 3. It is particularly important to note that the in-cylinder pressure at SOI (Start Of Injection) was different for each conditions. In particular the SOI of SC2 condition was set to 60 CAD BTDC in order to achieve the best combustion stability in this engine condition.

<table>
<thead>
<tr>
<th>test</th>
<th>Charge Condition</th>
<th>DOI [°CA]</th>
<th>SOI ATDC [°CA]</th>
<th>Pressure @ SOI [mbar]</th>
</tr>
</thead>
<tbody>
<tr>
<td>HC1</td>
<td>Homogeneous</td>
<td>4.8</td>
<td>-265</td>
<td>295</td>
</tr>
<tr>
<td>SC1</td>
<td>Stratified</td>
<td>4.8</td>
<td>-70</td>
<td>680</td>
</tr>
<tr>
<td>HC2</td>
<td>Homogeneous</td>
<td>7.2</td>
<td>-265</td>
<td>295</td>
</tr>
<tr>
<td>SC2</td>
<td>Stratified</td>
<td>7.2</td>
<td>-60</td>
<td>920</td>
</tr>
</tbody>
</table>

Table 3 Engine operating conditions

Figure 2 reports the pressure averaged curves for the conditions of Table 3. Data in Fig. 3 and Table 4 show an improvement in terms of combustion stability between homogeneous and stratified charge condition. Nevertheless, pressure measurements and derived engine parameters give global data and do not allow following locally the combustion process [10].

For this purpose, optical techniques have been adopted in order to have detailed information on thermo and fluid dynamic phenomena that occur into the combustion chamber.

3.1 Injection Phase

Gasoline Injection

<table>
<thead>
<tr>
<th>test</th>
<th>IMEP [bar]</th>
<th>COV IMEP [%]</th>
<th>CO [%]</th>
<th>HC [ppm]</th>
<th>Opacity [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>HC1</td>
<td>0.8</td>
<td>19.34</td>
<td>0.4</td>
<td>170</td>
<td>2.5</td>
</tr>
<tr>
<td>SC1</td>
<td>0.8</td>
<td>8.4</td>
<td>1.4</td>
<td>1070</td>
<td>5.6</td>
</tr>
<tr>
<td>HC2</td>
<td>0.8</td>
<td>15</td>
<td>0.45</td>
<td>175</td>
<td>0.7</td>
</tr>
<tr>
<td>SC2</td>
<td>0.8</td>
<td>5.9</td>
<td>0.6</td>
<td>400</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 4 Engine performance and exhaust emissions for both fuels investigated
Figure 3 (a) reports a selection of images for the engine running in homogeneous charge condition at start of injection (SOI) 265°CA BTDC. In this condition the spray shows a rapid vaporization of the fuel and a good homogenization of the charge due to the significant air motion in the cylinder. At the injection start, the intake valves are open and the piston is descending, the air motion is mainly determined by the intake duct shape that provides a strong tumble motion. The tumbling motions enhance fuel vaporization and fuel-air mixing. On the other hand, for stratified charge condition (SOI at 70° ca BTDC), the piston is in the compression phase, the intake valves are closed and the piston bowl causes the tumble motion in the opposite direction. In this condition the spray is led to the spark plug by the air motion and the bowl and a little amount of fuel impacts on the piston surface forming a fuel film not completely vaporized.

This creates fuel-rich regions with high density of low-volatile fuel compounds contributing to the higher level of HC measured at the exhaust than the homogeneous charge combustion condition. Moreover, these deposits of fuel generate locally fuel-rich zones that ignite when the normal flame front reaches them. (figure 5) When the flame front propagates up to the piston bowl region, it induces a diffusion-controlled flame that produces high soot concentration at the exhaust too. These results agree with literature data [11-12].

Ethanol Injection

A second series of images was obtained in the ethanol fuelled engine. The reduced image sequence reported in Figure 4 gives the spray evolution for HC2 (a) and SC2 (b). The same effect was observed in the spray images as previously discussed. Observation of the injection process has furthermore revealed that in the homogeneous charge conditions (0.2 bar of cylinder pressure) there were some fundamental differences in the ethanol and gasoline sprays.

The different characteristics were evident on the ethanol images, which allowed the six individual plumes to be clearly seen in contrast to the gasoline one which shows a single cloud. That originates probably from differences in the liquid properties of alcohol fuels compared to the hydrocarbons typically found in gasoline. Ethanol has a viscosity more than double when compared...
to the main gasoline hydrocarbon components such as pentanes, octanes and xylenes [6]. Increasing the in cylinder pressure to 0.9 bar, at the SOI of stratified condition, the spray is less open than the ethanol homogeneous case (Fig. 4b). This means that the effect of liquid properties is less with respect to the gasoline injection at the same pressure.

3.2 Combustion Phase

Figure 5 shows a selection of images detected in the combustion chamber for the HCl and SC1 engine conditions. The evidence of spark ignition is represented by a luminous arc near the spark plug. It occurs around 12 CAD BTDC. The spark luminosity persisted until 6 CAD BTDC when the flame kernel was well observable, even if its luminosity was much lower than the spark. Then the flame kernel moves from the spark plug with different trend due to the different distribution of air-fuel ratio in the two injection strategies. In the condition with SOI at 265 CAD the flame front moves with a radial like behaviour. While, for the strategy with SOI at 70 CAD, there is a strongly asymmetry in the flame front, the flame has a preferential propagation mode, since it reaches first the cylinder walls in the injector region.

The flame front propagation depends mainly on the turbulence and the air-fuel ratio; in particular it increases with the increase of turbulence and the AFR. A can be assumed similar in the two investigated conditions, which differ only for the SOI, while, the AFR distribution is totally different. In the stratified combustion condition the injector sprayed the fuel through the piston bowl on the spark plug, and the air motion due to the piston bowl surface allows to a small amount of fuel to get into the exhaust valves region, this effect is amplified during the little time between the injection and the spark start. Therefore, the presence of rich mixture in the bowl region, near the injector, has direct effect on the flame evolution in terms of kernel propagation, velocity but also on the cyclic variability and flame stability [13] as shown in table 4. Figure 6 reports a selection of images obtained in the engine fuelled with ethanol for the injection strategies with SOI 265° and 60°ca BTDC, respectively. Also in this case it is possible to observe a different flame front evolution to confirm the different air-fuel ratio distribution.

In particular, in the HC2 the flame front has a radial like behaviour, while, in SC2, it is asymmetric, with elongated shape in the injector direction. In this case the difference between the stratified and homogeneous flame front are less evident with respect to the gasoline one.
For the two fuels it is clear that the stratified flame front, in the first phase of combustion, spreads faster than the homogeneous case; this is due to the lower lambda in the piston bowl region. Then, around 12 CAD ATDC, the flame size becomes similar, and finally greater in the homogeneous case, probably because the mixture near the cylinder walls is richer than the stratified one.

Some clear differences, due to the fuel, can be seen in terms of presence of small diffusive flames. In the gasoline case, several bright spots were detected in the burned gas before the flame front reached the chamber walls. Bright spots were due to the ignition of the fuel-rich zones created by the fuel droplets stuck on the piston surfaces and near the valve. The ignition was induced by normal flame propagation.

A retrieving procedure of the optical data was realized to process each image. In this way it was possible to evaluate the luminous signal locally in each point of the combustion chamber and calculate the centroid of luminosity.

Figure 7 a and 7 b show the evolution of the centroid of luminosity in the two investigated conditions, for Gasoline and Ethanol respectively.

It can be observed that, in the stratified condition, the flame front propagates rapidly to the right in the injector direction due to the charge stratification, while in the other condition the centroid of luminosity position is located near the cylinder central axis.

To confirm this result Figure 8 reports the heat release and heat release rate of the selected conditions. As you can see, combustion
performances are different for two injection strategies and for two fuels.

The phasing of combustion defined by the location of peak pressure was faster and the peak pressure was higher by 1.5 bar for Ethanol. Similar trends are shown (Figure 8) by the integral heat release.

In the SC1 and SC2 case, higher pressure values and heat release were measured and evaluated until around 40°ca ATDC. At this time a crossing for the selected cycles was observed both in the pressure signals and heat-release curves, these signals remained lower than in the homogeneous one until the opening of the exhaust valves. This effect seems to indicate that in homogeneous charge combustion the process starts later but a higher amount of fuel and oxygen burns. Thus, the stratified strategy induces less efficient fuel consumption during the flame front propagation and more fuel is available to HC and soot production.

In terms of different behaviour between the two fuels Fig. 8 revealed that at ignition timing the ROHR for ethanol was lower, it is probably due to lower in-cylinder temperatures being higher injected quantity and cooling capacity. However, after ignition the ROHR rise was faster than gasoline.

In order to identify the chemical species that featured the flame, natural emission spectroscopy was applied in the combustion chamber. Figure 9 reports the spectra detected for gasoline and ethanol, for different crank angles. It can be noted that the spectra showed two peak centered at 280 nm and 309 nm due to OH radical emission. Moreover, a broadband emission, from 250 to 500 nm, was detected only for gasoline. This band was due the convolution of HCO Vayda bands from 250 nm to 410 nm, and HCHO Emelous bands from 340 nm to 523 nm [7]. Moreover, for the ethanol it seems to be absent any HCO band and it is always observed a strong peak centred at 431 nm due to the CH. In the late combustion phase (50 CAD ASOS) spectra measured were characterized, only for gasoline, by...
a strong continuous contribution that increased with the wavelength in the visible range. This band, typical of blackbody emission is due to the soot particles. It is a confirmation of the higher exhaust emission, in terms of opacity value, for gasoline than ethanol.

Conclusions
The effects of the fuel and the injection strategies on the combustion process and on the pollutant formation in a real high performance GDI SI boosted engine were investigated. The engine was equipped with an endoscopic probe and light unit fiber in order to visualize the injection and the combustion. The engine worked at 1000 RPM, idle load, cold condition, and stoichiometric equivalent ratio.

The effect of different SOI, in order to obtain homogeneous and stratified charge mixture, was investigated and two fuels, gasoline and pure ethanol, were tested. Gasoline spray was more sensible to air motion and changes in cylinder pressure. On the other hand ethanol spray plumes were thinner, more compact and not sensitive to change SOI (in cylinder pressure).

The effect of the different fuel injection strategies on the flame propagation, distribution and speed were evaluated. In particular for both fuels the stratified flame front, in the first phase of combustion, spreads faster than the homogeneous case, due to the A/F ratio distribution, moreover the burning of fuel impinged on the piston bowl produces more soot and HC.

Ethanol showed the higher peak pressures and faster burning rates compared to gasoline. The ethanol flames show a smaller number of bright spots than gasoline, may be associated with lower levels of soot.

The use of ethanol coupled to stratified charge strategies allowed the improvement in the performances stability and the reduction in the exhaust particulate matter and HC.
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Optical Characterization of the Thermo-Chemical Processes in a SI Small Engine for the Reduction in Fuel Consumption and Pollutants Emission
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Abstract: In the next future, small internal combustion engines still can be optimized in terms of combustion efficiency, of the cycle-to-cycle stability control, fuel consumption and pollutant exhaust emissions. To this aim it is necessary to better understand the fluid dynamic and thermo-chemical phenomena occurring in these complex systems. The objective of the present study is to analyze the effect of fuel injection mode on the in-cylinder mixture formation, combustion process and exhaust emission. In particular the change of phasing and the splitting of the fuel injection (double injection strategies) were tested. Specific fuel injection strategies were proposed as technological inexpensive key for the reduction in fuel film deposits and the improvement of the combustion process efficiency. The cycle resolved visualization was used to study the flame kernel inception, to follow the flame front propagation and to investigate the in-cylinder pollutant formation and emission.

Keywords: Optical diagnostics; SI Small Engine; Fuel Consumption; Pollutants Emission.

1. Introduction

One of the most interesting innovation path for the reduction in fuel consumption and pollutants emission is shift from gasoline-powered vehicles to electric-powered vehicles. The shift would have several concrete benefits on the local air quality in the densely packed cities. This effect could be very important in some countries as China, India and other non-OECD countries that suffer pollutant and traffic problems caused by the rapid urbanization. Moreover the electric-powered vehicles would reduce the dependence on imported petroleum [1].

While the public transit systems are well reacting to the electric-power conversion, there are resisting forces in the two-wheel vehicle market, especially for scooters and motorcycles. The superior performance of gasoline-powered motorcycles is a powerful limiting factor. The growth in the EPV market is dependent on continuous improvement in battery cost and performance.

The role of the two-wheel vehicles in the above mentioned countries is fundamental because they represent the low-cost form of private transport in small and medium size cities where public transit service is limited or the city is geographically disperse. Moreover, future mobility analysis and transport trend studies demonstrated that in the next decade, the two-wheel vehicles and the small engine vehicles will be more and more widely used for transportation in urban areas [2, 3, 4]. Almost all these vehicles is equipped with port-fuel-injected (PFI) spark ignition (SI) engine. Processes in PFI engines were reasonably well understood thanks to synergy between the experimental diagnostics and numerical methodologies. On the other hand, still little work has been done for two-wheel vehicle engines. The optimization of the two-wheel vehicle engine efficiency especially at low speeds and high loads is required to satisfy the future emission and fuel consumption standards. The proposal of low-cost solutions for this target would be desirable. For this goal the improvement in the basic knowledge of the thermo-fluid dynamic phenomena occurring during the injection and the combustion process is necessary.

The objective of the present study is the analysis of fuel injection mode effects on mixture formation, combustion process and exhaust emission. In this work, specific fuel injection strategies were suggested as technological inexpensive key for the reduction in fuel film deposits and for the improvement of the combustion process efficiency. In particular the phasing was changed and the fuel injection was split (DIS_Double Injection Strategy).
The experiments described in the paper are part of the research activities realized to optimize 4-stroke engines with low cost solutions [5, 6]. They can be useful in the future also for new generation engines for small urban vehicles.

2. Experimental Apparatus

The experimental investigations were performed on an optically accessible single-cylinder, PFI, four-stroke SI engine. The engine bore and stroke were 72 mm and 60 mm, respectively, and the geometric compression ratio was 11. The engine was equipped with the cylinder head of a commercial 250 cc motorcycles engine. A four-valve, pent-roof chamber engine was mounted on an elongated piston. The engine reached a maximum speed of 5000 rpm. At 5000 rpm the maximum performance is: 7.9 kW and 14.7 Nm. These values are calculated considering a mechanical theoretical efficiency of 85%, since the real efficiency of experimental engines is lower than real engines because of higher friction losses.

The head had a centrally located spark plug and a quartz pressure transducer was flush-installed in the combustion chamber to measure the combustion pressure. The in-cylinder pressure, the rate of chemical energy release and the related parameters were evaluated on an individual cycle basis and/or averaged on 400 cycles [7]. A lambda sensor was installed at the engine exhaust for the measurement of the air/fuel ratio.

A special customized lube oil and coolant conditioning unit for transparent single cylinder engine application was used. The conditioning unit contains two pumps: one for oil and one for water. The oil pressure in the circuit can be adjusted through a pressure control valve (spill valve). A coolant heater, installed in the cooling water circuit, is foreseen to heat up engine coolant during engine operation as well as engine lube oil via the coolant/oil heat exchanger.

A section of the concentric flat-bottomed piston bowl was replaced with a sapphire window to enable the passage of optical signals coming from the combustion chamber. To reduce the window contamination by lubricating oil, the elongated piston arrangement was used together with self-lubricating Teflon-bronze composite piston rings in the optical section.

During the combustion process the emitted radiations passed through the sapphire window and they were reflected toward the optical detection assembly by a 45° inclined UV-visible mirror located at the bottom of the engine.

Cycle resolved flame visualization was performed using a 8-bit high speed CMOS (complementary metal-oxide semiconductor) camera. The camera was equipped with an extreme light sensitive image sensor and with a 50 mm focal Nikon lens. The resolution was 512x512 pixel with a speed of 5000 fps, the spectral range extended from 400 nm to 900 nm. A camera region of interest was selected (360 x 360 pixel) to obtain the best match between spatial and temporal resolution. This optical assessment allowed a spatial resolution around 0.25 mm/pixel and a frame rate of 7188 fps. The exposure time was fixed at 10 μs. The Crank Angle Encoder signal synchronized the camera and the engine through a unit delay. AVL Indimodul recorded the TTL signal from the camera acquisitions together with the signal acquired by the pressure transducer. In this way, it was possible to determine the crank angles where optical data were detected.

Steady-state measurements of CO, CO₂, HC and NOx were performed in the undiluted exhaust. Gaseous emissions were measured by AVL Digas 4000 constituted by an electrochemical sensor for NOx and non-dispersive infrared (NDIR) analyzers for HC, CO and CO₂. Tests downstream a three-way catalyst were performed. The exhaust temperature was kept constant using a thermo-control device placed upstream of the catalyst.

3. Results and Discussion

All the tests presented in this section were carried out at an engine speed of 4000 rpm at wide open throttle. The intake air temperature was fixed at 298 K and the cooling water temperature was set at 333 K. Commercial gasoline was injected at 3 bar in the intake manifold.

<table>
<thead>
<tr>
<th>Test name</th>
<th>n. of injection</th>
<th>SOI [CAD vs TDC]</th>
<th>DOI [CAD]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV</td>
<td>1</td>
<td>0</td>
<td>235</td>
</tr>
<tr>
<td>CV-OV</td>
<td>1</td>
<td>130</td>
<td>245</td>
</tr>
<tr>
<td>OV</td>
<td>1</td>
<td>-360</td>
<td>245</td>
</tr>
<tr>
<td>DIS</td>
<td>2</td>
<td>-360</td>
<td>112</td>
</tr>
</tbody>
</table>
Different starts of injection or phasing were tested: fuel injection at intake valves closed (CV); fuel injection at intake valves open (OV); fuel injection at intake valves opening (CV-OV); fuel injection splitting (DIS_Double Injection Strategy).

The tested engine conditions were detailed in Table 1. The valve timing diagram is shown in Figure 1.

For each condition the fuel injection duration was fixed to obtain the same IMEP (Indicated Mean Effective Pressure) value averaged on 400 consecutive engine cycles. In particular the value of 7.0 bar with standard deviation lower than 0.1 bar was considered, as shown in Figure 2. The electronic spark timing was fixed to operate at the maximum brake torque.

The thermal evolution and fluctuation of the pressure signal due to the cyclic variation was satisfactory, as reported in Figure 3. It shows the trend of the maximum combustion pressure value with the related standard deviation values reported as error bars. This result demonstrated that the heat transfer among the different components of the optical engine could be considered negligible.

Pressure measurements give useful and real-time cycle-resolved information on the combustion process. On the other hand they don’t allow a local analysis that is necessary for detailing the thermal and fluid dynamic phenomena that occur in the combustion chamber. Optical techniques are powerful tools for this kind of investigation even if they are high-costs methodologies. They need specific engines and instrumentations and often are not user-friendly. In this work, optical techniques based on high spatial resolution and cycle resolved visualization were applied to characterize the combustion process for different injection modes.

In a port-fuel-injected (PFI) engine, the fuel is generally injected at the backside of a closed intake valve to take advantage of the warm valve and port surfaces for vaporization. However, a large part of the injected spray is deposited on the intake manifold surfaces and form a layer of liquid film on the valve and port surfaces. The film needs to be re-atomized by the shearing airflow as the intake valves open. If these fuel layers are not well atomized they enter the cylinder as drops and ligaments [8 - 12]. These phenomena occur in varying degrees and depend upon the engine design, injector location and engine operation. Potentially, the fuel can enter the cylinder in a poorly atomized state, leading to increased unburned hydrocarbon emissions. This is particularly true during cold operation, when evaporation is low. In the small engines, such as scooter and small motorcycle engines, the fuel injection occurs in intake manifold smaller than...
light-duty vehicle engines, increasing the criticism of fuel-wall interaction. Previous experiments in similar engine conditions demonstrated that the injector sprayed the fuel towards the plate between the intake valves and on the intake valves steams. The droplets impingement induced fuel deposits formation on the intake manifold walls. The fuel deposits were drawn by gravity on the valve head where they remained as film due to the surface tension. At TDC (Top Dead Centre), the intake valves lift is around 1 mm as shown in Figure 1. From this point, part of the droplets was carried directly into the combustion chamber by the gas flow. The droplets sucked in the combustion chamber stuck on the cylinder walls and on the piston surface.

The fuel film around the valves and the fuel droplets on the combustion chamber walls created fuel-rich zones that developed dynamically under the effect of the gas flow influencing the composition of the mixture and hence the combustion process [8, 13].

Similar results were observed in the other selected engine conditions, as shown in Figures 5-7.

Figure 4. Cycle-resolved flame visualization detected for the CV condition.

To better understand this phenomenon, cycle resolved digital imaging of the combustion process was performed. Figure 4 reports the flame propagation detected in the combustion chamber for the CV condition. The evidence of spark ignition was represented by a luminous arc near the spark plug. It occurred around 21 CAD BTDC (Crank Angle Degrees Before Top Dead Centre) and it persisted until 17 CAD BTDC. At this time the flame kernel was already observable, even if its luminosity was very lower than the spark. Then the flame kernel was well resolvable and it moved from the spark plug towards the cylinder walls.

Figure 5. Cycle-resolved flame visualization detected for the CV_OV condition.

Figure 6. Cycle-resolved flame visualization detected for the OV condition.

Figure 7. Cycle-resolved flame visualization detected for the DIS condition.
Figure 8. Flame emission detected at 11.1 CAD BTDC for four engine cycles.

Figure 9. Flame emission detected at 7.8 CAD BTDC for four engine cycles.

In order to calculate the engine cycle variability of flame kernel, combustion images were acquired at the same crank angle for several consecutive cycles for each operating condition. Figures 8 and 9 report flame emission images detected at 11.1 and 7.8 CAD BTDC for four engine cycles. The integral luminosity measured at 7.8 CAD BTDC evaluated on 400 consecutive cycles is shown in Figure 10 together with the related standard deviation, the average deviation and the variance for each tested condition. The highest cycle-to-cycle variation was evaluated in the CV_OV condition; whereas the most stable kernels were the OV and DIS conditions. The kernel variability seems to be correlated to the wrinkling of the flame front outline due to the combustion reaction zone, as it can be observed in Figures 4-7. The negative curvatures in the flame front are due to non-homogeneous local distribution of the fresh mixture in the combustion chamber. This influenced the subsequent evolution of the flame propagation [14, 15]. In fact, around 4 CAD BTDC, the flame front shape showed more evident negative curvature and an asymmetry especially in the CV condition. This result is detailed in Figure 11 where the flame front outlines are evaluated by fixing a threshold according to the metric technique [16]. In the CV conditions, the flame reached first the cylinder walls in the exhaust valves region. This effect was due to the fuel film deposited on the intake valves that created fuel reach zones in the combustion chamber that slowed down the flame propagation.

Figure 10. Percentage variation with respect to the mean value of the integral luminosity measured at 7.8 CAD BTDC on 400 consecutive cycles.

Figure 11. Flame front outlines evaluated at 4.5 CAD BTDC for the selected cycles.
Moreover, as clearly shown in Figures 4-7, several bright spots were detected in the burned gas before the flame front reached the chamber walls. As discussed in previous works [5, 6, 17] the bright spots were due to the fuel deposits on the sapphire window caused by the strip atomization of the fuel squeezing. The fuel deposits created fuel-rich zones with sub-millimeter size that ignited when reached by the normal flame front. When the fuel injection occurred totally or partially in open-valve condition the effect was enhanced by the partial carrying of the injected fuel droplets directly into the combustion chamber due to the gas flow. An amount of the droplets stuck on the cylinder walls and a part was deposited on the piston surface. The fuel injection splitting reduced the number of bright spots if compared to OV condition and their size if compared to the CV_OV condition. This result demonstrated a reduction in fuel droplets impingement on the piston surfaces.

An evident difference in the flame propagation for the tested engine conditions was observed around TDC. In fact, when the flame front reached the intake valves, an abnormal combustion took place and strongly luminous flames outlined the valves. Theses flames persisted well after the normal combustion event.

The effect can be observed in Figure 12 that reports the last phase of the combustion process for the conditions shown in Figures 4-7. The abnormal combustion was correlated to the fuel film amount deposited on the intake valves. The fuel impinged on the intake manifold walls were drawn by gravity on the valve head where they remained as film due to the surface tension. The fuel layers were squeezed and only partially stripped. When the flame approached the intake valve region, the increasing heat exchange between the intake ports and the surrounding gas led to the fuel film evaporation. The residual fuel layers burned creating abnormal flames [18].

The higher fuel amount near the intake valves in the CV and CV_OV conditions induced more fuel-rich zones. When the fuel injection occurred at
open-valve, fuel deposition was reduced, some droplets were sucked in the combustion chamber, then they stuck on the cylinder walls and on the piston surface. During the CV-OV condition, the high level of micro-turbulence near the valve port gap was not able to induce a vaporization stronger than CV condition or a droplet flow towards the chamber as in OV. The droplets number increased because of the simultaneous effects of collision and coalescence. In the double injection strategy (DIS) the duration of interaction between air-flow and fuel droplets increased. The fuel vaporization improved and the fuel layer amount decreased. The reduction in mean droplets size also reduced the fuel deposits on the piston surfaces. The diffusion-controlled flame luminosity in DIS condition was lower than in single injection.

Previous spectroscopic investigations proved that the abnormal combustion due to fuel film burning was characterized by diffusion-controlled flames. The flame spectra showed a strong continuous contribution that increased with the wavelength in the visible range, typical of carbonaceous structures and soot [19, 20]. Thus the abnormal combustion luminosity was associated with particulate and HC concentration in the combustion chamber. The in-cylinder results agree with exhaust measurements and with literature [8]. As shown in Figure 13, the highest HC level at the exhaust was measured for CV-OV condition while the lowest value was obtained in the double injection condition (DIS). The better fuel-air mixture that occurred in the open valve fuel injection strategy and in particular in the double injection case, reduced the CO\(_2\) concentration. Since the IMEP value was the same for the tested conditions, these results demonstrated a reduction in fuel consumption in DIS case.

The typical trade-off between NO and CO was measured, as reported in Figure 14. NO decreases and CO increases together with the HC decrease for OV and DIS condition. This result can be caused by a reduction in thermal and prompt NO. Prompt NO is formed in the near-burner area by rapid reactions between hydrocarbon radicals and nitrogen that are relatively insensitive to temperature. It is assumed that HCN is formed through the reaction between the hydrocarbon fragment \(\text{CH}_2\) and \(\text{N}_2\). The product species, as HCN, are subsequently transformed into other species and in particular in CO.

**Conclusions**

The target of optimizing the small engines for urban cars and two-wheel vehicles needs the detailed knowledge of thermo-fluid dynamic phenomena occurring during the injection and the combustion process. In this work the effect of the fuel injection mode on mixture formation and combustion process was investigated. Cycle resolved visualization was used, it was supported by post-detection image procedures and by in-cylinder and exhaust conventional measurements. Different starts of injection were tested. Moreover a Double Injection Strategy (DIS) was studied and suggested as low-cost solution for the reduction in the wall wetting and fuel film deposits formation. The wall wetting makes a precise control of fuel delivery very difficult. The over-fuelling in port fuel injected gasoline engines is required to compensate for wall wetting and the poor evaporation process especially under cold starting conditions.
conditions. Since the diffusive flames used the oxygen not completely consumed after the normal flame front propagation, the exhaust evaluation of oxygen level and the lambda control strategies could be strongly misleading. The interaction between the flame front and the fuel film deposits on the intake valve and on the cylinder surfaces determined the inception of diffusion-controlled flames that persisted after the normal combustion event and caused the formation and emission of soot and unburned hydrocarbons. The fuel injection splitting induced a more homogeneous distribution of fuel-air charge. The effect was a reduction in HC and NOx emission at fixed engine performance. Moreover, CO2 and fuel consumption reduction were measured.
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Exergoeconomic Comparison between Spark-Ignition Engine and Compression-Ignition Engines with Hydro-carbonated and Renewable Fuels
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Abstract: The plentiful of renewable energy in every part of the world, has created an expectation for rich and poor countries and especially for Brazil, because – as a developing nation – it must utilize its huge geographic and hydrographic potential in order to use this energetic alternative resource. The present work establishes an exergoeconomic comparison between internal combustion engines using ethyl alcohol and octane for Otto cycle engines, biodiesel and dodecane for Diesel cycle engines with power rating from 50 to 500 kW. A numeric simulation was implemented to calculate the thermodynamic and exergoeconomic parameters, considering the complete combustion with air-theoretical. The exergoeconomic analysis was based on the fuel-product methodology, which uses complementary equations necessary to calculate the exergetic cost of each flow. The expected results were very significant, because, despite of being a theoretical simulation it has used monetary values currently practiced by the market for the equipment and fuel price.
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1. Introduction
Nowadays in Brazil, 60% of the generated energy comes from renewable sources, while other countries intend to reach 12% of them around 2010. Currently, 85% of the world energy is from fossil origin and 80% of this energy has their usage concentrated in about 10 countries. The expectation of Brazil being consolidated as the world main supplier of renewable fuel with high energetic content, becomes practicable thanks to its continental dimension placed in a tropical area, and for its plentiful hydro resources (22 to 24% of the whole sweet water of the planet), as well as its huge unoccupied areas.

In this scenery, biodiesel appears as an alternative to reduce the petroleum-derived fuel dependency as long as a new market for the oily-derived fuel, with the expectation to reduce pollution discharge. The introduction of biodiesel in the fuel market will represent a new dynamic for agroindustry, with its consequent multiplying effects in other segments of economy, involving vegetable oil, alcohol and diesel oil along with the resources and by-products of the ester vegetable production.

The PROBDIESEL, is a program that comprehends integrated actions, in researching network, for the development of production technology and usage of biocombustion mixture, which aims the evaluation of its practicability and its technical, social-environmental and economic competitively for the Brazilian market and future exportation, along with its production and special distribution among the different regions of the country. It also involves researching actions and technological development, including field tests, in vegetable/diesel-oil addition, as well as specific technology that may implement the social-economic development of rural community settings by electricity and fuel production.

The competitively for ethanol national production in different regions of Brazil, the PROALCOOL program, the inner-structure for production and distribution already existing, the experience acquired and the performance of the technology developed for the productive chain of sugar cane, the automotive sector, the opportunity to substitute imported diesel oil and contribute for money saving, job and income generation, these are all synergy elements for the national biodiesel production. The PROALCOOL program had as a primary motivation, in its original conception, solve the discharge balance problem, due to the vertiginous uprising prices for diesel oil import.
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The exergoeconomic (or thermoeconomic) methodology was created in order to support a thermal and economical analysis for thermal systems. These analysis aims to ratify the technical and economical viability of equipments and industrial plants, which have always produced reliable results. This new approach, also based on conservation concepts, enlarge the energetic analysis including the use of the Second Law and concepts of irreversibility and exergy.

2. Methodology
The exergoeconomic analysis have a meaning objective, among others, determine the exergetics and monetary costs of all system components; allowing the knowledge and the comprehension of the forming process of these costs; promoting the optimization not only of the specific variables of each system component, but of the whole system.

This detailed analysis was obtained with the contribution of the Thermodynamics Second Law in conjunction with exergetic analysis, in which, according to [1], it would permit a better measurement to evaluate the magnitude of lost energy in relation to the amount of supplied energy under the form of energetic resource; it would also permit a better measurement of quality or loss from a thermodynamic point of view, thus becoming a good variable to define the reasonable efficiency for the energetic system.

2.1. Exergoeconomic Analysis
In [2], the author had synthesized this analysis based on the Fuel – Product concept, proposing a systemic approach in each component, with the purpose to generate auxiliary equations needed to calculate the exergetic costs of each flow. He had called this methodology of Exergoeconomic Analysis, which comprehends the following steps:

- Make an exergetic balance in each system component;
- Make an economic analysis of the subsystems;
- Obtain the costs balance of exergy flows in each component; and
- Calculate the parameters that would permit the analysis of the processes associated to each component.

The economic rating of the thermodynamic flows that perform one cycle, will be set up for the operational conditions later defined, always focusing the utilization of the available exergy from burning process of octane (C₈H₁₈), ethylic alcohol (C₂H₅O) for spark ignition engines, biodiesel (C₁₇H₃₃CO₂CH₃) and dodecane (C₁₂H₂₅) for Diesel cycle engine. The exergoeconomic method combines the exergetic and economic analysis, and was applied to Otto and Diesel Standard Cycles to reveal which one is thermoeconomically more efficient.

2.2. Exergetic Cost
The exergy balance gives the destruction value of exergy in each component of the system and this destruction is equal to the difference between incoming and out-coming exergy from the volume control. This happens because, in a real process, there will be always destruction and loss resulting in a bigger exergy in the entrance of the process, in relation to the product exergy. The exergetic cost of a product is therefore composed by the resources exergy, the external loss exergy and the irreversibility. As well shown in Fig. 1, the exergetic cost of the product will always be bigger than the resource.

![Fig. 1. Fuel (F), Product (P), Destruction (D) and Loss (I)](image)

The exergetic balance in each component can be expressed as:

\[ B_p = B_F - I - B_D \]  

(1)

Starting from the concept of exergetic or reasonable efficiency, that is the relation between the product exergetic variation and the resource exergetic variation needed to the process, we can define the unitary exergetic cost as being the inverse relation, such as:

\[ k = \frac{\text{Exergy of Resource}}{\text{Exergy of Product}} = \frac{B_{\text{resource}}}{B_{\text{product}}} = 1 + \frac{\text{Loss}(I) + \text{Destruction}(D)}{\text{Product}(P)} = \frac{B_i^*}{B_i} \]  

(2)

Where \( k \) is the unitary exergetic cost, \( B_i^* \) is the exergy expressed in (kW) necessary to conceive the desired product, and \( B_i \) is the minimum quantity of exergy expressed in (kW).
corresponding to the ideal process for the conception of the product. Obviously, \( k \) will be greater than or equal to the unity, and in an externally reversible process this factor will become equal to one.

In [3], the authors have formulated an endowment proceeding of exergetic costs, based only in thermodynamics precepts, such as:

- The exergetic cost of a flow (\( B' \)), resource (\( F' \)), or product (\( P' \)) is the real quantity of exergy needed to produce it;
- A detailed analysis of the global nature of the process and of the function of each subsystem in progressive formation of the final products, is the only requirement needed to solve the endowment problem of exergetic costs;
- The exergetic costs in the entrance of an equipment or component of the system should be rated with the flow that outcome from it.

Based on these postulates, a collection of proposition has been created and the systematic application on the equipments will permit us value the exergetic costs of the flows. These propositions will be set up in a general way, and afterwards will be applied in the systems to be considered.

- Proposition 1 – The exergetic cost is a conservative property:
  \[
  \sum_{\text{entrance}} B'_i - \sum_{\text{exit}} B'_j = 0
  \]  
  (3)

- Proposition 2 – for a system or control of volume with more than one energetic resource, the outflows unitary exergetic costs must be equal to the inflows ones (resource rules). For a general system example as shown on Fig. 2, we have:

  \[
  \frac{B'_1}{B_1} = \frac{B'_2}{B_2} \quad \frac{B'_1}{B_1} = \frac{B'_3}{B_3}
  \]  
  (4)

- Proposition 3 – if a system has a product formed by various flows, the exergetic cost will be the same for each one of them (product rule). In the Fig. 2 example we have:

  \[
  \frac{B'_2}{B_2} = \frac{B'_3}{B_3}
  \]  
  (5)

- Proposition 4 – in the absence of value of an external loss flow, we shall admit a null exergetic cost. In this example we have:

  \[
  \frac{B'_4}{B_4} = 0
  \]  
  (6)

- Proposition 5 – in the absence of external value, the exergetic cost of the inflows in the system is equal to its exergy. In this example we have:

  \[
  B'_i = B_i
  \]  
  (7)

3. Energetic and Exergoeconomic Formulation of Engines

3.1. Energetic Analysis of Internal Combustion Engines

The energetic analysis of internal combustion engines involve chemical reaction, which include hydro-carbonated fuel combustion, and since we are mentioning a power generator device, the thermodynamic analysis of reagent systems are basically an extension of Thermodynamic First and Second Laws. Schematically, a surface of control involving our objective of study is shown on Fig. 3, characterizing the air and fuel inflows, and the outflows of exhaust gases, heat and – mainly – work.

![Fig. 3. Surface of control involving an internal combustion engine](image)

During the combustion process, the mass of each element remains the same. This way, describing a chemical reaction basically implies on mass conservation of each composing element of the fuel and the oxidant. This way, we should consider the octane combustion with quantity of air theoretical, which is the minimum amount of air
needed to supply enough oxygen for a complete combustion of all carbon and hydrogen, as (8). Where \(a, b, c\) and \(d\) represent the number of moles of oxygen, dioxide of carbon, water and nitrogen respectively. In the first member we consider that 3.76 moles of nitrogen join each mole of oxygen. Applying the principle of mass conservation to carbon, hydrogen, oxygen and nitrogen respectively, we can obtain a system of four equations and four unknown members. Solving this system, the balanced chemical equation becomes as (8a).

In the same way, for the ethyl alcohol, dodecane and biodiesel combustion respectively, we should have (9), (10) and (11). The energetic balance for reagent systems in permanent regime may be evaluated admitting the hypothesis that air-fuel combination and combustion products can be considered ideal gases, besides ignoring the effects of kinetic and potential energy, as shown in (12).

\[
\begin{align*}
C_3H_{18} + a \,(O_2 + 3.76\,N) &\rightarrow b\,CO_2 + c\,H_2O + d\,N_2 \\
C_3H_{18} + 12.5(O_2 + 3.76\,N) &\rightarrow 8\,CO_2 + 9\,H_2O + 47\,N_2 \\
C_2H_4O + 3(O_2+3.76\,N) &\rightarrow 2CO_2+3H_2O+11.28N_2 \\
C_{12}H_{26} + 18.5(O_2 + 3.76N) &\rightarrow 12\,CO_2 + 13\,H_2O + 69.56\,N_2 \\
C_7H_{12}CO_2CH_3 + 27\,(O_2+3.76N2) &\rightarrow 19CO_2+18H_2O+101,52N_2
\end{align*}
\]

\[
\dot{Q}_{\text{net}} - \dot{W}_{\text{net}} = \sum_{p} n_p (\hat{h}_p^\circ + \Delta \hat{h}_p) - \sum_{g} n_g (\hat{h}_g^\circ + \Delta \hat{h}_g)
\]

With these conceptions, the balance of mass and energy for a volume of control with various inflows and outflows becomes evident by (12), where \(\dot{Q}_{\text{net}}\) and \(\dot{W}_{\text{net}}\) are respectively the heat flow and the work flow (power) getting out of the volume of control; \(n_{\text{in}}\) represents the molar fuel flow; the coefficient \(n_c, n_n\) correspond to the respective coefficient from (8.a) to (11) of the respective reaction, supplying the reagent moles and the products per mole of fuel; \(\hat{h}_p\) is the enthalpy of formation of products and reagent and \(\Delta \hat{h}\) symbolizes the difference of molar enthalpy of reagents and products in the inflow and outflow of the volume of control.

The fuel consumption denoted by \(m_f\) is well defined as the relation between the fuel masses outflow and its time unit. The mostly used parameter to relate the fuel flow to the power (Pot) is the fuel specific consumption \(\text{sfc}\) given by (13). For spark-ignition combustion engines, the fuel specific consumption according to [4] assumes values of 75 \(\mu\)g/J = 270 g/kWh. For compression-ignition engines this parameter assumes values of 55 \(\mu\)g/J = 200 g/kWh.

\[
sfc = \frac{m_f}{Pot}
\]

For diesel engine using biodiesel, assuming a 40% efficiency with biodiesel having 36000 kJ/kg of heating power, the fuel specific consumption results in 250 g/kWh. In [5], the authors determined that sfc with a function of the engine speed, is higher in biodiesel than in diesel oil. Bench-test results previously reported showed that the average value of sfc for biodiesel is 17% greater that that of diesel oil.

### 3.2 Exergetic Analysis of Internal Combustion Engines

Exergy can be defined as the greater theoretical job possible to be obtained in relation to the state of reference to a temperature \(T_0\) and pressure \(P_0\). The system exergy can be obtained by:

\[
B = (E - U_o) + P_o(V - V_{re}) - T_0(S - S_o)
\]

Where \(E\) (the sum of internal energy, potential and kinetic), \(V\) and \(S\) denote the energy, the volume and the system entropy respectively, while \(U_o, V_{re}\).
and $S_i$ are values of the same properties if the system were in the state of reference. There are several ways to calculate the exergy with a system of equation that must be specifically chosen for each case. We have, for example, the exergy due to the heat exchange that is defined by:

$$B_{\text{heat}} \approx \left(1 - \frac{T_{i}}{T_{c}}\right)\dot{Q}_{w}$$  \hspace{1cm} (15)

The chemical exergy is defined according to the type of process and chemical reactions of each process. In this case, the chemical exergy of the fuel in liquid form has been defined according to [6] by the product of coefficient $\beta$ and the lower heat power, as follows:

$$B_{\text{ch}} = \beta \cdot P_{\text{Cl}}$$  \hspace{1cm} (16)

For hydro-carbonated liquid fuel, the coefficient $\beta$ can be determined by (17):

$$\beta = 1.0506 + 0.0144 \frac{\text{H}}{\text{C}}$$  \hspace{1cm} (17)

where $\text{H}/\text{C}$ is the atomic relation between its elements. For liquid fuel since ethylid alcohol and biodiesel, the coefficient $\beta$ can be determined by (18):

$$\beta = 1.0401 + 0.1729 \frac{Z_{\text{H}}}{Z_{\text{C}}} + 0,0432 \frac{Z_{\text{O}}}{Z_{\text{C}}}$$  \hspace{1cm} (18)

where $Z_{\text{H}}/Z_{\text{C}}$ and $Z_{\text{O}}/Z_{\text{C}}$ is the mass fractions between its elements of the fuel.

In [7], the authors suggested for the calculation of chemical exergy of combustion gases of a hydro-carbonate type of $\text{C}_n\text{H}_m$ an equation given in terms of Gibbs Function of the respective substance products of combustion, as follows:

$$B_{\text{ch}} = \begin{bmatrix}
  -\tilde{g}_{\text{fuel}} + \left(m + \frac{n}{4}\right)\tilde{g}_{\text{O}_2} \\
  -m\tilde{g}_{\text{CO}_2} - \frac{n}{2}\tilde{g}_{\text{H}_2\text{O(gas)}}
\end{bmatrix}(T_{O_2}, P_{O_2}) +
\begin{bmatrix}
  -R_{T_{O_2}} \ln \left(\frac{y_{\text{O}_2}}{(y_{\text{CO}_2})^{m+1/4} (y_{\text{H}_2\text{O}})^{n/2}}\right)
\end{bmatrix}$$  \hspace{1cm} (19)

Defined the equations to determine the exergy of each flow, we started from (3) and taking Fig. 3 as volume of control we can establish the exergetic balance for the internal combustion engine and apply particular equations to the case in study, obtained this way for the exergetic cost ($B^*$) the following equation:

$$B_{\text{fuel}}^* + B_{\text{air}}^* - B_{\text{power}}^* - B_{\text{heat}}^* - B_{\text{gases}}^* = 0$$  \hspace{1cm} (20)

With the support of the complementary equations, previously defined by the propositions of cost endowment, we can establish a system of equations in order to define the exergetic cost for each flow. From the proposition 3 (products rule) we can assert that the unitary cost of heat is equal to the unitary cost of power, or:

$$\frac{B_{\text{fuel}}^*}{B_{\text{heat}}^*} = \frac{B_{\text{power}}^*}{B_{\text{power}}^*}$$  \hspace{1cm} (21)

From proposition 4 we can attribute a null exergetic cost for the gas exhaustion flow and for the air flow:

$$\frac{B_{\text{gases}}^*}{B_{\text{air}}^*} = 0$$  \hspace{1cm} (22)

From proposition 5 we can attribute exergetic cost equal to exergy itself of the fuel:

$$B_{\text{fuel}}^* = B_{\text{fuel}}$$  \hspace{1cm} (23)

### 3.3. Analysis of Monetary Parameters

The methodology to value the monetary costs is an application of a cost balance to a subsystem or equipment as shown on Fig. 4.

$$\text{Monetary} \begin{bmatrix}
\text{fuel (F [KW])} \\
\text{subsistem or equipment} \\
\text{products (P [KW])}
\end{bmatrix} \\
\begin{bmatrix}
C_F \text{ [R$/kW] } \\
C_p \text{ [R$/kW]}
\end{bmatrix} \\
Z \text{ [R$/\text{unit]}}$$  \hspace{1cm} (24)

![Fig. 4. Balance of Monetary Cost](image)

The balance shown on Fig. 4 can be mathematically represented as follows:

$$C_F B_F = C_F B_F + Z$$  \hspace{1cm} (24)

Where $C_F$ and $C_p$ represent the costs in monetary unit per exergy unit for the resource and the product respectively; in the same way $B_F$ and $B_p$ represent the amount of exergy for the resource and the product, and $Z$ is the invested capital. In the particular case of a plant in operation and
already paid, we can take $Z$ as a null value, although that’s not the case, because the capital invested in each internal combustion engine is an important economic parameter for comparison. To determine $Z$, we shall consider:

$$Z_{(t)} = \frac{3600 \times (A/P)}{t_{op}} \times F_l$$

Where $t_{op}$ represents the useful time life (in seconds); $F_l$ represents the investment for each equipment or subsystem; $(A/P)$ represents the capital recovering factor and will be calculated by (26), considering I the interest rate (varying from zero to 1); and $N$ represents the reimbursement period (in years).

$$\left( \frac{A}{P} \right) = \frac{I \times (1 + I)^N}{(1 + I)^N - 1}$$

4. Results and Discussions

These results were obtained from the numeric simulation in EES educational platform, attempting to the thermodynamic modeling established on the third section, where the parameters of entrance were established for power rating from 50 to 500 kW. Other parameters of entrance were obtained from literature as shown on Table 1; the monetary values of the equipment (diesel and gasoline engines) and the fuel were researched and obtained from values currently practiced by market.

The Table 2 and Table 3 summarize the thermodynamic properties at various points at the power operating conditions. The exergy analysis of the system and its components are carried out using fuel-product relationships and (14) – (19).

### Table 1. Entrance Data for Numeric Simulation

<table>
<thead>
<tr>
<th>Entrance Parameter</th>
<th>Otto Engine</th>
<th>Diesel Engine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power [kW]</td>
<td>50 to 500</td>
<td>50 to 500</td>
</tr>
<tr>
<td>Air Temperature [K]</td>
<td>298</td>
<td>298</td>
</tr>
<tr>
<td>Fuel Temperature [K]</td>
<td>298</td>
<td>298</td>
</tr>
<tr>
<td>Exhaustion Gas Temperature [K]</td>
<td>1800</td>
<td>1800</td>
</tr>
<tr>
<td>Fuel specific consumption [kg/kWs]</td>
<td>0.000075</td>
<td>0.000055</td>
</tr>
<tr>
<td>Initial Investment [R$]</td>
<td>45,000.00</td>
<td>60,000.00</td>
</tr>
<tr>
<td>Hydro-carbonate Fuel Price [R$/m^3']</td>
<td>2,500.00</td>
<td>1,750.00</td>
</tr>
<tr>
<td>Renewable Fuel Price [R$/m^3']</td>
<td>900.00</td>
<td>1000.00</td>
</tr>
<tr>
<td>Useful Life Time - (10 years) [s]</td>
<td>315360000</td>
<td>315360000</td>
</tr>
</tbody>
</table>

### Table 2. Thermodynamic Properties (Exergy and Exergetic Cost) at Octane and Dodecane Fuel

<table>
<thead>
<tr>
<th>Power [kW]</th>
<th>$B_{n=3}$ [kW]</th>
<th>$B_{\text{Octane} \text{C}<em>{12} \text{H}</em>{26}}$ [kW]</th>
<th>$B_{\text{Heating} \text{C}<em>{12} \text{H}</em>{26}}$ [kW]</th>
<th>$B_{\text{Octane} \text{C}<em>{12} \text{H}</em>{26}}$ [kW]</th>
<th>$B_{\text{Heating} \text{C}<em>{12} \text{H}</em>{26}}$ [kW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>178.8</td>
<td>130</td>
<td>2841</td>
<td>1930</td>
<td>0.6242</td>
</tr>
<tr>
<td>100</td>
<td>266.6</td>
<td>193.9</td>
<td>4237</td>
<td>2878</td>
<td>1.294</td>
</tr>
<tr>
<td>150</td>
<td>399.9</td>
<td>290.8</td>
<td>6355</td>
<td>4317</td>
<td>2.911</td>
</tr>
<tr>
<td>200</td>
<td>533.2</td>
<td>387.8</td>
<td>8473</td>
<td>5757</td>
<td>5.175</td>
</tr>
<tr>
<td>250</td>
<td>666.5</td>
<td>484.7</td>
<td>10592</td>
<td>7196</td>
<td>8.086</td>
</tr>
<tr>
<td>300</td>
<td>799.8</td>
<td>581.6</td>
<td>12710</td>
<td>8635</td>
<td>11.64</td>
</tr>
<tr>
<td>350</td>
<td>933.1</td>
<td>678.6</td>
<td>14828</td>
<td>10074</td>
<td>15.85</td>
</tr>
<tr>
<td>400</td>
<td>1066</td>
<td>775.5</td>
<td>16947</td>
<td>11513</td>
<td>20.7</td>
</tr>
<tr>
<td>450</td>
<td>1200</td>
<td>872.5</td>
<td>19065</td>
<td>12952</td>
<td>26.2</td>
</tr>
<tr>
<td>500</td>
<td>1333</td>
<td>969.4</td>
<td>21183</td>
<td>14391</td>
<td>32.35</td>
</tr>
</tbody>
</table>
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The Table 4 and Table 5 shows results obtained from the exergoeconomic analysis of the system for hydro-carbonate and renewable fuels at engine correspondent. The exergoeconomic analysis of the system and its components are carried out using fuel-product relationships and (20) – (26).

Table 3. Thermodynamic Properties (Exergy and Exergetic Cost) at Ethyl Alcohol and Biodiesel Fuel

<table>
<thead>
<tr>
<th>Power [kW]</th>
<th>B_{heat} [kW]</th>
<th>B_{ex} [kW]</th>
<th>B_{heat} [kW]</th>
<th>B_{ex} [kW]</th>
<th>B_{heat} [kW]</th>
<th>B_{ex} [kW]</th>
<th>B_{heat} [kW]</th>
<th>B_{ex} [kW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>83.34</td>
<td>94.88</td>
<td>86.65</td>
<td>81.37</td>
<td>0.2418</td>
<td>0.1825</td>
<td>0.2418</td>
<td>0.1825</td>
</tr>
<tr>
<td>100</td>
<td>166.7</td>
<td>189.8</td>
<td>173.3</td>
<td>162.7</td>
<td>0.9645</td>
<td>0.7286</td>
<td>0.9645</td>
<td>0.7286</td>
</tr>
<tr>
<td>150</td>
<td>250</td>
<td>284.6</td>
<td>259.9</td>
<td>244.1</td>
<td>2.164</td>
<td>1.636</td>
<td>2.164</td>
<td>1.636</td>
</tr>
<tr>
<td>200</td>
<td>333.4</td>
<td>379.5</td>
<td>346.6</td>
<td>325.5</td>
<td>3.836</td>
<td>2.903</td>
<td>3.836</td>
<td>2.903</td>
</tr>
<tr>
<td>250</td>
<td>416.7</td>
<td>474.4</td>
<td>433.2</td>
<td>406.9</td>
<td>5.976</td>
<td>4.528</td>
<td>5.976</td>
<td>4.528</td>
</tr>
<tr>
<td>300</td>
<td>500.1</td>
<td>569.3</td>
<td>519.9</td>
<td>488.2</td>
<td>8.582</td>
<td>6.507</td>
<td>8.582</td>
<td>6.507</td>
</tr>
<tr>
<td>350</td>
<td>583.4</td>
<td>664.2</td>
<td>606.5</td>
<td>569.6</td>
<td>11.65</td>
<td>8.84</td>
<td>11.65</td>
<td>8.84</td>
</tr>
<tr>
<td>400</td>
<td>666.7</td>
<td>759</td>
<td>693.2</td>
<td>651</td>
<td>15.17</td>
<td>11.52</td>
<td>15.17</td>
<td>11.52</td>
</tr>
<tr>
<td>450</td>
<td>750.1</td>
<td>853.9</td>
<td>779.8</td>
<td>732.4</td>
<td>19.14</td>
<td>14.56</td>
<td>19.14</td>
<td>14.56</td>
</tr>
<tr>
<td>500</td>
<td>833.4</td>
<td>948.8</td>
<td>866.5</td>
<td>813.7</td>
<td>23.57</td>
<td>17.94</td>
<td>23.57</td>
<td>17.94</td>
</tr>
</tbody>
</table>

Table 4. Results of Exergoeconomic Analysis for Operating Conditions with Hydro-Carbonated Fuel

<table>
<thead>
<tr>
<th>Power [kW]</th>
<th>B_{ex} [kW]</th>
<th>C_{p} [R$/kJ]x10^8</th>
<th>C_{p} [R$/kJ]x10^8</th>
<th>C_{p} [R$/kJ]x10^8</th>
<th>C_{p} [R$/kJ]x10^8</th>
<th>P_{ex} [R$/s]</th>
<th>P_{ex} [R$/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>176.6</td>
<td>129.3</td>
<td>52.45</td>
<td>37.02</td>
<td>0.00843</td>
<td>0.01109</td>
<td>0.4215</td>
</tr>
<tr>
<td>100</td>
<td>263.2</td>
<td>192.9</td>
<td>52.45</td>
<td>37.02</td>
<td>0.004261</td>
<td>0.005567</td>
<td>0.843</td>
</tr>
<tr>
<td>150</td>
<td>392.3</td>
<td>288.6</td>
<td>52.45</td>
<td>37.02</td>
<td>0.002887</td>
<td>0.003735</td>
<td>1.264</td>
</tr>
<tr>
<td>200</td>
<td>519.7</td>
<td>383.8</td>
<td>52.45</td>
<td>37.02</td>
<td>0.00222</td>
<td>0.002819</td>
<td>1.686</td>
</tr>
<tr>
<td>250</td>
<td>645.6</td>
<td>478.6</td>
<td>52.45</td>
<td>37.02</td>
<td>0.001788</td>
<td>0.002227</td>
<td>2.107</td>
</tr>
<tr>
<td>300</td>
<td>769.9</td>
<td>572.8</td>
<td>52.45</td>
<td>37.02</td>
<td>0.001514</td>
<td>0.001903</td>
<td>2.529</td>
</tr>
<tr>
<td>350</td>
<td>892.7</td>
<td>666.6</td>
<td>52.45</td>
<td>37.02</td>
<td>0.001317</td>
<td>0.001642</td>
<td>2.95</td>
</tr>
<tr>
<td>400</td>
<td>1014</td>
<td>759.9</td>
<td>52.45</td>
<td>37.02</td>
<td>0.001117</td>
<td>0.001445</td>
<td>3.372</td>
</tr>
<tr>
<td>450</td>
<td>1134</td>
<td>852.8</td>
<td>52.45</td>
<td>37.02</td>
<td>0.001056</td>
<td>0.001293</td>
<td>3.793</td>
</tr>
<tr>
<td>500</td>
<td>1252</td>
<td>945.2</td>
<td>52.45</td>
<td>37.02</td>
<td>0.000964</td>
<td>0.001171</td>
<td>4.215</td>
</tr>
</tbody>
</table>

Table 5. Results of Exergoeconomic Analysis for Operating Conditions by Renewable Fuel

<table>
<thead>
<tr>
<th>Power [kW]</th>
<th>B_{ex} [kW]</th>
<th>C_{p} [R$/kJ]x10^8</th>
<th>C_{p} [R$/kJ]x10^8</th>
<th>C_{p} [R$/kJ]x10^8</th>
<th>C_{p} [R$/kJ]x10^8</th>
<th>P_{ex} [R$/s]</th>
<th>P_{ex} [R$/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>83.1</td>
<td>94.7</td>
<td>37.75</td>
<td>28.86</td>
<td>0.004184</td>
<td>0.005555</td>
<td>0.2092</td>
</tr>
<tr>
<td>100</td>
<td>165.7</td>
<td>189</td>
<td>37.75</td>
<td>28.86</td>
<td>0.002123</td>
<td>0.002802</td>
<td>0.4184</td>
</tr>
<tr>
<td>150</td>
<td>247.9</td>
<td>283</td>
<td>37.75</td>
<td>28.86</td>
<td>0.001437</td>
<td>0.001886</td>
<td>0.6276</td>
</tr>
<tr>
<td>200</td>
<td>329.5</td>
<td>376.6</td>
<td>37.75</td>
<td>28.86</td>
<td>0.001093</td>
<td>0.001428</td>
<td>0.8368</td>
</tr>
<tr>
<td>250</td>
<td>410.7</td>
<td>469.9</td>
<td>37.75</td>
<td>28.86</td>
<td>0.0008871</td>
<td>0.001154</td>
<td>1.046</td>
</tr>
<tr>
<td>300</td>
<td>491.5</td>
<td>562.8</td>
<td>37.75</td>
<td>28.86</td>
<td>0.0007498</td>
<td>0.0009706</td>
<td>1.255</td>
</tr>
<tr>
<td>350</td>
<td>571.8</td>
<td>655.3</td>
<td>37.75</td>
<td>28.86</td>
<td>0.0006517</td>
<td>0.0008397</td>
<td>1.464</td>
</tr>
<tr>
<td>400</td>
<td>651.6</td>
<td>747.5</td>
<td>37.75</td>
<td>28.86</td>
<td>0.0005781</td>
<td>0.0007416</td>
<td>1.674</td>
</tr>
<tr>
<td>450</td>
<td>730.9</td>
<td>839.4</td>
<td>37.75</td>
<td>28.86</td>
<td>0.0005208</td>
<td>0.0006653</td>
<td>1.883</td>
</tr>
<tr>
<td>500</td>
<td>809.9</td>
<td>930.9</td>
<td>37.75</td>
<td>28.86</td>
<td>0.0004753</td>
<td>0.0006042</td>
<td>2.092</td>
</tr>
</tbody>
</table>
The entrance exergy in the volume of control of each fuel is obtained from (16). The fuel mass flow will always be a function of power and specific consumption as well defined by (12). Figure 5 shows that the exergy of each fuel is a linear function of the power. The exergy produced by the heat demonstrated in (15) associated to the solution demonstrated in (12) gives us the amount of exergy produced by heat. The exergoeconomic parameters were compared, based on the exergetic costs ($B_i$) of the fuel as shown in Fig. 6.

![Figure 5. Fuel Exergy in function of the Power](image1)

![Figure 6. Exergetic Cost of Fuel in function of the Power](image2)

![Figure 7. Monetary Cost of the Power](image3)

![Figure 8. Power Monetary Costs related to Time Unit](image4)

5. Conclusion

The simulation has demonstrated that, although renewable fuels engines have revealed a higher thermal performance than hydro-carbonated engines, the flows of exergetic and monetary costs of the power in hydro-carbonated engines are more expensive than in bio-fuel ones; this is due to the fact that ethanol exergy is greater and initial capital of investment – in Otto engines – is lower than in Diesel engines.
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**Abstract:** The use of LPG as alternative fuel to gasoline is common practice in spark ignition internal combustion engines. In the past, the main reason for the use of LPG as fuel was merely due to the lower cost for the final user in comparison with gasoline. However, there are theoretical reasons to consider LPG as a very attractive fuel for internal combustion engines. Nowadays, there is a continuously increasing stock production of dual-fuel (gasoline-LPG) passenger car models. Despite of that, doubts about the real performance worsening in LPG operation still exist. The paper deals with the theoretical advantages of using LPG as fuel for spark ignition internal combustion engines. Brake performance derived from experimental analyses at the test bed of a passenger car engine fed either with gasoline and LPG are analysed and compared. The engine designed to operate with gasoline has been equipped with one of the more recent standard kit for the dual-fuel engine operation. The performance decrease in LPG operation are discussed both in steady state and transient condition.
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1. Introduction

Liquefied petroleum gas (LPG) is a mixture of hydrocarbons, mostly propane (C₃H₈) and butane (C₄H₁₀) isomers. The composition of LPG depends on its final use and varies greatly according to seasons, countries, properties of the supply crude oil/gas used and refining processes. Today’s European LPG is a by-product derived almost equally from natural gas (NG) extraction (55%) and petroleum refineries (45%). The commercially available LPG for the automotive market has to comply with a standard [1] that does not define compositions, but limits fuel properties only. As a rule of thumb, countries having relatively cold climates tend to use a higher propane percentage, while warmer countries mostly use butane (see Table 1).

Although the LPG derived from refineries contains a very small sulphur amount, LPG (with NG) is considered as the most ecological fossil fuel because it has a low carbon-hydrogen ratio, high purity, no toxicity, no corrosive activity, and does not contain aromatic hydrocarbons. Many studies attest that the emissions from LPG powered vehicles are lower than those from the gasoline fuelled equivalents. Besides the obvious reduction in carbon dioxide (CO₂) emission, Snelgrove at al. [2] report lower emissions of hydrocarbons (HC, -40%) and of carbon monoxide (CO, -60%) over the European Test Cycle at 25°C. The emissions of nitrogen oxides (NOₓ) from LPG fuels measured by Newkirk et al. [3] are lower than those from gasoline.

The advantages of LPG fuelling in burn rate, lean mixture limit, anti-knock performance and pollutants emission have been studied by Campbell et al. [4]. They present the results of an experimental campaign carried out on a 1.4 litre four cylinder four stroke spark ignition engine modified to run with one cylinder fed with gaseous LPG. Moreover the authors clearly explain the basic design of a common LPG conversion system for gaseous fuel operation: an heavy gauge steel tank equipped with a pressure relief valve and a safety fill stop device stores the saturated liquid LPG in equilibrium with its vapour.

<table>
<thead>
<tr>
<th>Country</th>
<th>Propane-Butane (% by volume)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>50 – 50</td>
</tr>
<tr>
<td>Denmark</td>
<td>50 – 50</td>
</tr>
<tr>
<td>France</td>
<td>35 – 65</td>
</tr>
<tr>
<td>Greece</td>
<td>20 – 80</td>
</tr>
<tr>
<td>Ireland</td>
<td>100 – 0</td>
</tr>
<tr>
<td>Italy</td>
<td>25 – 75</td>
</tr>
<tr>
<td>Netherlands</td>
<td>50 – 50</td>
</tr>
<tr>
<td>Spain</td>
<td>30 – 70</td>
</tr>
<tr>
<td>Sweden</td>
<td>95 – 5</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>100 – 0</td>
</tr>
<tr>
<td>Germany</td>
<td>90 – 10</td>
</tr>
</tbody>
</table>
LPG at very low quality flows through the non-return valve of an evaporating device, driven by LPG vapour pressure itself, and completes the phase change. In this process, superheating is preferably restrained to the minimum extent and the minimum pressure value required for a satisfactory operation of the delivery system must be guaranteed. Finally, a gaseous LPG–air mixing device provides the reactant mixture to cylinder intake. The performance of a recent OEM evaporator-pressure reducer device is studied by Price et al. [5] both theoretically and experimentally.

The early generation LPG mixers, conventional Venturi-controlled devices similar to gasoline carburettors, has been surpassed by gas electro-injectors actuated by an ECU sensing the feedback of the exhaust oxygen probe.

The up-to-date commercially available LPG feeding systems (OEM and aftermarket gaseous LPG injection systems) are the so-called “third generation” systems. These systems perform a gaseous LPG sequential multi-point port fuel injection managed by a “slave” ECU, which is in turn controlled by the main gasoline ECU. The opening time pulses of the gasoline injectors generated by the main gasoline ECU are acquired by the LPG ECU, which multiplies them by a factor that accounts for the different duty cycle of the LPG injectors. Corradini and Togninelli [6] report the details of different techniques and strategies to operate gaseous LPG delivery systems. Moreover, they describe how the need of two ECUs can be avoided by introducing a pressure regulation device on the injectors rail in order to tune gas pressure to the value which makes the injectors duty cycle of gasoline and gas equal.

During the last ten years more and more researchers have investigated liquid LPG injection by means of both numerical calculations and experimental tests (see, e.g., Watson and Phuong [7]). Boretti and Watson [8] have recently presented a computer model for the analysis of LPG fuelled, and compressed natural gas (CNG) fuelled, direct injection engines. They consider both the homogeneous stoichiometric spark ignited and the jet controlled lean stratified jet ignited concepts. In spite of the advantages, they find that the major challenge is the development of adequate LPG injectors. Cipollone and Villante [9] consider liquid-phase injection as one of the most important aspects of LPG fuelled SI engines and use a 1-D mathematical model to study the transient phenomena occurring in a LPG injection system, focusing the attention on the air-fuel ratio and liquid-phase control.

Lee et al. [10] have analysed the penetration and evaporation characteristics of LPG sprays using the Schlieren and Laser Induced Fluorescence (LIF) methods. Combustion has been visually examined and numerical calculations have been performed using KIVA-3 to simulate various spray and combustion conditions.

The great interest about liquid injection, the continuously increasing stock production of dual-fuel (gasoline-LPG) passenger car models equipped with gaseous LPG delivery systems, and the commercial publications claiming that gasoline and LPG have almost the same performance, all these facts seem to attest that an high optimisation degree of gaseous LPG systems has been achieved. Nevertheless, doubts about the actual performance gap between LPG and gasoline operation still exist.

The paper presents the first step of a research on the real performances of the up-to-date gaseous LPG port injection systems. After a brief discussion about the theoretical advantages and drawbacks of fuelling SI internal combustion engines with LPG, the brake performance of a passenger car engine fed with gasoline and LPG are experimentally measured at the test bed and compared. Engine design has been converted to dual-fuel operation with one of the more recent commercial kit. The lower performance obtained using LPG instead of gasoline is discussed in both steady state and transient operation.

2. LPG as SI engines fuel

Engine torque output for a given SI engine only depends on the mean effective pressure ($m\text{ep}$). This is defined as [12]:

$$m\text{ep} = \eta_{\text{iter, id}} \cdot \eta_{\text{ind}} \cdot \eta_v \cdot \rho_a \cdot \frac{F}{A} \cdot H_L \cdot \eta_m.$$  (1)

The terms in eq. 1 are the ideal cycle thermal efficiency $\eta_{\text{iter, id}}$ the indicated efficiency $\eta_{\text{ind}}$, the volumetric efficiency $\eta_v$, the air density of the engine breathing environment $\rho_a$, the fuel to air ratio $F/A$, the fuel lower heating value (LHV) $H_L$ and the mechanical efficiency $\eta_m$, respectively.
Thus, the performance with the two different fuels (gasoline and LPG) is different if and only if at least one of the terms defining $mep$ in eq. 1 varies. The discussion that follows is limited to gaseous LPG injection, since this is the case considered in the present analysis.

For a given engine, the thermal efficiency ($\eta_{\text{th,id}}$) of the ideal air-fuel cycle slightly increases with LPG because of its specific heat ratio which decreases the overall fuel-air mixture ratio with respect to gasoline.

The indicated efficiency ($\eta_{\text{ind}}$) could theoretically increase with LPG due to a faster flame speed (which maintains the pressure at combustion TDC and during the expansion stroke higher and reduces the heat losses). However Campbell et al. [4] state that the burn rates measured for the two fuels are not sufficiently different to justify a spark advance rescheduling for close-to-stoichiometric engine operation.

Volumetric efficiency ($\eta_v$), i.e. the parameter which mostly affect power output, is worsened by gaseous LPG injection. For stoichiometric mixtures and for a given cylinder volume, Watson and Phuong [7] refer that induced air decreases because the 4.03% of air is displaced by LPG vapours compared to the 1.65% of fully vaporized gasoline. Moreover, gasoline vaporization heat helps decrease the temperature, so that the air-fuel mixture introduced in the cylinders is denser than that in the LPG case.

Assuming as a first instance that mechanical efficiency ($\eta_m$) is independent from fuel (however, the higher inlet manifold pressure in LPG part load operation reduces the pumping losses), the product of air density ($\rho_a$), fuel to air ratio ($F/A$), and fuel LHV ($H_L$) has to be discussed. If $F/A$ is the stoichiometric ratio, this product is the maximum thermal energy that can be released from the mixture that contains a unit volume of air at reference conditions. This value is almost the same, about 3.5 MJ/m$^3$ at ambient pressure and 15°C, for gasoline and LPG (being slightly higher for LPG).

However, LPG offers the following advantages (in addition to the very remarkable feature of reducing usual pollutants emissions):

a) it improves the three-way catalyst efficiency and durability (absence of unburnt deposits, sulphur and other poisoning substances);
b) it reduces benzene, toluene and xylene emissions;
c) it reduces engine maintenance and wear (it does not interfere with cylinder lubrication and increases spark plug life).

In view of this discussion, it is theoretically demonstrated that gaseous LPG injection in a gasoline engine (without other changes) reduces power output, mostly because of volumetric efficiency deterioration, also in the case of equal optimisation level of both the fuel delivery systems.

A non-optimised LPG injection systems can augment power output deterioration for one or both the two following reasons:

1) an excess of LPG superheating further reduces intake air density;
2) a non accurate LPG metering always reduces power output and, in the case of rich mixtures, increases emissions and lowers global thermal efficiency.

### 3. Engine test facility

The SI engine used for this research is tested in an acoustic-insulated cell equipped with an intake air fan, which supplies air for engine breathing, exhaust extractors, which remove combustion gases from the room, and a variable speed centrifugal fan, which preserves the engine thermal regime (see Fig. 2).

![Fig. 2. The engine at the test bed.](image)

#### 3.1. Engine

A four stroke five cylinder 2 litres engine has been recovered from the final dismantling of a passenger car. This power unit motored with minor modifications different vehicle models.
manufactured by FIAT group S.p.A from 1994 until 2001. The major specifications of the original engine are summarised in Table 2.

The engine has been transformed for dual-fuel operation by an up-to-date aftermarket kit which does not differ substantially from most of the OEM LPG fuel systems equipping passenger cars of many worldwide manufacturers. The LPG kit is a sequential multi-point port fuel electronic injection system which delivers the LPG in gaseous phase in the intake manifolds upstream to the gasoline injectors. System basic operation and components do not differ from the brief description presented in the paper introduction.

![Evaporator device: heat exchange scheme (left); LPG thermodynamic states (right).](image)

Some additional notes are needed for the evaporator, which is one of the most critical components of the system. This device has actually multiple functions since it provides:

1) a partial evaporation in the first passage of a LPG–engine coolant heat exchanger (1–2 red path in Fig. 1).
2) a pressure reduction obtained by an orifice-plate system (2–3 red path in Fig. 1).
3) evaporation completion (with superheating) in the second passage of the same LPG–engine coolant heat exchanger (3–4 red path in Fig. 1).

In order to assure the hot flux at the heat exchanger sections (1–2 blue path in Fig. 1), the evaporator device is mounted on a water circuit in parallel to the passengers heating water circuit. Thus engine coolant is kept upstream to the thermostatic valve which adjusts the coolant flow to the main engine heat exchanger. Fig. 1 summarises the heat transfer in the evaporator device (on the left); \( q_1 \) and \( q_2 \) are the first and the second stadium heat fluxes, respectively, and the corresponding LPG thermo-dynamic states are drawn on the right.

LPG metering is controlled by an ECU which corrects by a constant factor the duty cycle of gasoline injectors. The electro-injectors act like choke flow orifices. In this operating condition their mass flow rate \( (w) \) follows the well-known equation:

\[
  w = A P_0 \sqrt{\frac{2}{R T_0} \left( \frac{2}{\gamma + 1} \right)^{\gamma - 1} \left( \frac{\gamma}{\gamma + 1} \right)^{\gamma + 1}},
\]

where \( A \) is throttle section area, \( P_0 \) and \( T_0 \) are the total pressure and temperature in the injectors rail, \( \gamma \) is the specific heats ratio and \( R \) is the gas constant. Thus, in this operation scenario the evaporator device should cope with the other two following fundamental functions:

1) assuring that \( P_0 \) is always high enough to guarantee the choked flow condition in the injectors.
2) assuring that \( P_0 \) is kept constant.

Rail pressure is mechanically managed by this evaporator device through a metal spring which acts on the orifice plate. The steel spring is partly balanced by the action of the manifold absolute pressure (MAP) deriving from an adequate linkage between the evaporator and the air intake manifold.

The amount of LPG delivered cycle by cycle and for any engine operating condition is corrected by the feedback of the exhaust oxygen sensor (which is actually designed to optimise the amount of injected gasoline).

<table>
<thead>
<tr>
<th>Table 2. Engine technical data sheet.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
</tr>
<tr>
<td>Model</td>
</tr>
<tr>
<td>Type</td>
</tr>
<tr>
<td>Fuel</td>
</tr>
<tr>
<td>Swept volume</td>
</tr>
<tr>
<td>Maximum torque</td>
</tr>
<tr>
<td>Maximum power</td>
</tr>
<tr>
<td>Stroke</td>
</tr>
<tr>
<td>Bore</td>
</tr>
<tr>
<td>Combustion chamber</td>
</tr>
<tr>
<td>Compression ratio</td>
</tr>
<tr>
<td>Distribution</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Fuel metering</td>
</tr>
<tr>
<td>Exhaust treatment</td>
</tr>
</tbody>
</table>

Fig. 1. Evaporator device: heat exchange scheme (left); LPG thermodynamic states (right).
3.2. Instrumentation

The engine is coupled with an eddy current electromagnetic dynamometer Borghi-Saveri mod. FE-260S (the accuracy is ±2.8 Nm for torque and ±16 rpm for revving speed measurements). Torque and other performance parameters derived from torque have been corrected following the ISO 3046-1 standard [11] (to this end, sensors for ambient air temperature, pressure and humidity have been adopted). Fuel consumption is obtained by a weight measure. The fuel tank is arranged on a load cell (digital balance KERN mod. CB24K1N) with a 24 kg full scale reading, a resolution of 0.001 kg and a maximum linearity error of 0.003 kg. The engine thermal regime is monitored by 3 temperature sensors located at the engine heat exchanger inlet and outlet sections and in the lubricant slump. The sampling frequency for all these data is 1 Hz.

The experimental apparatus also provides an absolute pressure sensor for the MAP acquisition, and 4 temperature and 4 pressure transducers for the measure of the thermo-dynamic state of the LPG and the engine coolant at evaporator device inlet and outlet sections, respectively (stations 1 and 4 of the red path and stations 1 and 2 of the blue path in Fig. 1). Finally an amperometric clamp which capture the ECU pulse sent to cylinder 1 ignition coil (its resolution is 1 rpm) is used to link the evaporator measures with dynamometer data. The sampling frequency for this data set is 1 kHz.

The adopted temperature sensors are K type thermocouples with grounded hot junction and compensated cables. According to the manufacturer, the uncertainty on temperature measurements is 2.5 K.

The total data amount is captured by two National Instruments® acquisition boards and is managed by the software LabView® version 6.2.

3.3. Experimental campaign

The performance of LPG fuelled engines is affected by the evaporator device in two similar ways:

1) Different climate conditions alter the heat exchange between LPG and engine coolant, affecting both the degree of LPG superheating and ambient air density.

2) Different heat exchange (i.e. different extension of the evaporator heated surfaces) alter the degree of LPG superheating without modifying ambient air density.

Three different test condition has been set to take this into account:

- A standard condition \( T_{med} \), referring to engine operation in Italian middle season (temperature of the LPG upstream the evaporator equal to 25.6°C);
- A more demanding condition \( T_{hot} \) referring to engine operation in Italian summer season (temperature of the LPG upstream the evaporator equal to 31.5°C);
- A different evaporator heat exchange condition \( T_{cold} \) referring to engine operation in Italian summer season but with an evaporator device with a less heated surface (the temperature of the LPG upstream the evaporator equal to 12.7°C and ambient air temperature is equal to 30°C).

More than 150 tests have been performed taking into account 4 different loads and 5 different engine rotational speed for any test condition.

At the time of writing technical troubles have invalidated some of the more demanding test, in particular with reference to the \( T_{cold} \) condition.

Table 3 shows the summary of the valid steady-state acquisitions.

### Table 3. Summary of the steady-state test campaign.

<table>
<thead>
<tr>
<th>Test condition</th>
<th>Load</th>
<th>Gasoline</th>
<th>LPG</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{med} )</td>
<td>100%</td>
<td>27</td>
<td>7</td>
</tr>
<tr>
<td>( T_{med} )</td>
<td>75%</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>( T_{med} )</td>
<td>50%</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>( T_{med} )</td>
<td>25%</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>( T_{hot} )</td>
<td>100%</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>( T_{hot} )</td>
<td>25%</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>( T_{cold} )</td>
<td>100%</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>( T_{cold} )</td>
<td>50%</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>( T_{cold} )</td>
<td>25%</td>
<td>0</td>
<td>6</td>
</tr>
</tbody>
</table>

3. Results

Figure 3 shows the full load brake torque and power curves for gasoline operation and the 3 LPG test conditions. Maximum torque and power result lower than those declared by the manufacturer (this depends partly from stock dispersion and partly from wear), and a very notable performance deterioration appears for all the LPG operation condition. In particular, the brake torque (i.e. the mep) obtained in LPG operation at \( T_{med} \) (that is the best performance LPG fuelled engine condition tested) is more than 20% lower that that obtained in gasoline operation. This exceeds the
performance reduction expected theoretically because of the volumetric efficiency drop.

Fig. 3. Full load brake torque (solid lines) and power (dotted lines) in gasoline (green) and LPG operation (blue = T\text{med}, red = T\text{hot}, cyan = T\text{cold}).

In order to check the reliability of fuel metering without a direct measurement of volumetric efficiency, some considerations can be drawn from the fuel consumption diagrams in Fig. 4. The full load fuel mass flow rate (c) and the specific fuel consumption (sfc) roughly confirm that the LPG delivered by injectors is sufficiently correct, especially at the low-to-medium regimes in which specific fuel consumption indicates a high energy conversion efficiency. Since the relation between sfc and global thermal efficiency ($\eta_{\text{ter}}$) of an engine is:

$$\eta_{\text{ter}} = 1/(sfc \cdot H_{\text{g}}) \quad (3)$$

both sfc values (which are not higher than similar gasoline fuelled engines) and the LPG LHV (greater than gasoline) ensure that the full load thermal efficiency of the tested engine never falls below 0.3 during LPG operation (except for idle regime). The behaviour is less clear at high rotational speeds (above 5000 rpm). The simultaneous decrease in fuel mass flow rate and sfc matches with a volumetric efficiency drop hypothesis and seems to confirm the reliability of fuel metering. However, the excessively low values of specific fuel consumption (i.e. the high thermal efficiency) could be interpreted as an insufficient fuel delivery masked by the well-known wide range tolerated by LPG lean combustion (see e.g. [4]).

Fig. 3 also shows a gradual and continuous increase of the gap between full load brake torque curves in LPG (T\text{med} condition) and gasoline operation. This trend can be explained by an increase of volumetric efficiency deterioration in LPG operation as engine rotational speed increases. This relationship is clearly shown in Fig. 5, in which manifold pressure relative to ambient condition is plotted in different engine operating condition. The negative pressure values quantify the pressure losses in the intake system upstream the injectors.

Fig. 4. Brake specific fuel consumption (solid lines) and fuel consumption (dotted lines) in LPG operation at different loads.

As is well known, the general form of pressure losses $\Delta p$ in fluid flows is:

$$\Delta p = \zeta \rho \frac{v^2}{2} \quad (4)$$

the mean fluid velocity ($v$) depends on the volumetric flow rate that is, in turn, on engine rotational speed. On the other hand, the overall pressure loss coefficient ($\zeta$) depends on piping geometry and throttle position. Thus, the reduction of the fresh
charge density (\(\rho\)) make the volumetric efficiency decrease progressively for given throttle position and rotational speed when the engine switches from gasoline to LPG fuelling, or when it operates with LPG at \(T_{cold}\), \(T_{med}\), and \(T_{hot}\) in this order.

The excessive superheating occurring in the LPG evaporator device in the \(T_{hot}\) operating condition clearly appears in Fig. 6 (above), which shows the change in LPG thermodynamic state operated by the evaporator. A satisfactory regulation of the reduced pressure, which seems roughly constant, is performed, but the device delivers to the injectors a gaseous LPG that is at least 10°C hotter than the very low quality LPG entering the device. This happens even at high rotational speeds, when the heat exchange with engine coolant becomes more difficult.

The unattended poor results obtained with LPG operation at \(T_{cold}\) need a further discussion. The worst brake torque obtained in this operating condition seems inconsistent with the volumetric efficiency, which is probably higher than in the other LPG test conditions. The main reason of this behaviour is explained in Fig. 6 (below). Because of the low temperature of the small supply tank that is peculiar of the \(T_{cold}\) tests, the LPG saturation pressure in the tank is too low, so that a high quality two-phase flow enters the evaporator device becoming:

- too much superheated (the heat flux required to complete the vaporisation is too low);
- badly metered (total pressure in the injectors rail is too low).

Some transient measures are now presented about a simple test performed both in gasoline and in LPG operation. The engine has been forced to abruptly change from idling to wide open throttle while the load applied by the dynamometer increases with the square of the rotational speed. This test simulates the unreal scenario of a passengers car engine loaded by a mass-less virtual vehicle provided with a given aerodynamic drag but without any inertia other than that of the engine.

The transient shows that LPG operation causes a performance deterioration greater than that observed in the steady-state tests. The time history of brake torque and engine speed is plotted in Fig. 7. The steady-state is achieved after about 6s in gasoline operation. Both torque and engine speed reach their maximum values roughly 1s later in LPG operation (engine reaction is more than 15% slower). Moreover, both torque and engine speed maximum values are considerably smaller than the corresponding values in gasoline operation. Power output is heavily penalised as it is almost halved in LPG operation.

4. Conclusions

The first step of a research on the actual performances of an up-to-date gaseous LPG port injection systems has been presented. Theoretical reasons about the performance reduction of SI engines designed for gasoline operation when fuelled with gaseous LPG has been discussed. A SI internal combustion engine of a passenger car has been converted to dual-fuel operation with one of the more recent commercial kits and has been experimentally tested. The steady-state global performance results lead to the major conclusion that the noticeable performance deterioration in LPG operation is mainly due to a deterioration of volumetric efficiency, which appears to get worse than the theoretical expectation because of an excessive LPG superheating. This consideration has been confirmed by the acquisition of LPG thermodynamic state upstream and downstream the evaporator-pressure reducing device. These measures show that:
a) the coolant flow rate into the evaporator (or alternatively the heat exchanger surface of the evaporator device) is too large for low-to-medium engine rotational speeds. The superheating overcompensate the cooling of gaseous LPG due to the pressure reduction section of the device;
b) For medium-to-high rotational speeds the superheating following gas cooling due to pressure reduction keeps the LPG temperature across evaporator-pressure reduced device almost constant;
c) For the high rotational speeds the device causes an overall cooling of the gaseous LPG which should be the most favourable operation condition in relation to volumetric efficiency. However, the performances are globally worse, probably because of a scarce delivery of LPG to combustion chambers.

Despite to the unrealistic conditions of the transient tests performed, the results clearly show a very noticeable deterioration of engine performance in LPG operation.

The presented analysis is far to be completed and in many cases the obtained results indicate nothing more than trends. However, it can be stated that there is still a lot of work to do in order to optimise the performance attainable by SI engines equipped with the up-to-date gaseous LPG port injection systems.
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Abstract: The efficient use of natural resources is an important contribution for the construction of a more sustainable world. Decentralized electricity production through cogeneration systems can save primary energy if it operates with high energy utilization factor (EUF). High EUF is obtained when the system produces electricity and a substantial amount of the energy rejected by the prime mover is used to meet site thermal demands. Energy consumption in buildings varies as activity, climate and occupancy changes at the different day hours, weekdays and weather seasons. The cogeneration case study should be done considering the performance of the system at different energy demands profiles and climatic profiles. In this paper an annual analysis of an engine cogeneration system is developed as an integrated thermal system (ITS) through a computational simulation program. The thermal system integration simulation considers characteristics of the system, characteristic of the individual equipment, design considerations and parameters, the dynamic of off design operating conditions, energy demands profiles of the site and climatic data to evaluate the performance of the cogeneration plant in an annual basis. The results can contribute in the implementation decision process and in the optimization of the solution
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1. INTRODUCTION

A more sustainable use of natural resources is an important contribution to reduce the environmental impact of human activities. In the electricity generation field the use of renewable technologies should be prioritized but the impacts and implications of their large use should be better evaluated. Renewable forms of electricity generation cannot attend the world electricity demand, then the use of fossil fuel power plants will continue to have an important contribution. Thermal plant efficiencies are being raised by advances in engineering fields such as materials, manufacturing process, fluid flow, heat transfer, combustion, and others. Cogeneration system take advantage of the engineering advances and incorporates them into the equipment, but a site energy demand analysis and the system simulation play an important role in achieving coincident energy demands that can be met by the cogeneration system and in the evaluation of design parameters in the optimization of the system.

In commercial buildings energy demands varies as the activity, climate and occupancy changes at the different day hours, weekdays and weather seasons. Cogeneration systems technical analysis is developed through different methodologies. Load duration curves (LDC) was utilized by Orlando [1], the mixed integer linear programming (MILP) was utilized by Chinese et al [2] while Renedo et al [3] developed a case study utilizing monthly electricity consumptions and three periods (winter, spring-autumn and summer) thermal consumptions to evaluate the performance of a given cogeneration system.

The analysis of cogeneration performance can be done based on the first law of thermodynamics [4] and on the second law of thermodynamics [5-6]. The gas emission associated with the combustion is also a concern when comparing prime movers solutions [7]. Depending on the energy flows produced by the cogeneration plant it can be referenced as trigeneration or poligeneration [8]. The use of cogeneration systems utilizing biofuels can also be considered.

In this paper a software [9] (COGMCI) is used to evaluate the performance of an engine cogeneration system, producing electricity, hot water and chilled water (cooling load). The software does the evaluation of the performance of the system considering an hourly daily profile of energy demands and climatic data. Energy demands of a Brazilian university hospital were utilized as a case study. Climatic profiles of the hospital region were also utilized.
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The computational methodology considers the system as an integrated thermal system (ITS) where the performance of the individual equipments affects the operation of the complete system. The methodology combines curve fitting from literature and manufacturer’s data, mathematical representations of physical phenomena, energy demands, design parameters and thermodynamic properties.

2. CASE STUDY: HOSPITAL

In this study, loads of a local university hospital is assessed. Actually the hospital buy electricity from the electrical grid, produces steam at combustible oil fueled steam generator, hot water in steam boilers and produces chilled water at two water cooled screw compressor chillers.

The energy demand profiles were obtained through a data acquisition system that was installed to register the energy demands of the hospital. The data acquisition system is monitoring the total hospital electricity demand, sanitary use hot water, steam and the electrical demand of the electrical chillers at a one-hour time interval. A software displays the data in a computer and store them in files. The energy and weather profiles were obtained during the year of 2006. Mean energy demands daily profiles were grouped at eight different groups that were assumed to have similar values: i) summer weekdays (60 days), ii) summer weekends/holidays (29 days), iii) autumn weekdays (65 days), iv) autumn weekends (28 days), v) winter weekdays (67 days), vi) winter weekends/holidays (27 days), vii) spring weekdays (60 days) and viii) spring weekends/holidays (29 days). Climatic data were grouped in mean daily profiles as a function of the weather station.
Figure 1 shows the mean electricity demand profiles. Figure 2 shows the mean demand profile of hot water for sanitary purposes (50°C). Figure 3 shows the mean cooling load (air conditioning) profile. Figure 4 is the mean weather profile obtained at a climatic monitoring station located at the university campus.

3. METHODOLOGY

The results presented here were obtained by mean of a software (COGMCI) consisting of Fortran engineering programs and a Delphi interface. Graphical results are generated by a spreadsheet (Excel) that imports data from result files. The Fortran programs is composed of one main algorithm and more than 20 subroutines dealing with (i) five different engines, (ii) water and steam properties, (iii) exhaust gas properties, (iv) absorption chiller selection, (v) absorption chiller simulation, (vi) heat recovery steam generator (HRSG) simulation, (vii) pre-heater design, (viii) pre-heater simulation, (ix) exhaust gas heat exchanger design, and (x) exhaust gas heat exchanger simulation, among others.

The main program controls data entry, results and all calculations. Calculation procedures use polynomial curve fitting (engine and absorption chiller performance); deterministic modeling or mathematical representations of physical phenomena (heat transfer and pressure drops); and physical properties (water and exhaust gases). A computational algorithm involving several iterative procedures was developed, constituting an integrated thermal system, i.e., considering all pieces of equipment as operating as a single system. It produces results as a function of demands, energy supplied by engine, design parameters, equipment performance, and simplified hypothesis. The hourly profile analysis simulation applied here approximates the dynamic nature of energy consumption in buildings and the dynamics of thermal equipment performance in an integrated system by a series of quasi-steady-state operating conditions with one-hour time-steps, as used by Lebrun (1999) [10].

The software was previously utilized to develop others case studies [11-18].

At this case study the computational algorithm is executed eight times, to predict the performance of the system at weekdays and weekends at the four different seasons of the year, as explained at section 2.

4. COGENERATION CONFIGURATION

Figure 5 shows the cogeneration configuration evaluated here. Flows are identified in the text by brackets. The cogeneration system is formed by one internal combustion engine, primary and secondary hot water circuits, one exhaust gas heat exchanger (EGHE), one hot water single stage absorption chiller, and auxiliary equipment (pumps, cooling towers, heat exchangers, etc). The secondary circuit recovers energy from the engine oil radiator and intercoolers and uses it to warm water for sanitary purposes at HE2. The primary circuit recovers energy from the engine jacket, the water is reheated utilizing the energy of the engine exhaust gas, after it is directed to the absorption chiller for chilled water production. If there is energy excess in the primary circuit water it can be
used to warm water for sanitary purposes at HE1 (after recovery at secondary circuit).

The engine performance is based on the Jenbacher J320 GS C85 [19], the engine has an electric power of 1060 kWe at full load. Figure 6 presents the energy balance of the engine and figure 7 the exhaust gas flow and temperature as a function of the engine load. The maximum engine mechanical efficiency (40.3%) is found at full load, at this condition 39% of the engine energy is converted into electricity. Design temperatures of hot water at the primary and secondary circuits are based on values defined by the manufacturer. Correction for atmospheric pressure (not applicable in this study) assumes a 0.7% loss of power for each 100 meters above 500 meters. Correction for dry bulb temperature assumes a 0.5% loss of power for each degree Celsius above 25°C.

The absorption chiller (AC) selection and simulation is based on performance curves from a manufacturer (Trane Company, 1989) [20]. The selected absorption chiller has a nominal capacity of 520 tons (1774 kW) based on saturated steam at 184 kPa as the heat source, chiller water being produced at 7.2°C (5.5°C temperature difference) and water entering the condenser at 29.4°C. The program selects the AC based on the primary circuit water flow and temperature difference. At this study it was selected considering that hot water enters the AC generator at 119°C and leaves it at 75°C, chilled and condensed water temperatures are as defined at the nominal capacity condition (these represents the design condition of the chilled water plant at the hospital). The water flow at the condenser and absorber is as required by the manufacturer. The AC avoids electricity demand at the electrical chillers by a rate of 0.8 kW/ton.

The exhaust gas heat exchanger (EGHE) is simulated according to the methodology proposed by Ref. [21]. A heat loss of 1% was assumed. Exhaust gas composition is assumed to be constant, and properties are evaluated at its mean temperature at the EGHE. The exhaust gases temperature leaving the EGHE is designed to be 17°C higher than the primary circuit hot water temperature entering the EGHE (approach point).
At design condition, secondary circuit hot water enters the engine \([\text{WTEEJ}]\) at 75°C (fixed) and leaves it \([\text{WTLEJ}]\) at 90°C. Water flows at primary and secondary circuits are designed considering the energy at the circuit and the design temperature difference (constant flow).

Heat exchangers \(\text{HE1}\) and \(\text{HE2}\), which recover energy from the primary and secondary circuits (hot water for sanitary purpose), were designed and simulated utilizing the NTU (number of thermal units) method. The design sanitary use flow is 6000 Kg/h for both heat exchangers. \(\text{HE2}\) is designed considering water entering at 22.2°C and leaving at 50°C and \(\text{HE1}\) is designed to receive sanitary use hot water at 30°C and to warm it to 50°C (design condition). Sanitary use hot water recovers energy at \(\text{HE2}\) and \(\text{HE1}\) in a series arrangement \([\text{MS(I)} = \text{MP(I)}]\) and its demands varies accordingly with figures 2.

Cooling towers and auxiliary heat exchangers are responsible for rejecting unused energy, preventing the engine from operating under unsafe conditions. These equipment will not be simulated, i.e., it is assumed that they can reject the energy as needed.

The total produced electricity is 3% higher than the net engine power, taking into account the use of electricity in auxiliary equipment (parasitic load). No heat loss is assumed at the exhaust gas ducts and hot water pipes.

Since the revenue electricity value for exceeding electricity transferred to the grid in Brazil is very low compared with the natural gas price, it is considered that the engine operates at electrical dispatch (following the electricity demand curve) and surplus electricity is imported from the grid as necessary.
5. TECHNICAL RESULTS

6.1 Electricity

Figure 8 shows the electricity balance obtained through the simulation analysis, the hospital electricity demand and the engine production can be compared. The electricity demand presented at figure 8 are different from the values presented in figure 1, since at these figures the electricity demand is corrected due to the avoided electricity replaced by the use of the absorption chilled instead the electrical chillers.

In summer the engine operates at part load during the night (between 2 and 6 am). In the remaining hours the engine operates at full load and surplus electricity should be bought from the grid. In autumn the results are different for weekdays and weekends. At weekdays the engine operates at part load between 10 pm and 7 am and at full load in the remaining hours. In the weekends the engine operates at part load all the day. In spring the engine is expected to operate at part load between 9 pm and 7 am and at full load in the remaining hours. In the weekends the engine operates at part load all the day. In spring the engine is expected to operate at part load between 10 pm and 6 am in the weekdays and between 6 pm and 9 am in the weekends. In the remaining hours it operates at full load.

The mean engine load factor can be seen in figure 9. The lower engine load factor is close to 0.72 and a mean engine load of 0.94 is expected to occur during a one year period of operation.

6.2 Absorption chiller (AC) / cooling load

The AC capacity and the hospital cooling load can be compared at figures 10. In summer weekdays the electrical chillers needs to operate between 9 am and 11 pm and in weekends between 10 am and 10 pm. It also can be noted that when the engine operates at full load the absorption chiller can produce about 210 tons (738 kW), at this condition hot water enters the absorption chiller generator at 119°C and leaves at 76°C. Since the design temperature of the primary circuit water returning to the engine is 75°C, there is energy to be recovered at HE1 or rejected at cooling tower (TR2).

In autumn and winter the absorption chiller is expected to attend the cooling load, while in spring the electrical chillers is expected to operate at the weekdays complementing the absorption chiller capacity. A part of the energy of the primary circuit (including the recovery of the energy of the exhaust gases) is rejected when the absorption chiller real capacity is higher than the cooling load. This occurs mainly in summer weekends and in the remaining of the year.
6.3 Hot water for sanitary purpose

Hot water is produced recovering energy from the engine secondary circuit (oil radiator, low and high temperature intercooler – figure 5). When the engine operates at full load about 12% of the engine energy is available at the secondary circuit (~ 320 kW). This energy is capable to attend the hospital sanitary hot water demand, but at the hours the engine load factor are low, the secondary circuit water leaving the engine can be lower than 50°C (sanitary use hot water design temperature). At these hours energy from the primary circuit can be recovered to reach the design temperature.

Hot water demand and production can be compared at figures 11. It can be seen that the hot water demand is attended mainly by the engine secondary circuit (HE2) (hot water demand are coincident with the production values) but if necessary the primary circuit energy can be utilized (HE1).

7. Energy Utilization Factor (EUF)

The EUF is calculated as the sum of the energy products of the cogeneration system (electricity, hot water and chilled water) divided by the engine energy consumption. The results can be seen in figure 12. The net electricity contribution to EUF varies between 35.8% (5 am winter) and 37.8% with engine at full load. Hot water contribution to EUF is 0% at hours there is no hot water demand and has a maximum value of 8% in winter 10 am. The chilled water production at the absorption chiller contributes between 10.5% in winter 7 am and 27.5% in summer 4 pm (figures not shown).

A mean annual EUF of 61.8% was obtained (66% in summer, 59.9% in autumn, 54.2% in winter and 62.8% in spring).

8. Exergy Efficiency

The exergy efficiency of the cogeneration system is show at figure 13 [22-24]. It is defined as the sum of the net exergy flows of the cogeneration system divided by the chemical exergy of the fuel.
consumed by the engine. The lower heating value (LHV) of the fuel is utilized.

Better results is obtained in summer weekdays, a maximum value of 39.7% was calculated. The annual mean exergy efficiency was calculated as 38.3% (39.1% in summer, 38% in autumn, 37.6% in winter and 38.5% in spring).

When the engine operates at full load the electricity contribution to exergy efficiency is 37.8%. Chilled water contribution has a maximum value of 1.7% (absorption chiller operating at full load) and hot water contributes with a maximum of 0.4% at winter 10 am.

9. Daily Energy Analyses

At table 1 the seasonal electricity, hot water and steam consumption of the hospital can be predicted based on the mean demands profiles (figures 1 to 3). Considering that steam and hot water are produced with an efficiency of 80% and electricity is produced with an efficiency of 38% the daily energy consumption of the hospital can be estimated (last line of table 1). Multiplying them by the number of days at each season (weekdays and weekends) and doing the sum the annual energy consumption can be estimated as 30,456,524.1 kWh/year.

The simulation of the proposed cogeneration system revealed that surplus electricity will be bought from the grid, steam will continue to be produced at the existing steam generators, hot water demand will be completely met by the cogeneration system and additional chilled water will be produced at the existing screw compressor chillers. Table 2 reveals the energy consumption of the hospital considering the implementation of the proposed cogeneration solution. In line 4 the natural gas consumption of the engine can be checked. Considering the efficiency production of electricity, steam and hot water the seasonal energy consumption of the hospital can be estimated (last line of table 2) and the annual energy consumption can be estimated as 25,454,851.2 kWh/year. The implementation of the cogeneration system represents a primary energy savings of 16.4%.

10. Conclusions

A simulation methodology utilizing mean profiles of energy demands and climatic data for weekdays and weekends for the different season of the year was developed to predict the performance of a cogeneration solution.

Due to the low steam demand, an engine cogeneration configuration producing electricity, hot water and chilled water was proposed. Better result was obtained at the summer months, since a higher amount of the engine energy is recovered (mainly due to higher loads of the absorption chiller). An annual mean EUF equal to 61.8% and a mean exergy efficiency equal to 38.3% were calculated. A primary energy savings of 16.4% was obtained comparing the proposed cogeneration solution with the assumed actual situation (80% efficiency for steam and hot water production and 38% thermal efficiency for electricity production).

A detailed analysis of the engine primary and secondary circuit hot water temperatures were not presented in this study, but a complete energy balance were developed by the simulation program. A more detailed analysis can be done considering mean energy profiles for each year month, also considering weekdays and weekends. Utilizing the data of tables 1 and 2 it is estimated that the proposed cogeneration solution can be competitive with thermal plants with thermal efficiency as high as 47.5%.

<table>
<thead>
<tr>
<th>TABLE 1 – DAILY ENERGY CONSUMPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Cogeneration</td>
</tr>
<tr>
<td>Electricity consumption (kWh/day)</td>
</tr>
<tr>
<td>wdays wends wdays wends wdays wends wdays wends</td>
</tr>
<tr>
<td>Summer 35,973 29,542 30,126 24,320 27,521 22,776 31,682 26,113</td>
</tr>
<tr>
<td>Spring 41,527.75 38,393.38 28,072.21 3,020.24 2,524.08 3,162.49 2,994.82 3,474.48</td>
</tr>
<tr>
<td>Hot water consumption (kWh/day)</td>
</tr>
<tr>
<td>wdays wends wdays wends wdays wends wdays wends</td>
</tr>
<tr>
<td>Summer 1,174.28 903.50 1,791.71 1,088.03 2,024.51 1,244.16 1,483.39 843.99</td>
</tr>
<tr>
<td>Spring 1,174.28 903.50 1,791.71 1,088.03 2,024.51 1,244.16 1,483.39 843.99</td>
</tr>
<tr>
<td>Daily energy consumption</td>
</tr>
<tr>
<td>wdays wends wdays wends wdays wends wdays wends</td>
</tr>
<tr>
<td>Summer 101,324.58 83,670.71 85,027.60 69,135.34 78,109.42 65,448.16 88,971.44 74,116.51</td>
</tr>
<tr>
<td>Spring 101,324.58 83,670.71 85,027.60 69,135.34 78,109.42 65,448.16 88,971.44 74,116.51</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 2 – DAILY ENERGY ANALYSIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>With Cogeneration</td>
</tr>
<tr>
<td>Grid electricity consumption (kWh/day)</td>
</tr>
<tr>
<td>wdays wends wdays wends wdays wends wdays wends</td>
</tr>
<tr>
<td>Summer 7891.39 1921.66 4117.26 0.00 3188.48 0.00 4883.75 137.99</td>
</tr>
<tr>
<td>Spring 7891.39 1921.66 4117.26 0.00 3188.48 0.00 4883.75 137.99</td>
</tr>
<tr>
<td>Steam consumption (kWh/day)</td>
</tr>
<tr>
<td>wdays wends wdays wends wdays wends wdays wends</td>
</tr>
<tr>
<td>Summer 4152.75 3839.38 2807.24 3020.24 2524.08 3162.49 2994.82 3474.48</td>
</tr>
<tr>
<td>Autumn 4152.75 3839.38 2807.24 3020.24 2524.08 3162.49 2994.82 3474.48</td>
</tr>
<tr>
<td>Winter 4152.75 3839.38 2807.24 3020.24 2524.08 3162.49 2994.82 3474.48</td>
</tr>
<tr>
<td>Spring 4152.75 3839.38 2807.24 3020.24 2524.08 3162.49 2994.82 3474.48</td>
</tr>
<tr>
<td>Hot water consumption (kWh/day)</td>
</tr>
<tr>
<td>wdays wends wdays wends wdays wends wdays wends</td>
</tr>
<tr>
<td>Summer 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00</td>
</tr>
<tr>
<td>Autumn 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00</td>
</tr>
<tr>
<td>Winter 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00</td>
</tr>
<tr>
<td>Spring 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00</td>
</tr>
<tr>
<td>Natural gas consumption (kWh/day)</td>
</tr>
<tr>
<td>wdays wends wdays wends wdays wends wdays wends</td>
</tr>
<tr>
<td>Summer 5884.04 5909.23 5680.90 5369.23 55104.09 52262.74 57254.43 56249.77</td>
</tr>
<tr>
<td>Autumn 5884.04 5909.23 5680.90 5369.23 55104.09 52262.74 57254.43 56249.77</td>
</tr>
<tr>
<td>Winter 5884.04 5909.23 5680.90 5369.23 55104.09 52262.74 57254.43 56249.77</td>
</tr>
<tr>
<td>Spring 5884.04 5909.23 5680.90 5369.23 55104.09 52262.74 57254.43 56249.77</td>
</tr>
<tr>
<td>Electricity production (kWh/day)</td>
</tr>
<tr>
<td>wdays wends wdays wends wdays wends wdays wends</td>
</tr>
<tr>
<td>Summer 24932.92 25049.92 23886.63 22486.96 23982.73 21556.88 24214.48 25593.58</td>
</tr>
<tr>
<td>Autumn 24932.92 25049.92 23886.63 22486.96 23982.73 21556.88 24214.48 25593.58</td>
</tr>
<tr>
<td>Winter 24932.92 25049.92 23886.63 22486.96 23982.73 21556.88 24214.48 25593.58</td>
</tr>
<tr>
<td>Spring 24932.92 25049.92 23886.63 22486.96 23982.73 21556.88 24214.48 25593.58</td>
</tr>
<tr>
<td>Daily energy consumption (kWh/day)</td>
</tr>
<tr>
<td>wdays wends wdays wends wdays wends wdays wends</td>
</tr>
<tr>
<td>Summer 84599.68 67812.89 71152.80 57465.93 66649.93 56215.85 73797.29 60550.81</td>
</tr>
<tr>
<td>Spring 84599.68 67812.89 71152.80 57465.93 66649.93 56215.85 73797.29 60550.81</td>
</tr>
</tbody>
</table>
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Abstract: Combined cycle systems are an established method for increasing primary energy efficiency of power generation systems. Some ongoing research is concerned with investigating the novel combined cycle system involving the Otto and Stirling thermodynamic cycles. The Otto cycle is to act as the topping cycle, with the Stirling cycle acting to recover heat from the exhaust for the purpose of additional power generation.

The present work investigates the thermodynamic optimisation of the combined cycle system for the case of the engines operating under two imposed parametric constraints: 1) imposed heat addition to the Otto cycle, and 2) imposed maximum cycle temperature of the Otto cycle. These conditions are analogous to a specified fuel consumption of the engine and the metallurgical limit of the operating components respectively. The optimum work output for each scenario is analysed with respect to the particular physical constraints of the Stirling cycle heat exchangers – effectiveness, NTU, heat transfer coefficient and heat transfer area. Only interactions between the engine and the external source and sink are considered in this treatment. Regeneration within the cycle, as would typically be used within the practical engine, is considered as perfect.

The existence of an optimum power output for the combined system is proven analytically. A numerical study is then presented to further investigate the performance for each of the parameters named above.
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1. Introduction

Combined cycle power generation systems are an established method for increasing primary generation efficiency. An established technology that have benefitted from several decades of development, they are more typically associated with large scale centralised generation systems, and almost exclusively involve turbine plant operating on Brayton / Rankine combinations. Current thinking, however, favours development towards Distributed Generation (DG) networks in an effort to increase energy efficiency for both environmental and security reasons [1-5].

Arising from this is an interest in small-scale combined cycle systems involving reciprocating engines such as gas fired Otto cycle and Diesel cycle engines. These engines traditionally dominate this smaller scale (<5MW) power systems market as Combined Heat and Power (CHP) generators, renewable gas prime movers and standby generators [6, 7]. Some recent work has focused on use of the Rankine cycle as a heat recovery device on a reciprocating internal combustion engine. Gambarotta and Vaja [8] investigated the Organic Rankine Cycle (ORC) as a bottoming cycle on an Otto Cycle spark ignition engine. Badami et al [9] investigated the standard Rankine cycle.
Figure 1: The Combined Cycle represented on the T-S plane

Nomenclature

- $\dot{Q}$: Heat Capacitance Rate, $= \dot{m}C_p$, W/K
- $C_p$: Specific Heat at Constant Pressure, J/kgK
- $K_L$: Heat loss conductance, W/K
- $K_o$: Otto cycle entropy constraint parameter
- $K_s$: Stirling cycle entropy constraint parameter
- $\dot{m}$: Mass flowrate, kg/s
- $Q$: Heat, W
- $R_v$: Otto cycle compression ratio
- $S$: Entropy, J/K
- $T$: Temperature, K
- $\varepsilon$: Heat exchanger effectiveness

Subscripts

- 1, 2, 3, 4: Otto cycle state points
- H: Stirling Source temperature
- C: Stirling Sink temperature
- amb: Ambient
- o: Otto Cycle
- s: Stirling Cycle

Bottoming an Otto cycle for use as a CHP generator. Endo et al [10] have investigated the exergy gains possible from utilising a Rankine cycle as a bottoming cycle on an automotive internal combustion engine. Similar work has been conducted by Chammas and Clodic [11].

Use of the Stirling cycle as a bottoming cycle has been studied also by several different parties, for example [12-15]. Use of the Stirling cycle as a bottoming cycle is of interest due to the high theoretical output and efficiency that could be attained, in addition to potentially smaller plant footprint and quiet operation.

Some ongoing work [16-18] has been investigating this alternative combined cycle utilising a Stirling cycle engine as a bottoming cycle on an Otto cycle engine. Whereas these previous works have dealt with the modelling and simulation of the combined cycle for use in instances such as stationary and vehicular power generation, the present work seeks to contribute to the general model by developing an optimised thermodynamic model of the system considering parameters concerning the Stirling engine source and sink heat exchangers: effectiveness ($\varepsilon$) and NTU. This further implies the opportunity to study the optimal heat exchanger area (A) and overall heat transfer coefficient (U). The optimisation procedure can be considered as being in terms of Finite Dimension Thermodynamics (FDT) [19], as the performance of the cycles is considered with regard to the physical characteristics of the heat exchangers.

2. The Combined Cycle

In the combined cycle analysis, the thermodynamic cycles are considered with the Stirling cycle as the bottoming cycle on the Otto cycle. The combined system is depicted on the T-S plane in Fig. 1. Of interest is the optimisation of the combined power output and efficiency under two operating conditions: 1) fixed heat input to the Otto cycle and 2) fixed maximum cycle temperature in the Otto engine. These conditions are analogous to specified fixed fuel consumption of the engine and a metallurgical limit on the system components respectively. The coupling of the two relies on
correct specification of the heat exchanger inventory between both the Stirling cycle source – the Otto cycle exhaust stream, and sink – a water cooling circuit.

The following section details the basic relationships of the mathematical model. Section 4.0 analyses the optima in terms of a fixed heat addition. Section 5.0 provides a similar analysis for the case of imposed maximum cycle temperature in the Otto cycle.

3. Basic Mathematical Model

Depicted in Fig. 1 is the air standard Otto/Stirling combined cycle. The power output of the air standard Otto cycle is readily expressed as:

$$-W_{\text{otto}} = |\dot{Q}_{\text{in}} + \dot{Q}_{\text{out}}|$$  \hspace{1cm} (1)

$$-W_{\text{otto}} = \dot{C}_a(T_3 - T_2) - (T_4 - T_3) - K_L(T_3 - T_{\text{amb}})$$  \hspace{1cm} (2)

Where $K_L$ is a generalised heat conductance term to account for global losses from the cycle that can not otherwise be accommodated in the analysis. Similarly, the power output of the Stirling cycle can be expressed as:

$$-W_{\text{stirling}} = \dot{C}_o(T_4 - T_H) + \dot{C}_s(T_1 - T_c)$$  \hspace{1cm} (3)

Where $\dot{C}_o$ and $\dot{C}_s$ are the minimum heat capacitance rates of the Stirling cycle source and sink heat exchangers respectively:

$$\dot{C}_o = m_o C_{V,o}$$  \hspace{1cm} (4)

$$\dot{C}_s = m_s C_{P,s}$$  \hspace{1cm} (5)

The entropy balance of the Otto engine, with inclusion for the heat transfer to the Stirling cycle, can be expressed as:

$$\int_{T_2}^{T_3} \frac{dT}{T} \cdot \delta q_{\text{combustion}} + \int_{T_2}^{T_3} \frac{dT}{T} \cdot \delta q_{\text{heat transfer}} + \int_{T_2}^{T_3} \frac{dT}{T} \cdot \delta q_{\text{exhaust}} = 0$$  \hspace{1cm} (6)

This can be reduced to:

$$\int_{T_2}^{T_3} \frac{dT}{T} \cdot \delta q_{\text{combustion}} + \int_{T_3}^{T_4} \frac{dT}{T} \cdot \delta q_{\text{heat transfer}} + \int_{T_2}^{T_3} \frac{dT}{T} \cdot \delta q_{\text{exhaust}} = -\frac{\delta S}{C_o}$$  \hspace{1cm} (7)

giving the entropy generation constraint for the Otto cycle:

$$K_o = e^{-\frac{\delta S}{C_o}} = \frac{T_3 T_2}{T_2 T_4}$$  \hspace{1cm} (8)

This entropy constraint would permit analysis with inclusion for internal irreversibilities, with $0 < K_o \leq 1$. Under the endoreversible conditions, $K_o = 1$. A similar condition exists for the endoreversible Stirling cycle:

$$\frac{T_{\text{amb}}}{T_c} = K_S \frac{\varepsilon_H C_o T_3}{\varepsilon_C C_s T_H}$$  \hspace{1cm} (9)

Where

$$K_S = 1 + \frac{\varepsilon_H C_o}{\varepsilon_C C_s} - \frac{\delta L}{\varepsilon_C C_s}$$  \hspace{1cm} (10)

It can be seen from equation (10) that for the endoreversible case, $K_S > 1$. Study of the cycles in the present work is limited to the endoreversible case; however the inclusion of both $K_o$ and $K_S$ in the analysis permits investigation with inclusion for irreversibilities.

3.1 Case of Imposed Heat Addition

The objective function of the combined cycle is ultimately the work output. We can achieve an optimum scenario by considering cycle temperatures. The optimum combined work output may most simply be expressed as:

$$-W_{\text{TOTAL}} = -W_{\text{otto}} - W_{\text{stirling}}$$  \hspace{1cm} (11)

In order to complete the optimisation, we must specify the constraints to be imposed. In this first scenario, the heat addition to the Otto cycle – and therefore the combined cycle as a whole, is to be fixed. The heat added to the Otto cycle is:

$$\dot{q}_o = \dot{C}_o(T_3 - T_2) - K_L(T_3 - T_{\text{amb}})$$  \hspace{1cm} (12)

This serves as the first constraint. This equation expresses the cycle heat addition as that admitted to the engine less a cooling loss term between the engine and the surroundings. This term accounts for non-adiabatic operation of the engine. The other constraints to be considered relate to the endoreversibility criteria. For the Otto cycle:

$$\frac{T_{\text{amb}} T_3}{K_o} - T_2 T_4 = 0$$  \hspace{1cm} (13)

For the Stirling cycle, equation (6) acts as the entropy generation constraint.

With these constraints, the objective function therefore becomes:
\[ -W_{TOTAL}^* = \dot{q}_o - K_L T_3^* + K_L T_{amb} + \dot{c}_o T_{amb} - \dot{c}_o T_4 + \varepsilon_H c_o T_4 - \varepsilon_H c_o T_H + \varepsilon_c c_3 T_{amb} - \varepsilon_c c_3 T_H \]

(14)

This function represents the combined work output of the combined cycle plant and can be optimised to determine expressions for the optimal temperatures that will maximise the work output. For the condition of imposed heat addition, maximum work output corresponds to maximum efficiency also.

Performing the optimisation provides the optimum temperature relationships detailed in the following.

The temperature at the end of expansion and immediately before exhaust, \( T_3^* \) can be determined by numerical solution of the polynomial:

\[ \frac{(\dot{q}_o + K_L T_{amb})K_L T_{amb}K_o}{(\dot{c}_o + K_L)(K_o T_4 - c_0 T_{amb})^2} = \varepsilon_H \frac{\varepsilon_p c_p}{\varepsilon_S} \frac{K_L}{c_o c_3} \frac{T_{amb}}{T_H} \]

(15)

The temperature after initial compression of the working gas, \( T_2^* \) is computed from:

\[ T_2^* = \frac{\dot{q}_o T_{amb} - K_L T_{amb}^2}{K_o T_4 c_o + K_k T_k - \dot{c}_o T_{amb}} \]

(16)

And the optimum temperature after combustion \( T_3^* \) is determined from:

\[ T_3^* = \frac{\dot{c}_o T_2^* - T_{amb} K_L + \dot{q}_o}{c_o K_L} \]

(17)

The optimum temperatures of the Stirling source can be described by:

\[ T_H^* = \frac{1}{K_S} \frac{\varepsilon_H c_2 T_4}{\varepsilon_c c_3} + \sqrt{T_{amb} T_H} \]

(18)

The corresponding sink temperature can then be derived from equation (10). Power output of the combined cycle can therefore be calculated by substituting the preceding optimal temperatures into equation (11):

\[ -\dot{W}_{TOTAL}^* = \dot{q}_o - K_L T_3^* + K_L T_{amb} + \dot{c}_o T_{amb} - \dot{c}_o T_4 + \varepsilon_H c_o T_4 + \varepsilon_H c_o T_H + \varepsilon_c c_3 T_{amb} - \varepsilon_c c_3 T_H \]

(19)

And efficiency can be calculated in the usual manner:

\[ \eta_T^* = \frac{-\dot{W}_{TOTAL}^*}{\dot{q}_o} \]

(20)

The preceding analysis offers expressions for power output and efficiency for the combined cycle when the heat supplied to the total system is fixed as an imposed parameter. It is also useful to examine the optimisation of the combined system with a maximum cycle temperature in the Otto cycle used as an imposed constraint. This is given in the next section.

3.2 Case of Imposed Maximum Cycle Temperature

In this scenario, it is assumed that a maximum cycle temperature is to be imposed. This is a common optimisation constraint for thermal power plant and allows consideration of the engine in terms of real metallurgical limits.

In this case, the first imposed constraint becomes:

\[ T_3 = T_{max} \]

(21)

And the Otto cycle entropy constraint becomes:

\[ \frac{K_o T_{amb}}{T_{max} T_{amb}} - T_2 T_4 = 0 \]

(22)

Temperature \( T_2^* \) is computed from the entropy constraint given in equation (22):

\[ T_2^* = \frac{T_{max} T_{amb}}{K_o T_4} \]

(23)

The optimum heat requirement to the cycle is free to vary subject to the maximum temperature constraint:

\[ \dot{q}_{SH}^* = \dot{c}_o (T_{max} - T_2^*) + K_L (T_{max} - T_{amb}) \]

(24)

\( T_2^* \) is a function of \( T_3^* \), the optimum temperature after expansion in the Otto cycle. To determine this temperature, the objective function can again be optimised for maximum power and efficiency under the given constraints. Temperature \( T_4^* \) can therefore once again be calculated by solution of a polynomial:
\[ \frac{\dot{C}_o T_{\text{amb}} T_{\text{max}}}{K_o T^4} = \dot{C}_o (1 - \varepsilon_H) + \frac{\varepsilon_H \dot{C}_o}{K_S} \left[ \frac{T_{\text{amb}}}{\varepsilon_C C_S} \frac{T^4}{T} \right] \]

(25)

The optimum temperatures for the Stirling cycle are computed as before. This is possible as the source temperature, \( T_H^* \), is a function of the optimum \( T_4^* \) for the given constraints. The power output of the combined cycle under the given constraints can therefore be expressed in terms of the optimal temperature values as:

\[ -W_{\text{TOTAL}}^* = \dot{C}_o \left[ T_{\text{max}} - \frac{T_{\text{amb}} T_{\text{max}}}{K_o T_4^*} + T_{\text{amb}} - T_4^* \right] + \frac{\varepsilon_H \dot{C}_o}{K_S} \left[ \frac{T_4^*}{\varepsilon_C C_S} \frac{1}{T} \right] \]

(26)

And the efficiency under these constraints becomes:

\[ \eta^* = \frac{-W_{\text{TOTAL}}^*}{\dot{Q}_0} \]

(27)

3.3 Study of Heat Exchanger Parameters: NTU, Heat Transfer Coefficient, Heat Transfer Area

The model equations presented in the foregoing sections offers expressions for the optimal work output as a function of the heat exchanger effectiveness, \( \varepsilon \). More direct analysis in terms of physical characteristics of the system can be completed by analysis in terms of the heat exchanger Number of Transfer Units (NTU). The effectiveness-NTU relationship used in the present work is [20]:

\[ \varepsilon = 1 - \exp (-NTU) \]

(28)

The NTU value is a dimensionless quantity that includes for the heat exchange area, \( A \), the overall heat transfer coefficient, \( U \) and the heat capacitance rate, \( C \):

\[ NTU = \frac{UA}{C} \]

(29)

The total NTU for the Stirling cycle engine is considered as the sum of the source and sink heat exchanger NTU values:

\[ NTU_T = NTU_H + NTU_C \]

(30)

This permits an expression for the heat transfer area distribution for the engine:

\[ \left( \frac{A_H}{A_T} \right) = \left( \frac{U_T}{U_H} \right) \left( \frac{C_H}{C_T} \right) \left[ 1 - \frac{NTU_C}{NTU_T} \right] \]

(31)

This equation allows study of the optimal heat exchanger area distribution in terms of the ratio of the overall heat transfer coefficients, \( \frac{U_T}{U_H} \) the ratio of the heat capacitance rates, \( \frac{C_H}{C_T} \) and the NTU ratio \( \frac{NTU_C}{NTU_T} \).

4. Results

The optimised system is represented in the following figures for the two cases of imposed heat addition and maximum cycle temperature constraint. The two cases of imposed heat addition and imposed maximum cycle temperature are analysed in section 3.1 and 3.2 respectively. Within each scenario, performance is analysed against heat exchanger effectiveness and NTU separately.

4.1 Imposed Heat Addition

In this scenario, the following parameters were imposed: \( Q_{\text{in}} = 27kW \), \( \dot{C}_o = 10W/K \), \( \dot{C}_s = 15W/K \), \( T_1 = 300K \), \( K_L = 0.5W/K \)

4.1.1 Heat Exchanger Effectiveness Analysis

Figure 2. Total Power Vs Heat Exchanger \( \varepsilon \)
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It is possible also to express the model results against the heat exchanger NTU. This offers the advantage of allowing analysis in terms of the physical inventory of the heat exchangers. It can be seen that an expression in terms of NTU yields a clearer optimum point for Power output and Efficiency, as may be seen in Fig. 6 and Fig. 7.

4.2 Maximum Cycle Temperature

In this scenario, it was desired to investigate the system optimisation considering a maximum cycle temperature of the Otto cycle to be an imposed constraint. The constrained temperature parameter imposed was: \( T_3 = T_{\text{max}} = 3000K \).
Figures 2 to 11 present the results of the model presented in section 3. Figures 2 to 5 show the results of the analysis for the condition of imposed heat addition to the combined cycle. It is evident from Fig. 2 that maximum power is achieved for the case of maximum heat exchanger performance. Similarly, efficiency increases to a maximum for perfect heat exchange. It is notable though that in order to maximise the total combined output for this constraint, the Otto cycle compression ratio is reduced considerably below typical expected values. This has the net effect of increasing the temperature available at the Stirling source and thereby increasing the power output and efficiency of the Stirling bottoming cycle. These trends are visible in Fig. 4 and Fig. 5. In Fig. 5 it is notable that the Stirling cycle dominates the total power output, accounting for over 80% of the total output. Figures 6 and 7 show the total combined power output and efficiency as a function of the NTU of each of the Stirling cycle heat exchangers. This method has the advantage of demonstrating a clearer optimum than the case of the heat exchanger effectiveness values. It also permits a clearer analysis in terms of the physical characteristics of the heat exchangers.

Results for the case of imposed maximum temperature in the Otto cycle are presented in Fig. 8 to 11. It is seen that maximum power is achieved at maximum heat exchanger effectiveness, whilst efficiency is minimised at these conditions. As in the case of imposed heat input, it is seen in Fig. 10 that for maximum power conditions, the Otto cycle compression ratio is reduced, although in this instance it remains in the range of that expected for a real engine. This is a consequence of the temperature limitation placed on the cycle. Figure 11 demonstrates that, at most, the Stirling bottoming cycle produces approximately 15% of the total power output.

It is clear from the results presented in section 4 that clear optima exist for each of the analysed constraints. As regards thermodynamic design of a power plant, it is evident that for the case of imposed heat, maximum power and maximum efficiency coincide. To achieve this, the effectiveness of the Stirling heat exchangers must be maximised. For the case of maximum imposed temperature, maximum power and efficiency are not coincident. Maximum efficiency occurs for the case of the Otto cycle acting alone. In this instance, the efficiency gain from the increased compression ratio of the Otto cycle appears to overcome that from the addition of the bottoming cycle, as to increase the power and efficiency of the Stirling cycle the compression ratio is reduced to raise the...
temperature of the exhaust, which acts as the thermal source for the Stirling cycle.

5. Conclusions

A thermodynamic model of the combined Otto / Stirling cycle is presented and optimised for maximum total power output, with the Otto exhaust acting as the thermal source to the Stirling cycle. The optimisation is performed for two different imposed criteria. The first imposed constraint is a fixed heat input to the Otto cycle. The second scenario investigated was the case of an imposed maximum cycle temperature for the Otto cycle, $T_3$. In both scenarios the optimum temperatures in each cycle are presented. Calculation of the optimum temperatures allows calculation of the optimum work in each case.

The novel hybrid system described here, that of the Otto/Stirling combined cycle, is of interest to the power generation industry. Attention is currently being given to the use of Organic Rankine cycle (ORC) systems as bottoming cycles on natural gas fired Otto engines. The Stirling cycle is pertinent as an alternative bottoming cycle due to its high theoretical efficiency, its quiet operation, its compact construction and modest footprint.
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Abstract: Within the context of Finite Time Thermodynamics (FTT) we study a model of an irreversible thermal engine in terms of the performance cost and the investment cost. Our study is made by the maximization of objective functions defined as the ratio of the power output and the ecological function and the total performing costs respectively. In this work we study the thermoecnomics of an irreversible heat engine with losses due to heat transfer across finite time temperature differences, heat leak and internal irreversibilities in terms of a parameter that is added to Clausius inequality. We calculate the optimal thermal efficiencies under both the maximum power and the maximum ecological function conditions in terms of a economical parameter which is associated to the fractional cost fuel. We show that under ecological conditions the plant dramatically reduces the amount of heat rejected to the environment, and a lost of profits is translated in to an usage of fuels that dramatically reduces the heat rejected towards the environment respect to that of a maximum power regime.

Keywords: Finite Time Thermodynamics, Thermoecnomics Optimization, Irreversible heat engines

1. Introduction

In 1995, De Vos [8] studied the thermoecnomic optium performance of a nuclear heat engine model, this model was proposed previously by Novikov and Chambadal [10, 5]. The configuration of the engine consists of two heat reservoirs: one at the high temperature $T_H$ and the another at the low temperature $T_L$, both temperatures are constant. Between the two reservoirs are two components:

- first, a reversible Carnot heat thermal engine,
- second, one irreversible component, a thermal conductor $g$. (see Fig. 1(a)).

Novikov assumed that hotter side of the Carnot engine is at some variable temperature $T_X$, if $T_X$ equals to $T_H$, the engine converts heat into work at its maximum efficiency, \textit{i.e.} at Carnot efficiency, $\eta_C = 1 - T_L/T_H$, but, then the energy conversion occurs infinitely slow and thus, none power, $W$, is produced. Therefore, Novikov proposed not to maximize the efficiency, $\eta$, but rather the power production rate $W$. He demonstrated that this happens when $T_X = \sqrt{\frac{T_H T_L T_H T_L}{T_H T_L}}$. A few years after, Curzon and Ahlborn (CA) [7] introduced a model for a power plant, with two thermal conductors $\alpha$ and $\beta$, see Fig. 1(b), their engine model has two intermediate temperatures, $T_X$ and $T_Y$. The CA scheme reduces to the Novikov model if the thermal conductance $\beta$ tends to infinity. It is remarkable that the CA generalization of the Novikov model leads to the same result for the maximum power efficiency, that is,

$$\eta_{CA} = 1 - \frac{T_L}{\sqrt{T_H T_L}}$$

a value often referred to in the literature as the Curzon-Ahlborn efficiency. In the work published by De Vos[8] he proposed an endoreversible power plant optimized with respect to economical exploitation, the objective function now called profits, are defined by,

$$q = \frac{W}{C}$$

where $W$ is the power output and $C$ are the running costs of the plant, they consist of two parts:

- a capital cost assumed to be proportional to the investment and, therefore, proportional to the size of the plant, and
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now, a, the proportionality coefficient for the investment cost, is equal to the capital recovery factor times investment cost per unit heat transfer area, and its dimension is $\text{n\text{cu}/yr m}^2$. The unit $\text{n\text{cu}}$ stands for the national currency unit. The annual fuel consumption cost is proportional to the heat rate input, as in the Novikov model, i.e.
\[ C_f = bQ_H \quad (6) \]
where, $b$, is equal to the annual operation hours time price per unit heat input, and its dimension is $\text{n\text{cu}/yr kW}$.

Recently, Barranco-Jiménez and Angulo-Brown [3, 4], also studied the Novikov model and Curzon and Ahlborn model in the context of thermoeconomic optimization but they proposed as objective function a criterion known as ecological function [1, 9], this criterion also provides an optimum thermal efficiency between CA efficiency and Carnot efficiency and has been proved that the engine operation under this criterion reduces the entropy production. In this work, following the analysis presented by Sahin and Kodal [13], we analyze a thermoeconomic optimization of a irreversible thermal heat engine. In this work we study the thermoeconomics of an irreversible heat engine with losses due to heat transfer across finite time temperature differences, heat leak and internal irreversibilities in terms of a parameter that comes from the Clausius inequality. We calculate the optimal thermal efficiencies under both the maximum power and the maximum ecological function conditions in terms of a economical parameter which is associated to the fractional fuel cost.

2. Theoretical model

The theoretical model considered is shown in Fig. 2, the irreversible heat engine operates between a heat source of temperature $T_H$ and a heat sink of temperature $T_L$. A T-S diagram of the model including heat leakage, finite time heat transfer and internal irreversibilities is also shown in Fig. 2(b). During the isothermal expansion of the working fluid, the fluid has $T_X$, the same happens for isothermal compression, in that branch the working fluid gets a $T_Y$ temperature. In this model we considered that the rate of heat flow $Q_H$ from the hot source to the heat engine is given by,
\[ Q_H = U_HA_H(T_H - T_X) \quad (7) \]
Figure 2: Schematic diagram of the irreversible heat engine and its $T - S$ diagram.

and in the same way for heat flow from working substance to heat sink.

\[ \dot{Q}_L = U_L A_L (T_Y - T_L). \]  

(8)

where $U_H$ and $U_L$ are the heat transfer coefficients, and $A_H$ and $A_L$ are the heat transfer areas of the hot side and cold-side heat exchangers, respectively. Also it is considered a heat loss from heat interchange between hot thermal source and cold thermal sink directly, the rate of this heat leakage $\dot{Q}_{LK}$ from the hot reservoir at temperature $T_H$ to the cold reservoir at temperature $T_L$ given by,

\[ \dot{Q}_{LK} = C_I (T_H - T_L) = \xi U_H A_H (T_H - T_L). \]  

(9)

where $C_I$ is the internal conductance of the heat engine and $\xi$ denotes the percentage of the internal conductance with respect to the hot-side convection heat transfer coefficient and heat transfer area, that is, $\xi = \frac{T}{U_H A_H}$. Then the total heat rate $\dot{Q}_{HT}$ transferred from the hot reservoir is, $\dot{Q}_{HT} = \dot{Q}_H + \dot{Q}_{LK}$ and the total heat rate $\dot{Q}_{LT}$ transferred to the cold reservoir is $\dot{Q}_{LT} = \dot{Q}_L + \dot{Q}_{LK}$. Applying the first law of thermodynamic, the power output is given by,

\[ W = \dot{Q}_{HT} - \dot{Q}_{LT} = \dot{Q}_H - \dot{Q}_L \]  

(10)

\[ = U_H A_H (T_H - T_X) - U_L A_L (T_Y - T_L). \]

On the other hand, applying the second law of thermodynamic to the internal part of the model we get,

\[ \int \frac{dQ}{T} = \frac{\dot{Q}_H}{T_X} - \frac{\dot{Q}_L}{T_Y} < 0. \]  

(11)

One can rewrite the inequality in 11, as,

\[ \frac{\dot{Q}_H}{T_X} = R \frac{\dot{Q}_L}{T_Y}, \]  

(12)

where $R$ is the so-called nonendoreversibility parameter [6, 11]. Substituting 1, and 2, into 12, a relationship between $T_Y$ and $T_X$ is obtained as,

\[ \frac{T_Y}{T_L} = \frac{1}{1 - \frac{R}{\xi}} \]  

(13)

where $\psi = \frac{U_H}{U_L}$, $A_R = \frac{A_L}{A_H}$, and $\theta = \frac{T_X}{T_H}$. The efficiency for this heat engine is given by

\[ \eta = 1 - \frac{\dot{Q}_{LT}}{\dot{Q}_{HT}} = \frac{\dot{Q}_H - \dot{Q}_L}{\dot{Q}_H + \dot{Q}_{LK}}; \]  

(14)

A thermoeconomic analysis of power plants consists in to optimize a profit function defined as the quotient of the appropriate functions (the power output [12, 13, 8] and ecological function [2, 3, 4]), and the annual investment cost taking account both investment and fuel consumption costs. In the same sense as in 4, the profit function in terms of ecological function is given by,

\[ F_E = \frac{W - T_{LT}\sigma}{C_I + C_J} \]  

(15)

where $\sigma$ is the total entropy production for the engine. Applying the second law to engine (see Fig. 2) $\sigma$ can be written as,

\[ \sigma = \frac{\dot{Q}_H}{T_H} - \frac{\dot{Q}_L}{T_L} \]  

(16)

By using 4-9, 15 and 16, it is possible to obtain the normalized profit functions, the objective function associated to the power output is given by, $\bar{F}_P = \frac{\dot{\sigma}}{\bar{\tau}}$ and the expression for the objective function associated to the ecological function is given by, $\bar{F}_E = \frac{\dot{\sigma}}{\bar{\tau}}$, after some manipulations they can be written as:

\[ \bar{F}_P = \frac{1 - \left( \frac{\tau}{2R - \frac{\bar{\tau}}{\bar{\tau}}} \right)}{\left( \frac{\dot{\sigma}}{T_H A_H (1-R)} \right)} + 1 + \xi \left( \frac{1 - \tau}{T_H} \right) \]  

(17)

\[ \bar{F}_E = 1 + \tau - \left( \frac{2F}{R - \frac{\dot{\tau}}{\bar{\tau}} (1-R)} \right) + \left( \frac{1}{\bar{\tau}} \right) \frac{\dot{\sigma}}{T_H A_H (1-R)} + 1 + \xi \left( \frac{1 - \tau}{T_H} \right) \]  

(18)

where $\tau = \frac{T_X}{T_H}$ and the parameter $\bar{f}$, is the relative investment cost of the hot size heat exchanger and cold side, defined as

\[ f = \frac{a}{a + b}. \]  

(19)
By using, 7, 8, 12 and 14, after some algebra an expression for thermal efficiency can be written as:

\[ \eta = \frac{1 - \frac{R^0 - \eta_0 (1 - \psi)}{1 + \frac{1(1 - 2)}{1 - \psi}}}{R}. \]

In Fig. 3 we show the profits function \( \overline{T_F} \) and \( \overline{T_E} \) respect to independent variable, \( \theta = \frac{T_X}{T_Y} \), for several values of \( R \), as we can observe from Fig. 3 there is a critical value for \( T_X \) that maximize the profits function, for different values of \( \psi \) and \( f \). Then, it is possible to optimize both normalized profits functions (17 and 18) respect to \( \theta \). This procedure will be numerically implemented in section 3.

In Fig. 4, for the case of power output, we show the behavior of profits function versus the thermal efficiency of heat engine model, as can be observed it presents a loop paths, distinctive for models with heat leakage.

As can be observed from Fig. 4(a), the profits increases as \( f \) increases and the thermal efficiency is independent of this parameter. In Fig. 4(b) the global performance curves are presented for several values of the parameter of internal irreversibility \( R \).

We also observed that both the profits and the thermal efficiency at optimum thermoeconomical conditions decrease as \( R \) increases.

3. Performance Optimization

In Figs. 3(a) and 3(b), we observed that the maximum values for profits function associated to power output and ecological functions, respectively, decrease as \( R \), the internal parameters of internal irreversibility, increases. That is, there is a critical value for \( \theta \) that maximizes both profits functions. The critical value \( \theta^* \) that gives maxima values of objective functions, 17 and 18, are obtained by solving numerically the next equations:

\[ \frac{d\overline{T_F}}{d\theta} \bigg|_{\theta^*} = 0, \]

\[ \frac{d\overline{T_E}}{d\theta} \bigg|_{\theta^*} = 0. \]

In Fig. 5, it is shown the numerical solutions for \( \theta^* \), the quotients of hot-side temperatures, for optimum profits function associated to the power output (see Fig. 5(a)) and the optimum profits function associated to the ecological function (see Fig. 5(b)). In Fig. 6, we show the optimal thermal efficiencies in
terms of parameter \( f \), for several values of \( R \). As it can be observed, for all values of \( f \), next inequality is satisfied,

\[
\eta_{CA} < \eta_{opt} < \eta_{opt}^m < \eta_C. \tag{23}
\]

Previously, this result has been obtained for optimization of endoreversible heat engines with different heat transfer laws at the thermal couplings [2, 4, 3].

On the other hand, by using the second law of thermodynamics in the heat engine model presented in Fig. 2, we obtain

\[
Q_L = \frac{1}{1 - \frac{A_R U_H}{U_L} \left( 1 - \frac{U_H}{U_L} \right) A_R (\tau - 1)} \tag{24}
\]

being, \( Q_L \) the heat flow away to thermal heat sink for the irreversible engine model. Thus, if the heat engine works at MP regime,

\[
Q_L^e = \frac{1}{1 - \frac{A_R U_H}{U_L} \left( 1 - \frac{U_H}{U_L} \right) A_R (\tau - 1)} - 1 + \frac{U_H}{U_L} A_R (\tau - 1) \tag{25}
\]

Analogously, if the heat engine works at ecological regime,

\[
Q_L^e = \frac{1}{1 - \frac{A_R U_H}{U_L} \left( 1 - \frac{U_H}{U_L} \right) A_R (\tau - 1)} \tag{26}
\]

From 25 and 26, it is possible to calculate the heat rejected to cold thermal sink for every value of \( f \), at both MP and ME regimes, and as can be seen in Fig. 7, next inequality is satisfied,

\[
Q_L^e < Q_L^e \tag{27}
\]
4. Conclusions

In this work, we presented a thermoeconomic performance analysis for an irreversible heat engine model, taking into account the heat leak loss between the external heat reservoirs, and internal dissipation of the working fluid by means of a parameter that comes from the Clausius inequality. We calculated the optimal temperatures of working fluid and, the optimum efficiencies of thermal heat engine in terms of design parameters and another economical parameter associated to investment cost and to the heat transfer areas of the heat exchanger. The effects of the major irreversibilities and the relative fuel cost parameter on the general and optimal conditions are analyzed and discussed. We obtained that the global performance curves ($\bar{F}$ vs. $\eta$), have closed loop shape if there is a heat leakage irreversibility, a typical behavior observed for this kind of irreversible heat engines. We also presented the analysis of environment impact of the thermal heat engine by means of the heat rejected to cold thermal source, when the engine operates at both optimum profits function associated to the power output and associate to the ecological function, respectively. Our results show that at maximum power output the "waste" energy to environment is bigger than at maximum ecological regime, this same result was previously reported for the case of endoreversible heat engines.
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Abstract: We apply the condition of uniform entropy production over the membrane area to design a polymer electrolyte membrane fuel cell. The gas supply and water outlet systems, designed to produce entropy uniformly, have a fractal structure inspired by the human lung. The tree-like gas distributor carved into the bipolar plates can eliminate the need for porous transport layers. The amount of catalyst needed is optimized, by reducing the possibility for rate-limiting mass transfer. A numerical example indicates that a fourfold reduction in catalyst material and more than 10% improvements in the energy efficiency are feasible.
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1. Introduction

The performance of a fuel cell can be diagnosed from its polarization curve, the relation between the electric potential and the current density in the cell, see Fig.1. This curve shows that a large portion of the total energy available for work is dissipated as heat in the cell. The losses vary with the current density. There are always losses connected with the electrode overpotential(s), and with the ohmic resistance loss. But at large current densities, additional losses may occur from mass transfer limitations [1]. The overpotential obtains then contributions from concentration polarization. We will show how these last contributions can be minimized, through optimization of the second-law efficiency and better catalyst utilization [2-4].

The procedure for minimization of entropy production is a rigorous methodology that was already successfully applied to process units like heat exchangers, chemical reactors, and distillation towers. An interesting property emerged from these studies [2]: If the process can take place with sufficient degrees of freedom, the optimal process will follow a trajectory of thermodynamic states, a so-called highway in state-space, characterized by constant local entropy production. Surprisingly, the human lung functions accordingly [3]. The lung has a fractal structure with two distinct scaling regimes: the bronchi where flow dominates transport, and the space-filling acini lined by alveoli, where diffusion dominates transport. It was shown [3] that the entropy production is uniformly distributed in both regimes. These observations are now prompting us to pose the following question related to fuel cell design: Given that constant local entropy production is beneficial to some process units, even to Nature, can we take advantage of this as a guiding principle for fuel cell design? Which gas supply system do we find when the fuel cell is designed using this principle from the outset?
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In order to answer these questions and obtain numerical insight, we shall use a single PEMFC operating on hydrogen and oxygen or air at 1 bar and 80 °C. Consider therefore the cell in Fig. 2. The catalytic layers are nanoporous, but they appear homogeneous on the micrometer scale. The close-up in the bottom of the figure shows the uniformly packed nanoporous material. The catalytic layers are connected to electric current collectors at the sides of the layers (not shown in the figure).

The rectangular membrane sheet has the area \( L \times M \). A point on the planar membrane surface has coordinates \((x, y)\). The catalytic layers on each side of the membrane are of a height \( H \), typically 10-20 μm. This height, measured along the \( z \)-axis with the membrane-catalyst interface at position \( z = 0 \) (see Fig. 2, bottom) is one design variable in the study. The other variable is the macroporosity field \( \varepsilon(x, y) \), where the macroporosity \( \varepsilon \) is the fraction of free volume in the layer.

The catalytic layers are supplied with oxygen (air) and hydrogen gas. The oxygen (air) supply system is sketched in Fig. 2 as a serpentine channel. There are numerous flow-field designs for the gas supply system [5], and their large impact on the cell performance is well established. Serpentine channels or parallel pathways are most frequent in PEMFC. The flow-field is machined as channel(s) into the so-called bipolar plates. The bipolar plates are clamping the membrane-electrode assembly.

The solution to the questions of higher energy efficiency with minimum amount of catalyst, shall be found by redesigning the gas supply system and introducing an appropriate macroporosity field \( \varepsilon(x, y) \) and height \( H \) of the catalytic layer.

2. Theoretical Considerations

The aim is to find a local design that results in the optimal global performance of the fuel cell.

On the local scale, we consider an area element \( \Delta x \Delta y \) of the electrode area on each side of the membrane sheet. The membrane sheet is coarse-grained, such that it can be considered pseudo-homogeneous and continuous, without phase changes. In this coarse-grained representation, the electrodes are subdivided into small areas \( \Delta x \).
Δy around points \((x,y)\) where \(Δx\) and \(Δy\) are substantially larger than any pore channel diameter in the catalytic layer, but smaller than \(L,M\). When the cell potential, \(E\), across the membrane is measured between these two points and the reaction refers to one Faraday transferred, its value is:

\[
E (x,y) = -\Delta G(x,y)/F - R j(x,y) \Delta x \Delta y - \eta\]

(1)

Here \(F\) is Faraday's constant, \(R\) is the total cell resistance, \(j(x,y)\) is the electric current density, and \(\eta\) is the overpotential of the cathode (the anode overpotential is small). The reaction Gibbs energy is \(\Delta G\). The total entropy production of the cell is related to the last two terms. The origins of the potential loss are ohmic resistance, the reaction overpotential, in particular at the cathode, and diffusional losses due to mass transfer limitations [6]. The overpotential is frequently more than 0.4 V out of the theoretical 1.23 V, available at 298 K. The variables in (1) refer to the average concentrations in \(Δx \ Δy\).

Concentration gradients can develop in the \(z\)- as well as in the \(x,y\)-directions in the catalytic layer, in the porous transport layer, as well as in the nanoporous layer [1], and variations up to 0.2 (0.1) V has been observed perpendicular to (parallel to) the membrane, from such gradients. The production of electric current can thus be diffusion limited.

The total electric current, \(I\), the integral of the local current density \(j(x,y)\) over the membrane area, is considered constant, and the oxygen consumption is \(J^o = I/4FLM = j/4F\). In the absence of mass transfer limitations, the Butler-Volmer equation relates the current density at the cathode to the cathode overpotential. The cathode reaction has then been observed to follow first-order kinetics with respect to oxygen giving:

\[
J^o = k^o \text{ } c^o
\]

(2)

where \(k^o\) is the intrinsic kinetic coefficient of the forward reaction (in \(s^{-1}\)) and \(c\) (in \(\text{mol m}^{-3}\)) is the concentration of oxygen gas. [2] showed numerically that processes with a constant demand on the production and with sufficient degrees of freedom, obtained their optimum thermodynamic efficiency when the process was operated along a path with constant uniform entropy production (equipartition of entropy production). In the fuel cell, the process path consists of a series of five steps. The first step is the diffusion of oxygen and water through the porous transport layer (PTL) at the cathode. The next step is the electrochemical reaction and transport in the electrocatalytic layer. The third step is the proton and water transport between the anode and cathode. The fourth and fifth steps are the reaction at the anode and the transport through the PTL on the anode side. Each of these steps should have constant entropy production according to the highway hypothesis [2]. There is one constraint, namely that of constant total electricity production, \(I\) from the area \(L \times M\) The local electricity production \(j(x,y)\) is free in the outset. Under these conditions, an optimal state can be postulated for the fuel cell, with constant local entropy production, having

\[
\nabla p(x,y) = C_1
\]

(3)

where \(p\) is the pressure and \(C_1\) is a constant. [3] found that this was obeyed in the bronchial tree of the human lung. In the electrocatalytic layers, uniform entropy production means that the overpotential is the same everywhere, or that

\[
j(x,y) = j = C_1\text{ and }c(H) = c^o
\]

(4)

When the current density is the same everywhere, the concentration at \(z = H\) is constant. In the ideal case, the concentration is equal to the one at the inlet to the flow system, \(c^o\). The consequences of these criteria for the fuel cell design shall now be discussed.

3. An optimal cell design

3.1. The gas supply system

According to (3,4) the gas supply system must deliver gas as uniformly as possible to all positions \((x,y,H)\) at time \(t\), and likewise remove water as uniformly as possible from all positions \((x,y,H)\). In addition, the steady rate of supply per
unit membrane area, $J^0$, must match the rate of consumption, $j/4F$.

The gas supply system for the fuel cell should be compared to the first part of the bronchial tree. According to the statements above, a tree-like channel structure, with the channels only open at the tips of all branches, will obey the conditions stated. Such a structure will deliver the reactant with the same concentration to all positions (x,y). While the gas supply system in the lung is three-dimensional, however, the gas supply system of the fuel cell is preferably quasi-two-dimensional, even though this is not mathematically required. This is because it is practical to give the distributor channels the same height, so that the closed channels can be machined into planar bipolar plates. A proposal that matches these considerations is illustrated in the upper part of Fig. 3, which shows a fractal gas supply system for oxygen. There are several outlets for oxygen. Note that in each fractal distributor the distance between inlet and outlet is identical, leading to uniform distribution or collection conditions. So, the gas is delivered as uniformly as possible over the membrane area and products are collected likewise, to conform with conditions (3,4).

Four generations of branches are shown in Fig.3. This is an example. Two considerations are important for the number of branches. The tips should reach out to most of the membrane area. A large number of branches is favorable from this point of view. On the other hand, it should not be too difficult to manufacture the system. Space limitations and construction complications may thus limit the number. Also, the pressure drop increases with the number of generations. Right angles were chosen in the illustration in Fig.3 for reasons of simplicity. The particular form of branching of the fractal tree, and in particular the angle of a branch with the inlet tube could give uneven pressure reductions at large gas velocities. This is not critical here, because the entropy production in the gas distributor is negligible. The main purpose of the structure is not so much to minimize the entropy production in the structure itself, but rather to provide boundary conditions for the membrane electrode assembly that produce minimum entropy in the next step of the process path.

We can now return to Eq. (3), and see the role of the PTL in view of the above design. If the supply and removal systems are carved into the bipolar plates, these plates can in principle be put directly on to the catalytic layer. Whether this is feasible depends on the number of outlets. With present ways to machine on the micrometer level, this may not be a limiting factor. It may then be an advantage to eliminate the porous transport layer, as its performance depends on operating conditions. A PTL will under many conditions lead to mass-transfer limitations, and produce an extra diffusional regime. With a gas distributor system carved into the bipolar plate, on the other hand, one has pressure-driven flow all the way up to the catalytic layer. This prevents the establishment of diffusional layers much better than the design shown in Fig.2.

The single fuel cell in Fig.3 is thus drawn without the porous transport layer. The total height of the single cell is therefore smaller than that in Fig.2, making concentration gradients less likely than in Fig.2.

3.2. The catalytic layer

We next address the question; which local macroporosity, $\varepsilon(x,y)$, and layer height, $H$, lead to the highest value of the total cell potential, when cells are compared for the same oxygen consumption, or electric current density cf. (4). The close-up in Fig.3 illustrates the situation we want to optimize. The diameter of the
Fig. 3. A polymer electrolyte fuel cell design that minimizes diffusional losses, and saves on catalyst material by introducing macro pores in the catalytic layer.

Macro pores is denoted by \( d \), and the width of the columns in the layer that contain the nanoporous catalyst agglomerates by \( w \). The two parameters are related via the macroporosity.

How can the reactants gain easier access to the active sites in the catalytic layer than is pictured in Fig. 2, given that conditions (3,4) apply? Given a uniform concentration of gases at \( z = H \), a sufficient macroporosity should be introduced in this layer, hereby reducing the amount of catalyst needed, while keeping up the same production of electricity.

Consider therefore a nanoporous catalytic layer penetrated by macro pores as sketched in the insert of Fig. 3. The remaining part of the layer contains columns of nanoporous material with dispersed Pt. The design variables are: (1) the height of the catalytic layer, \( H \), and (2) the macroporosity, \( \varepsilon \). We have shown that the Lagrangian of the constrained optimization problem is:

\[
f = (1-\varepsilon) H + \lambda [c^\prime(Dk (\varepsilon - \varepsilon^*))^{1/2} \tanh H [(k/D)((\varepsilon - 1)/\varepsilon])^{1/2} - J^*]
\]

Here \( \lambda \) is a Lagrange parameter and \( D \) is the oxygen diffusion constant in bulk pores. The function \( f \) is minimized with respect to \( \varepsilon \), in order to minimize the amount of catalytic material in the volume \( V = (1-\varepsilon)HLM \), for a given oxygen flux \( J^* \). The intrinsic rate constant \( k \) is constant in the optimization. The value of the constant is the one compatible with the (hypothetically valid) Butler-Volmer equation and the current density in question. (5) has a physical solution if there exists a pair \( (\varepsilon, H) \) such that the following flux condition is satisfied:

\[
J^* \leq c^\prime(Dk)^{1/2} = J^{\text{max}}
\]

This states that sufficient system resources \( (c^\prime, D, k) \) must be available to produce the desired flux. Clearly, not much oxygen reacts if these variables are minuscule. If (6) is fulfilled, then there is a unique solution obtained from the Lagrangian given by:

\[
\varepsilon_{\text{opt}} = 0.5 \quad H_{\text{opt}} = (D/k)^{1/2} \tanh^{-1} \left( \frac{J^*/J^{\text{max}}}{} \right) \quad d_{\text{opt}} = w_{\text{opt}}
\]
Remarkably, the optimal catalyst structure is always given by the macroporosity $r_{\text{opt}} = 1/2$. Furthermore, $H_{\text{opt}}$ depends only on system variables. This means that each MEA should best be designed with a tailored height and a uniform macroporosity of $1/2$. This optimum was also found by [8], even though their constraints were different. [8] maximized the yield using a constant volume, rather than minimized the amount of catalyst with a constant production.

The water transport problem in the fuel cell can now be addressed in view of the above findings. It follows from the solution to the optimization (3,4, 7), that water transport out of the cell will be greatly enhanced in the new situation where macropores are introduced in the catalytic layer. Water is produced in the nanoporous layer, and the biggest problem now is connected to water clogging of the nanopores near the catalytic site [1,6]. Facilitated water and oxygen transport are two aspects of the same issue. From the perspective of water removal only, a thick porous transport layer like in Fig.2 is a disadvantage as documented by many authors [9], and we propose that it is eliminated in a first test. The further removal system for water out of the cell should then look similar to the gas supply system. The water outlet system could be shifted upwards or downwards of the oxygen or air outlet system in the bipolar plates.

4. Numerical example

In order to obtain numerical insight, consider the familiar standard E-TEK Elat/Std/DS/V2 gas diffusion electrode, as studied for instance by [10].

We shall need the relation between the overpotential and the current density in (1) under conditions of zero mass transfer limitation. This relation is given by the Butler-Volmer equation, or its representation, the Tafel equation in the high current density regime. The Butler-Volmer equation for the cathode overpotential is

$$j = j_o \left[ \exp \left( \frac{\alpha n F}{RT} \right) - \exp \left( \frac{(1-\alpha) n F}{RT} \right) \right]$$

where $j_o$ is the equilibrium exchange current density, $\alpha$ is the transfer factor for the overall reaction, $R$ is the universal gas constant and $T$ is the temperature.

<table>
<thead>
<tr>
<th>Current density / A m$^2$</th>
<th>500</th>
<th>15000</th>
<th>15000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transfer factor $\alpha$</td>
<td>1.0</td>
<td>1.0</td>
<td>0.8</td>
</tr>
<tr>
<td>Overpotential / V</td>
<td>0.238</td>
<td>0.342</td>
<td>0.427</td>
</tr>
<tr>
<td>Rate coeff. / s$^{-1}$</td>
<td>577</td>
<td>2760</td>
<td></td>
</tr>
<tr>
<td>Optimal height, $H_{\text{opt}}$ / μm</td>
<td>20</td>
<td>4.1</td>
<td></td>
</tr>
</tbody>
</table>

A typical height of the catalytic layer is 10 μm. In order to assess a possible benefit of introduction of macropores in this catalytic layer, the procedure is a follows.

Determine the intrinsic rate coefficient, $k_o$, using (8) for a current density which does not imply that diffusional losses are present, and (2) for the oxygen consumption. A typical current density is 500 A m$^2$ membrane (see Table 1). In the presence of air, $k_o = 19$ s$^{-1}$, when the equilibrium exchange current density is $j_o = 0.2$ A m$^2$ membrane, a reasonable value [6], and the transfer factor $\alpha=1.0$. The ratio catalyst area/membrane area is taken from [10].

Determine the coefficient $k$ corresponding to a current density in a regime which has diffusional losses, typically 15 kA m$^{-2}$ (cf. Table 1). The outcome of the calculation gives the overpotentials and the rate coefficients listed in Table 1, depending on the transfer factor that we choose.

The maximum oxygen consumption from (6) is more than one order of magnitude larger than the consumption corresponding to the current density, using an oxygen diffusion constant of $D_o = 5.6 \times 10^{-5}$ m$^2$/s [1]. Therefore there is a potential to reduce mass transfer limitations.

It follows from (7) that the optimal height of the layer is 20 μm when the transfer factor $\alpha$ is unity, but 4.1μm if this value changes to 0.8. In the first case, there is no need to introduce any macropores, as the layer height will double, cf. Table 1 (the same
amount of catalyst is needed since the macroporosity is 0.5). In the second case, the height is considerable reduced, and since Pt is absent in the macropores, the saving of catalyst is more than 75%.

The pore diameter size is not part of the solution, but an upper limit on the diameter can be given of 0.05 μm, a realizable number [12].

5. Discussion and conclusion

This work has given the principles of a method to design optimal catalytic layers and gas supply systems in fuel cells, inspired by the geometry of the lung and governed by the principle of equipartition of entropy production [2,7]. The detailed mathematical derivations will be documented in a forthcoming paper. We were able to combine principles previously used in reactor and catalyst design [4,8] and present a new, systematic procedure for energy and material cost reductions. The two optimization methods have been utilized before, but only separately, and for different systems. Chemical reactors and other process units have been optimized with the entropy production as objective function [2,7] and catalyst reduction methods have been studied in reactors and catalyst design [4,8]. This is the first time that both methods are applied in combination, and applied to fuel cells.

The numerical example of application for the standard E-TEK electrode is promising. We have found that the amount of catalyst can be lowered by a factor of four, using published values for the standard E-TEK electrode. This electrode has a loading of 0.5 mg/cm², but more efficient electrodes are now available, making coatings of 0.2 mg/cm² more typical. From the present optimization method we therefore see that the target set by the U.S. DOE of 0.03 mg/cm² becomes within reach. According to this work, the way to achieve this goal is to introduce proper macropores into the catalytic layer.

We have thus presented a method which predicts that the catalyst saving potential can be large. It is reassuring to find that the optimal solution for the catalytic layer is the same as that obtained in other contexts [4,8]. This adds credibility to the present results, in spite of the boundary conditions being somewhat different here.

Special here is that the intrinsic kinetic constant is a function of the overpotential. In order to calculate the optimal height of the catalytic layer, we need to know the diffusion coefficient, the oxygen concentration, the oxygen demand, and the rate constant cf. (7). The last two parameters vary, but their variation is limited in the relevant range. It can be shown that the solution is not so sensitive to the variables.

Bio-inspired flow channel designs have been proposed by others [11]. Also these authors argued that a more uniform distribution be used of gases over the membrane sheet, without formulating a physical reason for it, however. Their results are promising in the present context. Their leaf and lung designs gave a 30% improvement in energy performance of the PEM fuel cells. The present work, not only explains why this is so, but also gives a mathematical procedure for further improvements, resulting from a rational, nature-inspired design procedure, rather than from an empirical, biomimetic procedure.

Results on water clogging and its detrimental effects on the performance of fuel cells [9], can now be seen in new light. Modeling as well as experimental results show that clogging of such pores is responsible for significant performance losses, of the order of 10% of the total potential, see [9] and references therein. By introducing macropores in the catalytic layer, one enhances the possibility for water to escape greatly. And this possibility to escape is further enhanced, because we may avoid the porous transport layer altogether. On top of that, we can also tailor the water removal channels, that mimicks the supply gas distributor of Fig.3, by making the walls hydrophobic.

The question of cell lifetime can be addressed on the background of the condition set, that of uniform distribution of entropy production or energy dissipation. More uniform conditions across the cell represent less stresses on the catalyst and the transport system. It is therefore expected that also the cell lifetime, will benefit from the new design.

Heuristically, it follows that a stack is optimal in the thermodynamic sense when all single cells obey optimal conditions. The constants may differ between the cells in a stack if the oxygen
condition at the inlet varies from one cell to the next. But they may be the same, if all cells are fed by the same supply. Construction of cell stacks can thus be made following the same guidelines. The conclusions reached above, have been based on theoretical considerations. It now remains to validate the results experimentally by building a cell, proving that better energy efficiencies can indeed be realized in practice for the proposed structure. The present results, supported by [11], indicate that this may be worthwhile, as the gains seem to be significant.
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Abstract: This work presents the results of a parametric study for the flow field of a PEMFC with a radial configuration. The parametric study is based on the constructal theory with a geometrical variation of the number and length of the flow deflectors. The objective of the study is to find the optimal geometry that distributes in a more efficient way the reactant gases that produces a lower pressure drop and the most uniform current density distribution. The proposed design on this work shows an improvement on the cell performance, with a better use of the reaction area compared with previous designs. The results also show that the effect of channeling the flow inside of these radial configurations helps to improve the cell performance.
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1. Introduction

In a conventional PEM fuel cell the reactant gases flow through the flow channels. The distribution of gases to the cell reaction area is the main function of the channels, allowing the reactant gases to diffuse into the catalyst layer through the gas diffuser layer (GDL), and then take part in the electrochemical reactions.

A significant amount of investigations has been carried out on flow channel design, finding that the fuel cell performance strongly depends on the design of these flow channels. The channels not only form the shape of the bipolar plates, they also supply the reactant gases to the fuel cell active area. Water management and gases distribution depend greatly on the channel design.

Significant differences on the performance between each design have been reported in the literature. Some reported configurations of the flow field include: i) Parallel, ii) Serpentine, iii) Fractal, iv) Interdigitated, v) Spiral, vi) Bifurcation, vii) Radial configuration.

Voss et al. [1] presented one of the first radial configurations for a fuel cell, see Figure 1. In their configuration the inlet of the reactant gases is at the center of the cell, then the flow is oriented through triangular arrangements that form radial channels. These channels are distributed in a radial form throughout the fuel cell reaction area.

Due to the fact that the reactant gases flow through the less blocked channels, the water accumulates at the zones with the lower flow of gases. For this reason, the fuel cell presented by [1] has a low efficiency. This configuration has an inadequate water management.

In order to improve water management [2] proposed a better design applying the flow interdigitated concept, see Figure 2.

In the interdigitated radial design, the gases flow in a radial direction through the channels. At the end of the channels the gases are forced to flow into the diffusion layer. Flooding disappears in
these regions and a better mass transport into the fuel cell is produced.

Cano et al. [3] proposed a radial design with the gases entrance located also at the center of the cell, from which the gases are distributed through the radial channels. The design proposed by [3] has the characteristic of producing a high current density near the gases inlet. However, overall, the current production in the cell is non-uniform, due to the lower uniform species distribution along the channels. Figure 3 shows the channel flow design proposed by [3].

This work presents the results of a parametric study of a new design of bipolar plates (see Figure 1). The parameterization is represented by equation 1, and has the control of the length and number of elements in contact in the proposed design.

The new configuration has been created in order to improve the performance of the cell and to observe the effect of flow orientation through the radial channels. The principles of the constructal theory are used as a base to optimize the fuel cell performance. This theory aims to determine the most relevant architectures that maximize the performance of a phenomenon [4]. For instance, Wechsatol et al. [5] varied the radial geometry of a microchannel network in order to dissipate heat from a circular plate minimizing the pressure drop.

2. Model description

Showing in Figure 4 is a sketch of the design of the base case considered in the presented study model. An analysis about the effect of the number of rows and the length was performed. The length of the elements was parameterized as:

$$L_i = F_{-\phi}^n 1 \quad i \quad n$$  \hspace{1cm} (1)$$

F is a parameter chosen in such a way that:

$$n_i L_i F_{-\phi}^n = 2.25 \quad 0.5(n - 1) \quad mm$$  \hspace{1cm} (2)$$

Table 1, shows the range of the $n$ and $\phi$ parameters that was analyzed. The width of the rectangular elements considered in the present study, shown in Figure 4, is 0.5 mm. The number of elements in each row was determinate by the restriction that the distance between two adjacent elements could not be less than 0.4 mm. At the same time, the length of the elements could not be less than 0.4 mm. The reason of the previous restrictions is because of the necessity to make geometries that could be machined in usual manufacture laboratories. In that case for the parameterized analysis there were geometries that not were built. The number of elements considered in each row is shown in Table 1.
Table 1. Analyzed geometries.

<table>
<thead>
<tr>
<th>elements number in the row</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1</th>
<th>1.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>48</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>72</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>70</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>70</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>70</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The geometry has 16 inlets, 4 outlets, and different number of elements in each row equally distributed.

3. Computational model

This section provides the information considered on the model that was used for the present analysis.

3.1 Numerical model

Table 2 shows the dimensions and properties used in the current model. The only difference between the models is the flow field geometry, in order to compare the results obtained for each model.

The reference current density has been taken as 1 A/cm², for both models. The inlet velocities of the fuel and the oxidant were kept constant in all the cases. It is considered that the hydrogen oxidation reaction and the oxygen reduction reaction only occur at the catalyst layer/membrane interface.

Table 2. Dimensions and properties used in the analysis.

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel length (l_channel)</td>
<td>22.5 mm [3]</td>
</tr>
<tr>
<td>Channel height at the inlet (H_channel)</td>
<td>1 mm [3]</td>
</tr>
<tr>
<td>Channel width at the inlet (W)</td>
<td>1 mm [3]</td>
</tr>
<tr>
<td>GDL thickness (H_{GDL})</td>
<td>0.5 mm [3]</td>
</tr>
<tr>
<td>CL thickness (H_{CL})</td>
<td>0.025 mm [3]</td>
</tr>
<tr>
<td>Membrane thickness (H_{mem})</td>
<td>0.128 mm [3]</td>
</tr>
<tr>
<td>GDL porosity (ε_{GDL})</td>
<td>0.4 [6]</td>
</tr>
<tr>
<td>CL porosity (ε_{CL})</td>
<td>0.4 [6]</td>
</tr>
<tr>
<td>GDL Electrical conductivity (σ_{GDL})</td>
<td>53 Ω⁻¹m⁻¹ [6]</td>
</tr>
<tr>
<td>CL Electrical conductivity (σ_{CL})</td>
<td>53 Ω⁻¹m⁻¹ [6]</td>
</tr>
<tr>
<td>Reference exchange current density at the anode side (j_{ref,α})</td>
<td>1.0 x 10⁷ A m⁻³ [7]</td>
</tr>
<tr>
<td>Reference exchange current density at the cathode side (j_{ref,γ})</td>
<td>3 x 10⁷ A m⁻³ [7]</td>
</tr>
</tbody>
</table>

3.2 Model assumptions

A computational three-dimensional model is built for the geometry presented in Figure 4. A computational model is used to analyze the electrochemical reactions occurring at the catalyst layer/membrane interface (for both, anode and cathode side). In other zones, such as the gas diffusion layer, no chemical reactions occur. The assumptions used in the model are:

1. Steady state.
2. The reactant gases are considered as ideal gases.
3. Constant temperature inside the cell.
4. Laminar flow.
5. Constant thermal properties.
6. Isotropic materials.

3.3 Governing equations

The model solves the energy, mass conservation, species transport and electric potential equations. The coupled governing equations are solved using a software based on the finite volume technique, Fluent®, which already includes the source terms.
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\( \nabla \cdot (\rho \mathbf{u}) = S_i \) 

\( \nabla \cdot (\rho \mathbf{u}) = - \nabla P + \nabla \cdot (\mu \nabla \mathbf{u}) + S_p \) 

\( \mathbf{u} \cdot \nabla \cdot (\rho Y_i H_i) = \mathbf{u} \cdot \nabla J_{H_i} + S_{H_i} \) 

\( \mathbf{u} \cdot \nabla \cdot (\rho Y_i) = \mathbf{u} \cdot \nabla J_{\phi_i} + S_{\phi_i} \) 

\( \mathbf{u} \cdot \nabla \cdot (\rho Y_{i,0}) = \mathbf{u} \cdot \nabla J_{H_i,0} + S_{H_i,0} \) 

\( \nabla \cdot (\sigma_{\text{sol}} \phi_{\text{sol}}) + S_{\text{sol}} = 0 \) 

\( \nabla \cdot (\sigma_{\text{mem}} \phi_{\text{mem}}) + S_{\text{mem}} = 0 \) 

The terms added to the governing equations, better known as source terms, see Table 3, take into account the electrochemical effects occurring in the cell.

Table 3. Source terms.

<table>
<thead>
<tr>
<th>Volume</th>
<th>Source term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anode catalyst</td>
<td></td>
</tr>
<tr>
<td>( S_{H_i} = - \frac{M_{H_i} R_a}{2 F} )</td>
<td>(10)</td>
</tr>
<tr>
<td>( S_{\phi_i} = S_{H_i} + S_{H_i,0} )</td>
<td>(11)</td>
</tr>
<tr>
<td>( S_{\text{sol}} = - R_a )</td>
<td>(12)</td>
</tr>
<tr>
<td>( S_{\text{sol}} = + R_a )</td>
<td>(13)</td>
</tr>
<tr>
<td>Cathode catalyst</td>
<td></td>
</tr>
<tr>
<td>( S_{\phi_i} = - \frac{M_{\phi_i} R_c}{4 F} )</td>
<td>(14)</td>
</tr>
<tr>
<td>( S_{H_i,0} = - \frac{M_{H_i,0} R_c}{2 F} )</td>
<td>(15)</td>
</tr>
<tr>
<td>( S_{S_i} = S_{\phi_i} + S_{H_i,0} )</td>
<td>(16)</td>
</tr>
<tr>
<td>( S_{\text{sol}} = + R_c )</td>
<td>(17)</td>
</tr>
<tr>
<td>( S_{\text{mem}} = - R_c )</td>
<td>(18)</td>
</tr>
<tr>
<td>GDL</td>
<td>( \frac{S_p}{\beta} )</td>
</tr>
</tbody>
</table>

The source terms are non-zero at the specified zone or volume; otherwise their value is zero. \( S_i \) and \( S_p \) represent the current density at the anode and cathode side, respectively, defined as:

\[ S_i = \int_0^{r_{\text{ref}}} \left( \frac{H_i}{r} \right) \left( \mu_{\text{ref}} - \mu_{\text{ref}} \right) \, dr \]  

\[ S_p = \int_0^{r_{\text{ref}}} \left( \frac{H_p}{r} \right) \left( \mu_{\text{ref}} - \mu_{\text{ref}} \right) \, dr \]  

\[ S_i = \int_0^{r_{\text{ref}}} \left( \frac{H_i}{r} \right) \left( \mu_{\text{ref}} - \mu_{\text{ref}} \right) \, dr \]  

\[ S_p = \int_0^{r_{\text{ref}}} \left( \frac{H_p}{r} \right) \left( \mu_{\text{ref}} - \mu_{\text{ref}} \right) \, dr \]  

\[ \eta_a = \phi_{\text{sol}} - \phi_{\text{mem}} \]  

\[ \eta_e = \phi_{\text{sol}} - \phi_{\text{mem}} - V_{OC} \]  

\[ V_{OC} = 0.0025 T + 0.2329 \]  

In the transport species equation, the mass diffusion flux, \( J_{i,x} \), is defined as:

\[ J_{i,x} = - \rho D_i \frac{\partial Y_i}{\partial x} \]  

Um et al. [7] define \( D_i \) as:

\[ D_i = c^\alpha D^0_i \left( \frac{P_0}{P} \right)^{\frac{1}{2}} \]  

The driving force for the water transport is defined as:

\[ \alpha(x, y) = \eta_d(x, y) - \frac{F}{l(x, y)} D_w(x, y) \frac{C_{\text{water}} - C_{\text{water}}}{l_s} \]  

where \( \eta_d \) represents the electro-osmotic drag coefficient, that is a function of the water activity at the anode side. It is calculated using the following equation:

\[ \eta_d(x, y) = 0.0049 + 2.02 \alpha_x - 4.53 \alpha_x^2 + 4.09 \alpha_x^3 \]  

\[ \alpha_x \leq 1 \]  

\[ \eta_d(x, y) = 1.59 + 0.159 (\alpha_x - 1) \]  

\[ \alpha_x > 1 \]  

The water concentration at the anode and cathode side, \( C_{\text{water}} \) and \( C_{\text{water}} \), respectively, is calculated by:
\[
\frac{\partial \phi_{\text{mem}}}{\partial n} = 0 \quad \frac{\partial \phi_{\text{sol}}}{\partial n} = 0
\]

\[
\phi_{\text{sol}} = V_{\text{cell}} \quad \frac{\partial \phi_{\text{sol}}}{\partial n} = \text{constant}
\]

\[
\frac{\partial \phi_{\text{mem}}}{\partial n} = 0
\]

Figure 6. External boundary conditions.

The boundary conditions are defined at the inlet, outlet, walls and at the interfaces between consecutive layers. At the outlet, the gauge pressure is defined equal to zero, considering that the gases are discharged to the environment. The principal boundary conditions around the computational domain are shown in Figure 6.

The numerical results are validated with the study of [8]. They carried out an analysis of a straight channel for a PEM fuel cell. Their geometry presents the advantage of being a simple model as compared with other experimental analyses. Um et al. [8] obtained an experimental polarization curve for the straight channel at the Penn State Electrochemical Engineering Center (ECEC).

\[
\lambda = 0.043 + 17.18a_y - 39.85a_y^2 + 36.0a_y^3
\]

\[
a_y \leq 1
\]

\[
\lambda = 14.0 + 1.4(a_y - 1)
\]

\[
a_y > 1
\]

3.4 Boundary conditions

The boundary conditions are defined at the inlet, outlet, walls and at the interfaces between consecutive layers. At the outlet, the gauge pressure is defined equal to zero, considering that the gases are discharged to the environment. The principal boundary conditions around the computational domain are shown in Figure 6.

The boundary conditions are defined at the inlet, outlet, walls and at the interfaces between consecutive layers. At the outlet, the gauge pressure is defined equal to zero, considering that the gases are discharged to the environment. The principal boundary conditions around the computational domain are shown in Figure 6.

The inlet flow rates for the anode and cathode have been defined using the stoichiometric flow ratio, \( \zeta \), which is defined as the quantity of reactant fed to the fuel cell, divided by the required quantity in the electrochemical reaction. Thus:

\[
\zeta_c = X_{\text{H}_2,\text{in}} \frac{P_c}{RT \text{T}_{\text{ref}}} \frac{4F}{A}
\]

\[
\zeta_s = X_{\text{O}_2,\text{in}} \frac{P_s}{RT \text{T}_{\text{ref}}} \frac{2F}{A}
\]

4. Results
The operating conditions for the validation of the model are presented in Table 4.

**Table 4. Operating conditions of the cell [8].**

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell temperature (°C)</td>
<td>70</td>
</tr>
<tr>
<td>Operating pressure (atm)</td>
<td>2</td>
</tr>
<tr>
<td>Relative humidity for the fuel entrance (%)</td>
<td>100</td>
</tr>
<tr>
<td>Reference current density (A cm(^{-2}))</td>
<td>1</td>
</tr>
<tr>
<td>Stoichiometric ratio for the anode</td>
<td>1.5</td>
</tr>
<tr>
<td>Relative humidity of the air at the inlet (%)</td>
<td>100</td>
</tr>
<tr>
<td>Stoichiometric ratio for the cathode</td>
<td>2</td>
</tr>
<tr>
<td>Nitrogen/oxygen mole fraction at the inlet</td>
<td>0.79/0.21</td>
</tr>
</tbody>
</table>

Figure 7 shows the comparison between the present numerical model and the experimental results of the polarization curve for the fuel cell of [8]. The comparison shows a small variation at high current densities, due to the assumptions considered in the model. However, the differences are minimal and the results present a similar behavior.

The fuel cell global performance can be explained by the polarization curves. The polarization curves represent the cell operation voltage versus the current production and it represents the principal irreversibilities on the fuel cell. Figure 8 shows the polarization curves for some geometries which have the same value for the parameter \( \phi_0 \) and a different value for the variable \( n \). As it can be seen in Figure 8, the activation losses for all the geometries are similar at low current densities. The concentration losses present at high current densities tend to increase conform \( n \) decreases. It is because low \( n \) values do not have as much uniformity concentration distribution as with high values of the parameter \( n \).

![Figure 7. Comparison of the polarization curves between numerical and experimental results.](image)

![Figure 8. Polarization and power curves, \( \phi_0=0.75 \).](image)

The species concentration distribution for the extreme models is presented in Figure 9. There is a significant difference between these models. The geometry with the lowest \( n \) value (\( n=3 \)) presents a fastest fuel consumption whereas the geometry with the highest \( n \) value (\( n=6 \)) has a more uniform distribution on the reaction area. Flow outlets define the tendency of the flow; however, Figure 9 also shows that the proposed geometry does not have zones with a significant difference in concentration species.

![Figure 9. Distribution of the molar fraction of hydrogen for a) \( n=3, \phi_0=0.75 \) b) \( n=6, \phi_0=0.75 \).](image)
The effect of $\omega$ can be shown by the polarization and power curves for the geometries that have a same value of the $n$ parameter, see Figure 10. A similar trend as in the previous case occurs, the higher the value of $\omega$, the lower the concentration losses, and much more power is generated. It is important to note the low performance with $n=5$, and it presents the best cell number of channels is not the case with the more power generated. The production power capacity for the geometries $n=5$ and $n=4$ is almost the same and both of them show more power generated than the geometry $n=6$. The geometry with $n=4$ has a little more power production than the geometry with $n=5$, and it presents the best cell performance.

In order to compare the obtained results, two different radial geometries were built, one of them was proposed for Cano et al [3] and the other one was proposed by Perez et al [13]. Both geometries were simulated under the same model considered in the present study. These geometries were chosen because they have the same active area as the present geometry.

In order to compare the parameters, $n$ and $\omega$, Figure 11 shows a comparison of the effect of both parameters at the average current density obtained at 0.6 V. The effect of the variation of the parameter $\omega$ has a stronger effect on the current density than the number of rows ($n$). This result also shows that the highest value of the number of rows does not have the better distribution flow field; in that case it is necessary to compare the models that showed the highest average current density.

Figure 12, shows the power curves for the above mentioned cases. The geometry with the larger number of channels is not the case with the more power generated. The production power capacity for the geometries $n=5$ and $n=4$ is almost the same and both of them show more power generated than the geometry $n=6$. The geometry with $n=4$ has a little more power production than the geometry with $n=5$, and it presents the best cell performance.

5. Comparison

In order to compare the obtained results, two different radial geometries were built, one of them was proposed for Cano et al [3] and the other one was proposed by Perez et al [13]. Both geometries were simulated under the same model considered in the present study. These geometries were chosen because they have the same active area as the present geometry.

Figure 13 shows the power curves for the three geometries. An important improvement on the fuel cell performance is obtained under the
proposed geometry. As it can be seen the proposed geometry does not have high concentration losses. It results on having a more uniform distribution than the two compared geometries. At the same time the proposed geometry presents a higher power generation.

6. Conclusions

A parametric study of a radial configuration for the bipolar plates of PEM fuel cells is carried out in this work. The proposed 3D model is able to predict the cell performance. The study aims to determine the geometry that maximizes the current density - in a more uniform way - enhancing the fuel cell performance. The performed analysis, which is based on the constructal theory, shows the effect of guiding the gases through the cell, getting a better performance for a special geometry. This study also shows the importance of the design on the fuel cell flow channels. In that case the geometry must be focusing on the design that increases the uniformity on the species concentration.

For this parameterization the variation of the \( n \) parameter does not have as much effect as the variation of the \( \phi_0 \) parameter. In a specific manner, the geometry with \( n=4 \) and \( \phi_0=1.25 \) is the model that has the best performance increasing the power and the current density uniformity. This geometry will also reduce the cost and the manufacturing time because of the simpler geometry in comparison with the other analyzed cases.

### Nomenclature

- \( a_k \): Activity of water on stream \( k \) [dimensionless]
- \( C_i \): Concentration of the specie \( i \) (mol m\(^{-3}\))
- \( D_i \): Mass diffusivity of specie \( i \) (m\(^{2}\) s\(^{-1}\))
- \( F \): Faraday constant (97487 C mol\(^{-1}\))
- \( H \): Height (mm)
- \( I \): Local current density (A m\(^{-2}\))
- \( j_{ref} \): Volumetric reference exchange current density (A m\(^{-3}\))
- \( j_i \): Mass flow of the species \( i \)
- \( L \): Length (mm)
- \( M_i \): Molecular weight of the specie \( i \) (kg kmol\(^{-1}\))
- \( n \): Row level
- \( P \): Total pressure (Pa)
- \( P_0 \): Reference pressure (101325 Pa)

### Greek symbols

- \( \alpha \): Net flux of water by proton
- \( \beta \): Permeability (m\(^{2}\))
- \( \phi \): Electrical potential (V)
- \( \gamma \): Concentration coefficient
- \( \xi \): Porosity of the medium (dimensionless)
- \( \zeta \): Stoichiometric flux ratio
- \( \eta \): Overpotential (V)
- \( \varrho \): Volumetric flux in the inlet (cm\(^{3}\) s\(^{-1}\))
- \( \lambda \): Water content
- \( \mu \): Dynamic viscosity (kg s m\(^{-2}\))
- \( \rho_w \): Mixture density (kg m\(^{-3}\))
- \( \rho_{mem,dry} \): Dry membrane density (kg m\(^{-3}\))
- \( \sigma \): Electrical conductivity (\( \Omega^{-1} \) m\(^{-1}\))

### Superscripts

- \( \text{Ref} \): Reference value
- \( \text{Sat} \): Saturated

### Subscripts

- \( a \): Anode
- \( c \): Cathode
- \( CL \): Catalyst layer
- \( GDL \): Diffusion layer
- \( mem \): Membrane
- \( sat \): Saturated
- \( sol \): Solid
- \( W_a \): Water in the anode side
- \( W_c \): Water in the cathode side
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Abstract: This paper focuses on the development of an energy simulation model of a high temperature PEM fuel cell based cogeneration system. The system is composed of a steam reforming unit that can be operated with different fuels such as LPG and methane. The balance of plant is modeled using a commercial industrial process simulation software, Aspen Plus®. Components such as burner and chemical reactors are simulated using existing modules available in the software library. The fuel cell performance is predicted by means of a zero dimensional semi-empirical model implemented in Fortran and then integrated in the Aspen Plus process simulation. This choice allows to analyze the performance of the system taking into account for the CO influence on the fuel cell. The fuel cell model is validated using experimental data available in the literature and from tests carried out by the authors. The overall model is then used to perform a preliminary efficiency analysis that allows to assess the difference with low temperature PEM fuel cell based systems.
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1. Introduction

Fuel cells are attractive energy production devices that promise high primary energy savings, low pollutants emissions with compact and low weight size. But thinking of fuel cells as the replacement to the actual energy production systems is unpractical due to the limited hydrogen availability. This problem affects mostly Low Temperature PEM fuel cell (LTPEM), which require very pure hydrogen as feed fuel. Indeed, hydro-carbons fuels, as methane, natural gas or GPL, are normally available and do not imply major safety issues. From this point of view, the possibility to convert and use efficiently hydrocarbon based fuels in hydrogen, could turn fuel cells in a very attractive energy devices additionally because they allow co-production of heat. Fuels conversion to hydrogen can be carried out through different well known processes, including steam reforming, partial oxidation and auto thermal reforming. Steam reforming is generally the preferred reaction as it produces higher concentration of hydrogen [1]. Large hydrogen production plants are already commercialized, however, for small scale applications, the need for high purity fuel with low CO content (lower than 40 ppm) affects reformer complexity, cost and system performance.

Literature presents different examples of small fuel processors coupled with low temperatures PEM fuel cells: a description of a practical application and simulation of a 4 kW electric power system can be found in [2]. The prototype presented has a net electric efficiency of 18% and a 30% thermal efficiency (LHV basis). However, according to the authors, an optimized design could allow higher efficiencies. In [3], where a 1 kW_{el} LTPEM system fueled with methane is described, the gross electric efficiency of the system is more than 30% in the load range considered when the anode-off gas is re-circulated. Problems related to CO tolerance and water management can be avoided using High Temperature PEM (HTPEM). In this kind of FC operating temperature can be 180°C reducing CO negative effects and therefore simplifying the design of the reformer: CO concentration up to 2% can be tolerated with negligible negative effects on performance. On the other hand conversion efficiency of HTPEM is lower than LTPEM. Testing and evaluation of a HTPEM fuel cell can be found in [4] while in [5] different PBI based technologies are characterized. Regarding the long term performance in [6] a study on the degradation behavior of the PBI membrane is described. Only few works regarding coupling of an HTPEM stack
to an hydrogen generator can be found: in [7] an integration of a HTPEM stack with a methanol reformer is presented, while in [8] a simulation study of a micro CHP based on a HT PEM stack is described. The theoretical analysis shows that global efficiency in the range of 40% can be achieved. With the aim of a preliminary analysis on the efficiency differences with LTPEM fuel cells, this paper focuses on the development of an energy simulation model of a HTPEM fuel cell based cogeneration system.

2. Simulation model description

The simulation model has been implemented as part of a research project aimed to the design and development of a small cogenerative HTPEM system fuelled with methane or LPG. Therefore all the modeled components are already available even if a complete operational characterization has not been yet completed. The general schematic of the system includes two subsystems: fuel processing and HTPEM stack.

2.1. Fuel processing subsystem

The reformer modeled, produced by WS Reformer, is a steam methane reformer with a thermal output of 3.5 kW, and gas composition (dry basis) of H₂ 75% - 79%, CO₂ 20% - 23%, CH₄ < 1%, CO < 1% [9]. The reformer can use both methane or LPG. In the presented data methane has been chosen. Referring to Fig. 1, the process methane is mixed with vapor and introduced in the Steam Reforming Reactor (SRR). The overall product gas is a mixture of H₂, CO₂, CO, together with unconverted CH₄ and steam. The SRR products pass through an heat exchanger (Ex-2) where they are cooled down to the Water Gas Shift Reactor (WGSR) temperature. This purification process reduces the CO concentration to less than 1%. After the WGSR, the gas mixture, now containing about 55% of H₂, 20% of CO₂, water and less than 1% of CH₄ and CO, goes to the HTPEM stack. Process water evaporation takes place by recovering heat from:

- the combustion chamber flue gas, by means of heat exchanger Ex-1;
- cooling down the reformate products of the SRR;
- the exothermic water gas shift reaction.

In the flow sheet, the last 2 recovering processes are modeled using only a single heat exchanger module, named Ex-2, in which the heat duty of the SRR product gas and the heat duty of the WGSR are taken into account.

2.1.1. Steam reformer reactor

The steam reformer reactor performs the reforming reaction of methane and the associated water gas shift reaction:

![Diagram of the overall system](image_url)

*Fig. 1. Process flow sheet of the overall system.*
\[
\begin{align*}
\text{CH}_4 + \text{H}_2\text{O} & \rightarrow \text{CO} + 3\text{H}_2 \\
\text{CO} + \text{H}_2\text{O} & \rightarrow \text{CO}_2 + \text{H}_2
\end{align*}
\]

(1) \quad (2)

The reactor has been supposed to be isothermal and heat is supplied by a \text{CH}_4 burner. The variables that affect the product gas composition are: reactor temperature, pressure, feed composition, steam to carbon ratio and type of catalyst used. The two reactions are assumed to be near equilibrium as supposed in \cite{10}. On these basis, the reactor has been modeled as an Aspen Plus® equilibrium reactor and operating temperature is 750°C in order to ensure an optimum methane conversion \cite{1}.

2.1.2. Water gas shift reactor

According to the considered reformer design \cite{9} only a single stage purification unit has been modeled, where the water gas shift reaction \cite{2} takes place. The process is moderately exothermic, and heat can be recovered to evaporate the input water. The water gas shift reactor has been modeled as an Aspen Plus® equilibrium reactor.

2.1.3. Heat exchangers

Heat management has a crucial role in order to achieve the maximum conversion efficiency. It has been assumed that heat exchangers have two functions: recovering the heat to evaporate the process water, and minimize the heat losses from the burner flue gas. As above mentioned, referring to Fig. 1, water evaporation takes place by means of heat exchangers Ex-1 and Ex-2 while Ex-3 recovers heat from the combustion chamber flue gas. Ex-1 and Ex-3 are modeled as Aspen Plus® MHeatX modules while Ex-2 is composed by two Aspen Plus® HeatX modules. The latter allows the simultaneous heat recover from cooling down the reformate output an from tempering the water gas shift reactor to 250°C.

At the design point, the hot gas exit temperature for Ex-2 is equal to the WGSR temperature, while the hot gas exit temperatures for Ex-1 and Ex-3 are set to 400°C and 200°C respectively.

2.1.4. Burner

The Aspen Plus predefined reactor RGibbs is used to model the burner. The reactor performs gas phase chemical equilibrium through Gibbs free energy minimization. Outlet gas temperature is set to 700°C.

2.1.5. Reformer process hypothesis

Reformate gas composition and fuel processor efficiency depend on reactors temperatures and on steam to carbon ratio (S/C) used. Reactors temperatures are already defined above while the steam to carbon ratio is 3.5 at design point. This value has been chose as suggested in \cite{9}.

For the SRR and WGSR it has been assumed that the size of the catalyst bed is sufficient to approach equilibrium. The overall losses are the sum of several factors which are related to the design and mode of operation \cite{11}:

- evaporation enthalpy of excess water;
- wall heat losses;
- exhaust gas enthalpy;
- reformate gas enthalpy.

In this work wall heat losses have been neglected. The fuel processor has been designed to produce 1.5 m³/h (STP) of hydrogen, in order to meet the requirements for a stack of 1 kW_{elec}. For achieving the maximum efficiency from the system a preliminary design specification has been imposed: fuel consumption at the burner has been calculated as the minimum value in order to allow a SRR temperature of 750°C.

2.2. The fuel cell model

In literature most of the simulation models presented regard low temperature fuel cell (i.e. T < 100°C), while a limited number of papers focus on HTPEM (T > 160°C). For instance \cite{12} and \cite{13} do not consider the CO poisoning effects on the catalyst surface. While in \cite{14} the influence of CO in the fuel has been taken into account and for this reason it has been chosen as reference for the development of the zero dimensional model used in this work. In the following are presented the main assumption while more details can be found in the original paper \cite{14}. The parameters values used in the model are reported in Appendix.

2.2.1. Cathode model

Cathode is modelled with a semi-empirical equation:

\[
U = U_0 - \frac{RT}{4eF} \ln \left( \frac{i + i_0}{i_0} \right) - R_{\text{shunt}} i - \frac{R_{\text{corr}} i}{\kappa - 1} \quad (3)
\]

\(U\) is the cell voltage, \(U_0\) is the open circuit voltage as measured in the experimental tests. The second term represents the Tafel equation.
and includes the charge transfer coefficient $\alpha$, the current density $i$ and the exchange current densities $i_0$. The third term is related to the ohmic loss. In the last term the resistance associated with the concentration losses is related to the cathode stoichiometry $\lambda$. In (3) the variables $i_0, R_{\text{ohmic}}, \alpha_n$ and $R_{\text{conc},i}$, are made temperature dependant through suitable regressions [14] (see Appendix).

### 2.2.2. Anode model

Anode model accounts for losses due to the CO poisoning effect on the catalyst layer. The anode overpotential $\eta_i$ is related to the current density $i$ and to $\theta_{H_i}$, the fraction of catalyst sites $i$ with adsorbed $H_2$, assuming a Butler-Volmer kinetics with a symmetry factor $\alpha=0.5$:

$$\eta_i = \frac{RT}{\alpha F} \sinh \left( \frac{i}{2k_B \theta_{H_i}} \right),$$  \hspace{1cm} (4)$$

where $k_B$ is the hydrogen oxidation rate. In [14] $\theta_{H_i}$ is calculated using the model developed in [15] where four processes, described by the (5-8), express the interfacial kinetics of the adsorption, desorption and electro-oxidation processes of hydrogen and carbon monoxide on the catalyst surface:

$$CO + M \xrightleftharpoons{}_{k_{H_2}}^{k_{CO}} (M - CO)$$  \hspace{1cm} (5)$$

$$H_2 + 2M \xrightleftharpoons{}_{k_{H_2}}^{k_{H}} 2(M - H)$$  \hspace{1cm} (6)$$

$$\begin{array}{c}
(M - H) \xrightarrow{k_{H_2}} H^+ + e^- + M \\
H_2O + (M - CO) \xrightarrow{k_{H_2}} M + CO_2 + 2H^+ + 2e^-
\end{array}$$  \hspace{1cm} (7)$$

In steady state conditions, the expressions used to calculate the CO and $H_2$ coverage can be formulated as function of the current density as [14]:

$$\rho \frac{d\theta_{H_i}}{dt} = 0$$

$$k_{H_2} \gamma_{H_i} p \left[1 - \theta_{H_i} - \theta_{CO_i} \right] - b_{H_2} k_{H} \theta_{H_i} - i = 0$$  \hspace{1cm} (9)$$

### 2.2.3. Fuel cell model validation

Model results were initially validated with the experimental data collected with a single fuel cell fed with pure hydrogen at 160°C [16]. Furthermore the fuel cell model results have been compared to the experimental data collected feeding the cell with a synthetic gas mixture that simulate a steam methane reformate composition $H_2$ 55.77% - CO 0.48% - $CH_4$ 0.55% - $CO_2$ 43.2% vol. As shown in Fig. 2, there is a good agreement between the model and the experimental data. In the same figure a CO sensitivity analysis is presented (0.2% and 1%).

### 3. Results and discussion

In this work, the fuel processor efficiency is defined as:

$$\eta_y = \frac{(n_{H_2} * LHV_{H_2})_{\text{ref}}}{(n_{CH_4} * LHV_{CH_4})_{\text{ref}} + (n_{CH_4} * LHV_{CH_4})_{\text{burner}}}$$  \hspace{1cm} (13)$$
output 3.5 kW (thermal) and HTPEM stack with 100 cells at 0.5V. The gas composition at fuel processor outlet given by the simulation model is comparable to the technical specification (see par. 2.1) of the considered commercial reformer. Fuel processor efficiency (77%) is comparable with the efficiency of a steam reformer unit of similar thermal power [3]. At a cell voltage of 0.5V, the HTPEM efficiency is 32% while the total electric efficiency is 24%. Obviously stack efficiency can be improved shifting the operating point to higher voltage. For instance, operating at 0.6 V stack efficiency is 36% and the total electric efficiency is 28%

Table 1. System model results for the base case (no anode off gas recirculation).

<table>
<thead>
<tr>
<th>Burner Feed</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow rate (methane)</td>
<td>0.108</td>
<td>kg/h</td>
</tr>
<tr>
<td>Thermal power</td>
<td>1.49</td>
<td>kW</td>
</tr>
<tr>
<td>LHV (methane)</td>
<td>801</td>
<td>kJ/mol</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Water</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>S/C</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>Flow rate</td>
<td>0.851</td>
<td>kg/h</td>
</tr>
<tr>
<td>Steam temperature</td>
<td>378</td>
<td>°C</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Air to burner</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow rate</td>
<td>2.394</td>
<td>kg/h</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reformate Composition (dry basis)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂</td>
<td>79.20</td>
<td>% vol</td>
</tr>
<tr>
<td>CO</td>
<td>0.52</td>
<td>% vol</td>
</tr>
<tr>
<td>CH₄</td>
<td>0.87</td>
<td>% vol</td>
</tr>
<tr>
<td>CO₂</td>
<td>19.4</td>
<td>% vol</td>
</tr>
</tbody>
</table>

| H₂ thermal power                     | 3.44     | kW       |

<table>
<thead>
<tr>
<th>Fuel cell stack</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cells</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Load</td>
<td>22</td>
<td>A</td>
</tr>
<tr>
<td>Total voltage</td>
<td>50</td>
<td>V</td>
</tr>
<tr>
<td>Single cell voltage</td>
<td>0.5</td>
<td>V</td>
</tr>
<tr>
<td>Stack Electric Power</td>
<td>1.093</td>
<td>kW</td>
</tr>
<tr>
<td>Stack Thermal Power</td>
<td>1.663</td>
<td>kW</td>
</tr>
</tbody>
</table>

| Fuel utilization                     | 0.73     |          |
| Cell efficiency                      | 32 %     |          |
| Fuel processor efficiency            | 77 %     |          |
| Total electric efficiency            | 24 %     |          |

3.1. Influence of anode off-gas recirculation

In system real operation it is important to analyze the effect of part load operation on efficiency. Fig. 3 shows the effect of stack load variation on electric and thermal efficiency in a system without anode off gas recirculation. It is important to underline that in the presented data
the reformer does not follow the cell load request, and therefore the fuel utilization varies
with the load. At 100% stack load (0.5V) cell efficiency is 32% and total electric efficiency is
24%, if load is reduced to 70% cell and system efficiencies are respectively 25% and 19%.

In Fig. 4 are shown the results if the anode off
gas is recirculated to the reformer. As load
decreases fuel utilization decreases, and the
thermal content of the recirculated anode-off gas
flow is higher, decreasing the burner energy
supply requirements. The total electric
efficiency remains almost constant, being about
27% for all stack loads. Furthermore the thermal
efficiency is increased from less than 25% to
34% at 70% stack load and from 34% to 42% at
100% stack load. Therefore recirculation, even if
requiring a more complex BOP, is important to
achieve high efficiency in particular in case of
slow dynamic response of reformer. These
theoretical results have to be validated with the
actual performance of a real system, where the
recirculation benefits are related to the
combustion chamber capability to efficiently
burn fuel blends with different calorific values
(i.e. methane and anode-off gas with H₂O, CO
and CO₂).

3.2. Influence of CO content at reformer
outlet

Fuel processor transient and partial load
operation can affect CO content at reformer
outlet. Table 2 shows the cell efficiency
variations with the CO content. Results highlight
how cell efficiency decrease only to some
extent: from 31.51%, at 0.4% CO, to 27.98% for
CO concentrations of 1.2%. These results have
to be compared with LTPEM fuel cell based
systems, where small CO concentrations could
dramatically affect stack performance and also
stack life.

Table 2. Effect of CO content on cell efficiency.

<table>
<thead>
<tr>
<th>CO (% vol.)</th>
<th>cell efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.46</td>
<td>31.51</td>
</tr>
<tr>
<td>0.81</td>
<td>30.11</td>
</tr>
<tr>
<td>1.27</td>
<td>27.98</td>
</tr>
</tbody>
</table>

4. Conclusions

A simulation model of an HTPEM cogeneration
system has been developed. A preliminary
efficiency analysis shows that a system electric
efficiency of 27% could be achieved. This value
is only 10% lower than LTPEM based systems
of similar size [3].

With respect of load variation on system
efficiency two cases have been considered:
system without anode off gas recirculation and system with recirculation. It has been shown that recirculation, even if requiring a more complex BOP, is important to achieve high efficiency in particular in case of slow dynamic response of reformer. In transient operation, even high content of CO in the reformer output, the performance and durability of the stack is not compromised. Higher levels of thermal integration, investigable with the presented simulation model, could lead to higher efficiencies, as well as higher stack operating temperatures. Indeed the latter could negative affect the membrane degradation behavior. The next steps of the research will focus on experimental activity finalized to validate the simulation model.

**Nomenclature**

F  faraday’s constant, C mol⁻¹
I  current, A
M  vacant catalyst site
P  power, kW
R  universal gas constant, J mol⁻¹ K⁻¹
T  cell temperature, K
U  cell voltage, V
i  cell current density, A cm⁻²
i₀  exchange current density, A cm⁻²
n  mole flow rate, mol s⁻¹
n_cell  cell numbers
p  pressure, bar
y_{H₂,YCO}  molar fraction, hydrogen, CO

**Greek symbols**

θ_{H₂}, θ_{YCO}  fractional coverage, hydrogen, CO
η_a  anode activation losses, V
ρ  density, kg m⁻³

**Subscripts and superscripts**

n - order of anode kinetic model
elec - electric
ref - reformate
therm - thermal
BOP - Balance of Plant

**References**


Acknowledgments: This research work was supported by Regione Autonoma Friuli Venezia Giulia – Italy.

Appendix

Expressions and parameters values used in model calculations are shown in Table 3. The parameters values are the same as in [14] except for $a_3$ and $k_{ad}$.

<table>
<thead>
<tr>
<th>Expression used in equation (1)</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge transfer coefficient, $a_1$</td>
<td>$a_1 T + b_1$</td>
<td>$a_2 e^{\text{bar}}$ A/cm²</td>
</tr>
<tr>
<td>Exchange current densities, $i_0$</td>
<td>$a_0 e^{\text{bar} T}$</td>
<td>$a_3 e^{\text{bar} T}$</td>
</tr>
<tr>
<td>Ohmic losses, $R_{ohm}$</td>
<td>$a_1 T + b_1$</td>
<td>$a_2 e^{\text{bar} T}$</td>
</tr>
<tr>
<td>Concentration losses, $R_{conc}$</td>
<td>$a_1 T + b_1$</td>
<td>$a_2 e^{\text{bar} T}$</td>
</tr>
</tbody>
</table>

Values used for cathode model

<table>
<thead>
<tr>
<th>Expression used in equation (1)</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge transfer constant, $a_1$</td>
<td>$2.761 \times 10^3$ K⁻¹</td>
<td></td>
</tr>
<tr>
<td>Charge transfer constant, $b_0$</td>
<td>$-0.9453$</td>
<td></td>
</tr>
<tr>
<td>Ohmic loss constant, $a_1$</td>
<td>$-1.667 \times 10^4$ Ω K⁻¹</td>
<td></td>
</tr>
<tr>
<td>Ohmic loss constant, $b_1$</td>
<td>$0.2289$</td>
<td></td>
</tr>
<tr>
<td>Diffusion limitation constant, $a_1$</td>
<td>$-8.203 \times 10^4$ Ω K⁻¹</td>
<td></td>
</tr>
<tr>
<td>Diffusion limitation constant, $b_1$</td>
<td>$0.4306$</td>
<td></td>
</tr>
<tr>
<td>Limiting current constant, $a_1$</td>
<td>$30.3 \times 10^4$ A</td>
<td></td>
</tr>
<tr>
<td>Limiting current constant, $b_1$</td>
<td>$-0.04368$</td>
<td></td>
</tr>
</tbody>
</table>
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Abstract: Electrochemical power generation is an incredibly diverse and sophisticated field, and several major research initiatives throughout the world are racing for the ultimate electrochemical power solution. From the robotic perspective high torques may be avoided, due to mechanical limitations of joints and links. It can be achieved by reducing the weight of the robots and/or adjusting their speed of operation. In this paper, an analysis of an electrochemical system used in a robotic device is performed using a Ragone plot. In the following, an optimal control strategy for a serial manipulator is proposed. A contribution of the control strategy is the efficient usage of the limited power resource. The consideration of energy supplier curves for the determination of the control law is shown as an effective way to improve power consumption and overcome torque limitations of small devices. The resulting methodology can be useful to the design and path planning of small portable manipulators. Numerical results show the viability of the proposed methodology.
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1. Introduction

The field of mobile robotics places stringent demands on the power system. Energetic autonomy, or the ability to function for a useful operation time independent of any tether, refueling, or recharging, is a driving force in a robot designed for a field application. A graphical technique which contributes to the intuitive understanding of the performance of a power system is the Ragone plot. This plot is useful for graphically comparing the merits of different power systems for a wide range of operation times. They plot the specific power versus the specific energy of a system on logarithmic scales.

Information on the basic fundamentals of batteries [1] and fuel cell systems [2, 3] can be found in the literature. Batteries and fuel cells are electrochemical devices that convert chemical energy into electrical energy by electrochemical oxidation and reduction reactions, which occur at the electrodes. The basic physical structure of batteries and fuel cells is an electrolyte layer sandwiched by an anode (negative electrode) and cathode (positive electrode) on either side. In a cell, the reactions occur at the electrode surfaces. In generalized terms, the reaction at the electrodes and the overall reaction can be represented by, respectively [1]:

\[ \text{O}_x + z \text{e}^- \leftrightarrow \text{Red} \]  \hspace{1cm} (1)

The change in the standard free energy (\( \Delta G^0 \)), i.e. the maximum electric energy that can be delivered by the chemicals that are stored within or supplied to the electrodes in the cell, is expressed as [1, 2]:

\[ \Delta G^0 = -nFE^0 \]  \hspace{1cm} (2)

When the conditions are other than the standard state (0.101 MPa and 298 K), the voltage \( E_0 \) of a cell is given by the Nernst equation [4]:

\[ E_0 = E^0 - \frac{RT}{nF} \ln \left( \frac{a_{\text{c}}}{a_{\text{a}}} \frac{a_{\text{D}}}{a_{\text{b}}} \right) \]  \hspace{1cm} (3)

In the case of a fuel cell, the maximum work available from a fuel source is also related to the free energy of reaction (\( \Delta G_{R} \)), whereas the enthalpy of reaction (\( \Delta H_{R} \)) is the pertinent quantity for a heat engine [2]:

\[ \Delta G_{R} = \Delta H_{R} - T \Delta S_{R} \]  \hspace{1cm} (4)

As shown in Eq. (4), the difference between \( \Delta G_{R} \) and \( \Delta H_{R} \) is proportional to temperature and to the change in entropy (\( \Delta S_{R} \)).

Electrode reactions are characterized by both chemical and electrical changes and are
heterogeneous in type. They may be as simple as the reduction of a metal or the overall process may be relatively complex, involving several steps. Before the electron transfer step, electroactive species must be transported to the electrode surface by migration or diffusion. The electroactive species needs to be adsorbed by the electroactive material either before the electron step or after it. These behaviours lead to losses and prevent some chemical energy from being converted to useful electric work during cell discharge. To determine actual cell performance, three losses must be subtracted from the Nernst potential: (1) activation polarization, (2) concentration polarization, and (3) Ohmic polarization. When connected to an external load \( R \), the cell voltage \( V \) can be expressed as [1]:

\[
V = E_0 - i(\eta_{\text{act}} + \eta_{\text{conc}} + R) = E_0 - iR_i
\]

(5)

The Nernst equation characterizes the ability of the reactants to diffuse in the electrolyte from the bulk fluid flow and limits the current generation in the device. The activation polarization characterizes the energy needed to start the reaction. Activation losses are a function of the charge transfer kinetics of the electrochemical processes and are predominant at small current density. On the other hand, concentration polarization adjusts for the diffusion gradient into the active sites and is dominant when the cell is operating at high current density. Ohmic polarization is directly related to the internal resistance of the cell. It follows Ohm’s law and describes the thermal losses caused by resistive heating that occur when a current passes through an electrolyte and through electrodes.

2. Fuel cells

A fuel cell generates electricity directly through electrochemical reactions. Fuel is transformed at the anode, and oxygen is transformed at the cathode. The transformations release electrons that are available to drive a load, and ions that are preferentially transported through an electrolyte. Assuming that the weight of the fuel cell stack \( W_{\text{FC}} \) is a function of the power \( P \) delivered to the load, it follows [5]:

\[
W_{\text{FC}} = P f_{\text{FC}}/i V
\]

(5)

The factor \( f_{\text{FC}} \) can be related to the weight and total area of the electrodes in the stack. Similarly, assuming the weight of the reactant subsystem \( W_{\text{RS}} \) is a function of the energy \( E \) delivered by the device [5]:

\[
W_{\text{RS}} = E f_{\text{RS}}/\mu F V
\]

(6)

For a fuel cell, the gravimetric energy density \( ED \) is a measure of the total energy available in the device per unit mass and it is determined by the voltage of the cell and the amount of charge that can be stored in the fuel. Typical units for gravimetric energy density are Wh/kg and it can be calculated by [6]:

\[
ED = \frac{E}{W_{\text{RS}}} = \frac{\mu F V}{f_{\text{RS}}} \quad \text{or} \quad V = \frac{ED f_{\text{RS}}}{\mu F}
\]

(7)

Gravimetric power density \( PD \) is the total power available in the device per unit mass (W/kg). It is related to the gravimetric energy density \( PD = ED f_{\text{FC}} \) at a given discharge rate, and indicates how rapidly the cell can be discharged and how much power can be generated. It can be given by [6]:

\[
PD = \frac{P}{W_{\text{FC}}} = \frac{i V}{f_{\text{FC}}}
\]

(8)

Substituting Eq. (5) and (7) in Eq. (8) yields:

\[
PD = \frac{E_0^2}{R_i f_{\text{FC}}} \left[ \frac{ED f_{\text{RS}}}{\mu F E_0} \right] \left[ \frac{ED f_{\text{RS}}}{\mu F E_0} \right]^2
\]

(9)

Defining \( q_0 = \mu F \) as the maximum available capacity of the reactant (when \( \mu = 1 \)), the maximum electrical energy that can be obtained by electrochemical conversion of the reactant is \( q_0 E_0 \). Substituting this in Eq. (9) gives:

\[
PD = \frac{E_0^2}{R_i f_{\text{FC}}} \left[ \frac{ED f_{\text{RS}}}{q_0 E_0} \right] \left[ \frac{ED f_{\text{RS}}}{q_0 E_0} \right]^2
\]

(10)

3. Batteries

In addition to fuel cell-based electrochemical power, an intense research and development effort is currently underway in batteries. The principal focus is lithium batteries. In their simplest form, batteries consist of two dissimilar electrode materials (positive electrode or cathode and negative electrode or anode) that are separated by an ionic conductor, which may be liquid, polymer, or solid phase. The characteristic performance of a battery is dictated by the type of electrode material and electrolyte (ionic phase that is usually held in a porous matrix that is often referred to as the separator). Because the electrolyte must be compatible chemically and electrochemically with the electrode materials, the combination of electrolytes and electrodes are limited.
Lithium-ion batteries have specific energies of around 160 Wh/kg and are expected to show substantial near- and mid-term increases in capacity, rate capability, and stability. According to McLarnon et al. [7] the energy density-power density relationship for batteries is:

\[
P_D = \frac{E^2}{R_i} \left( \frac{E_D}{q_0 E_0} \right)^{0.5} \frac{E_D}{q_0 E_0}
\]  

(11)

It is interesting to note that the form of Eq. (11) is similar to that for Eq. (10), differing in the exponents and in the inclusion of the factors \( f_{FC} \) and \( f_{RS} \), which are related to the characteristics of the fuel cell stack and the reactant subsystem.

4. Ragone Plots

A very useful graphical technique for comparing some power devices is the Ragone plot. The diagram is a log-log plot, which allows a significant spectrum of gravimetric power density (kW/kg) and gravimetric energy densities (kWh/kg) to be plotted compactly. Figure 1 shows a Ragone plot for the direct methanol fuel cells listed in Table 1 and Figure 2 exhibits a Ragone plot for the batteries listed in Table 2. As the system power increases, less energy can be extracted. The highest gravimetric energy density batteries can only provide miniscule levels of power.

Table 1. Specifications for commercial (or to be) direct methanol fuel cells.

<table>
<thead>
<tr>
<th>Company/ Product</th>
<th>Power [W]</th>
<th>Size (mm)</th>
<th>Weight (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ball Aerospace &amp; Technology Corp</td>
<td>100</td>
<td>109 x 203 x 254</td>
<td>6.16</td>
</tr>
<tr>
<td>Hydrogenics Corp./HyPORT C</td>
<td>500</td>
<td>533x330x406</td>
<td>35</td>
</tr>
<tr>
<td>IdaTech Company/FCS 1200</td>
<td>850</td>
<td>740 x 690 x 640</td>
<td>84</td>
</tr>
<tr>
<td>Smart Fuel Cell/SFC A25</td>
<td>25</td>
<td>465 x 290 x 162</td>
<td>9.7</td>
</tr>
<tr>
<td>Toshiba</td>
<td>12</td>
<td>275 x 75 x 40</td>
<td>1.02</td>
</tr>
<tr>
<td>Voller Energy Ltd/Portapack VE 100</td>
<td>100</td>
<td>330 x 330 x 160</td>
<td>11.65</td>
</tr>
</tbody>
</table>

Figure 1. Ragone plot for the direct methanol fuel cells listed in Table 1.

Table 2. Specifications for commercial Li-ion batteries.

<table>
<thead>
<tr>
<th>Company</th>
<th>Weight (kg)</th>
<th>Mid-discharge voltage (V)</th>
<th>Discharge capacity at C/5 (Ah)</th>
<th>Polarization resistance (Ω cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sony</td>
<td>0.60</td>
<td>3.50</td>
<td>1.18</td>
<td>213</td>
</tr>
<tr>
<td>NEC Moli</td>
<td>0.48</td>
<td>3.75</td>
<td>1.30</td>
<td>189</td>
</tr>
<tr>
<td>A &amp; T</td>
<td>0.50</td>
<td>3.75</td>
<td>1.45</td>
<td>54</td>
</tr>
<tr>
<td>Sanyo</td>
<td>0.45</td>
<td>3.75</td>
<td>1.30</td>
<td>118</td>
</tr>
<tr>
<td>Matsushita</td>
<td>0.40</td>
<td>3.75</td>
<td>0.82</td>
<td>50</td>
</tr>
</tbody>
</table>

1: Theoretical voltage of 4.2 V; 2: at rates above 1C.

Figure 2. Ragone plot for the batteries listed in Table 2.

5. Robot Kinematics

To describe both the workspace and geometrical position of the robot in the same reference system it is necessary to establish the robot direct kinematics.
Given the joint coordinates \( q \) of a serial manipulator, the transformation matrix that represents the geometrical elements of the robot are described by using homogeneous transformations such as:

\[
A_i = \begin{bmatrix} R_{i-1} & d_{i-1} \\ 0 & 1 \end{bmatrix}
\]  

(12)

where \( R(q) \) is a rotational matrix and \( d(q) \) is a translational vector. Using this concept, the kinematics characteristics of a serial robot manipulator with \( n \) degrees of freedom is completely defined by the transformation:

\[
T_n = A_n(q_n) \cdot A_{n-1}(q_{n-1}) \cdots A_1(q_1)
\]  

(13)

Using the Denavit-Hartenberg representation [8], each homogeneous transformation \( A_i \) is obtained as a result of four basic transformations:

\[
A_i = \text{Rot}_{\alpha_i} \cdot \text{Trans}_{d_i} \cdot \text{Trans}_{a_i} \cdot \text{Rot}_{\theta_i}
\]  

(14)

where \( a \) (length), \( \alpha \) (twist), \( d \) (offset) and \( \theta \) (angle) are the associated parameters.

As \( T \) matrix is defined according to Equation (13) for a specific manipulator, given a Cartesian reference point \( P_{\text{ref}} \), the end-effector Cartesian position for each joint coordinate \( q(d, \theta) \) is obtained from:

\[
P_{\text{end}} = T(d, \theta) \cdot P_{\text{ref}}
\]  

(15)

This procedure is called direct kinematics computation. Given the reference point \( P_{\text{ref}} \) and the end-effector point \( P_{\text{end}} \), the procedure that lead to the determination of the corresponding joint coordinate \( q(d, \theta) \) is called inverse kinematics computation.

Using Equation (15) it is possible to describe the Cartesian position of an arbitrary serial robot manipulator. The kinematics determination is of main importance in the manipulability analysis, as presented in the following.

### 6. Mechanical Power

The consideration of the dynamics behavior of a serial manipulator is of great importance in its path planning. This information allows a detailed analysis and consequently the development of a precise control specification.

Many efficient schemes have been proposed to model the dynamics of rigid multi-body mechanical systems [8].

The dynamics model can be obtained explicitly through algebraically computation, or numerically through iterative computation.

The techniques based on the Newton-Euler method starts from the dynamics of all individual parts of the system. They look at the instantaneous or infinitesimal aspects of the motion, using vector quantities as Cartesian velocities and forces.

Alternatively, the Euler-Lagrange based methods starts from the kinetic and potential energy of the total system, considering the states of the system during a finite time interval. This approach works with scalar quantities, the energies.

Independent of the approach, the generalized forces at the end are determined as described by the equation:

\[
Q(q(t)) \ddot{q}(t) + C(q(t), \dot{q}(t)) + G(q(t)) = u(t)
\]  

(16)

Where: \( q(t) \), \( \dot{q}(t) \) and \( \ddot{q}(t) \) are the joint position, velocity and acceleration, respectively. \( Q(q(t)) \) is the joint space mass matrix and \( C(q(t), \dot{q}(t)) \) is the vector of Coriolis and centrifugal forces. The vector \( G(q(t)) \) is the vector of gravitational forces and \( u(t) \) is the generalized force vector.

The energy that is necessary to move the robot is an important design issue, because in real applications energy supply is limited and any energy demand reduction leads to smaller operational costs. Due to the relationship that exists between energy and force, the minimal energy can be estimated from the generalized force \( u(t) \) that is associated to each joint \( i \) at time instant \( t_i \leq t \leq t_f \).

The interval between the initial time \( t_0 \) and the final time \( t_f \) is discretized in \( N \) steps. Then, the mechanical power \( P_w \) is used for design purposes as defined by:

\[
P_w = \sum_{i=1}^{N} \left[ \frac{1}{2} u_i^T(t) \dot{q}_i(t) \right]^2
\]  

(17)

This expression represents well the phenomenon under study because it considers both the kinematics and the dynamical aspects of the trajectory, simultaneously [9].

### 7. Dynamics model of Robotic Manipulator

Physical characteristics of a two degree of freedom robotic planar manipulator are presented by means of Denavit-Hartenberg parameters shown in Table 3.
8. Optimization of Discrete Dynamic Systems

A discrete dynamic system [10] is described by means of a state vector \( w(i) \) of dimension \( n \) in each step \( i \). The choice of a control vector \( u(i) \) of dimension \( m \) enables the transition of the system to the state \( w(i+1) \) through the relation:

\[
w(i+1) = f[w(i), u(i), i]
\]

where:

\[
w(0) = x_0
\]

Given a number of steps \( N \), the general optimization problem for such class of system is to find the best control vector \( u(i), i=0, \ldots, N-1 \) which minimizes the performance index:

\[
J = \theta([w(N)] + \sum_{i=0}^{N-1} L[w(i), u(i), i])
\]

subject to Eqs. (21) and (22), where \( N, w, \) and \( f \) are given. This is a parametric optimization problem with equality constraints, and can be solved by means of a nonlinear programming methodology [11, 12] if the control vector \( u(i) \) is understood as design vector [10].

For a given value of \( u(i) \), the state vector \( w(i) \) is computed by the optimization of \( J \).

The extension of the formulation for a discrete system with terminal constraints requires the computation of \( u(i) \) that minimize:

\[
J = \theta(w(N))
\]

Subject to:

\[
w(i+1) = f[w(i), u(i), i], \quad w(0) = w_0 \quad \text{and} \quad \psi(w(N)) = 0, i = 0, \ldots, N-1
\]

9. Numerical Result

The next numerical result was computed before the optimization process, and obtained through the dynamic system (Eq. 24) of a planar manipulator with two degree of freedom. The optimization was carried out by using Eq. 19.

The initial Cartesian position of the manipulator end-effector was \( x = 2 \) m and \( y = 0 \) m (and corresponding joint configuration \( q_1(t_0) = 0 \) rad and \( q_2(t_0) = 0 \) rad, respectively) and the final position \( x = 0 \) m and \( y = 2 \) m (corresponding joint configuration \( q_1(t_f) = \pi/2 \) rad and \( q_2(t_f) = 0 \) rad, respectively). A cubic spline interpolation applied to joint coordinates was used to compute the movement between initial and final configurations.

The total travelling time as fixed in 1 s \( (t_0 = 0 \) s and \( t_f = 1 \) s) and the corresponding interpolation equation of the first joint \( P_1 \) satisfies bound constraints \( P_1(t_0) = 0 \) rad and \( P_1(t_f) = \pi/2 \) rad, at initial and final time, respectively. Furthermore, in the interpolation equation of the second joint \( P_2 \) the constraints \( P_2(t_0) = 0 \) rad and \( P_2(t_f) = 0 \) rad are accomplished.

---

Table 3. Denavit-Hartenberg parameters, (*) joint variable.

<table>
<thead>
<tr>
<th>Joint</th>
<th>( A ) (m)</th>
<th>( \alpha ) (rad)</th>
<th>( d ) (m)</th>
<th>( \theta ) (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>( a_1 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Link lengths are \( a_1 = l \) m, \( a_2 = l \) m, and link masses are \( m_1 = l \) kg and \( m_2 = l \) kg, respectively.

By developing Euler-Lagrange equation and using the Lagrangian the explicit equations of the system dynamics are obtained [8].

For a robotic planar manipulator with two degrees of freedom \( (n = 2) \) the elements of matrix \( Q, C \) and \( G \) (Eq. 16) are:

\[
Q_{i1} = (1/3) m_1 a_1^2 + (1/3) m_2 a_1^2 + m_1 a_1^2 + m_2 a_1 \cos(q_{i2})
\]

\[
Q_{i2} = (1/3) m_1 a_2^2 + 0.5 m_1 a_2 \cos(q_{i2})
\]

\[
Q_{i3} = (1/3) m_2 a_2^2 + 0.5 m_2 a_2 \cos(q_{i2})
\]

\[
C_{i1} = -m_1 a_1 \sin(q_{i2}) q_{i1}' - 0.5 m_1 a_1 \sin(q_{i2}) (q_{i2}')^2
\]

\[
C_{i2} = 0.5 m_1 a_1 a_2 \sin(q_{i2}) (q_{i2}')^2
\]

\[
C_{i3} = -0.5 m_2 a_2 a_1 \cos(q_{i2}) + 0.5 m_2 a_2 \cos(q_{i2})
\]

\[
C_{i4} = -0.5 m_2 a_2 \cos(q_{i2})
\]

where \( g = 9.81 \) m/s\(^2\) is the gravity. As a result, the system dynamics is presented according to Eq. 16.

A further development is required to compute the system dynamics by means of a standard numerical procedure.

By defining the state variables as \( x_1 = q_1, x_2 = q_2, x_3 = \dot{q}_1, x_4 = \dot{q}_2 \), and the notation \( w_i = (x_1, x_2, x_3, x_4) \) and \( w_2 = (x_3, x_4) \), the second order system is converted to the equivalent a first order system:

\[
w_1 = w_2
\]

\[
w_2 = Q^{-1}(u - C - G)
\]

In the current study the maximal value of the torque is minimized. The required concepts of optimal control are summarized in the following.

---
Additional constrains were included to ensure that 
\[ P_i(t_i) = P_f(t_f) = 0 \]. Joint velocities (the position derivatives) at the initial and final 
times ensure a rest to rest motion. By solving the 
differential equation that describes the dynamics 
effect of the system (Eq. 24) by using \( q, \dot{q}, \ddot{q} \) 
given by the interpolation equation \( P_j \), the torque 
\( u_j \) associated to each joint \( j=1,2 \) is obtained, in the 
time instants \( i=1,...,N-1 \).

The corresponding physical movement resulting 
from initial spline interpolation is presented in 
Figure 3. When the movement presented in Figure 3 is 
performed, the maximum torque value is \( u_{\text{max}} = 19.6200 \text{ Nm} \). The interpolated value of the control 
\( u(.) \) is used as initial guess of the optimization 
process. The optimal design of position, velocity 
and acceleration \( q, \dot{q}, \ddot{q} \) , decrease the 
performance index to \( u_{\text{max}} = 10.1092 \text{ Nm} \).

Figure 3. Robot movement before optimization.

Figure 4 presents the torque value required to 
perform the given movement before the 
optimization (dot line) and after the optimization 
(solid line). Results of the first joint and second 
joint are presented. 

By comparing initial and final values a higher 
nonlinearity of the optimal design is observed. It is 
justified by the use of inertia effects to improve the 
general performance. 

On the other hand, torque values were increased at 
the last phase of the movement as shown in Figure 
4, aiming achieve the final position goal.

The comparison between the initial \( (F_{\text{max}} = 19.6200 \text{ Nm}) \) and final \( (F_{\text{max}} = 10.1092 \text{ Nm}) \) 
performance indexes demonstrate the effective 
 improvement of the objective index. 

The optimization process was carried out by 
means of a finite set of reference points. As a 
result, smoothness is not ensured between time 
step transitions. Optimal data was processed 
through a spline interpolation to obtain the smooth 
design presented. 

Figure 5 shows a sequence of images given by the 
optimal design.

Figure 4. Torque applied to each joint before (dot line) and after (solid line) the optimization.
10. Conclusions

As mentioned earlier, the energy necessary to move a robot is an important design issue and the consideration of the dynamics behavior of a serial manipulator is of great importance in its path planning.

The optimized mode shows a lesser energy demand. This energy demand can be supplied by an electrochemical device. The use of this portable power source motivated the improvement of control strategies aiming to transform robotic manipulators in portable and/or autonomous devices.

By using Euler-Lagrange formalist, dynamic equations of two degrees of freedom manipulator were shown and robotic kinematics and dynamics were addressed.

The complexity involved in the system dynamics grows when a robot with more sophisticated geometry is considered. At this point, the choice of matrix representation presented here is the recommended tool to deal with robot of arbitrary complexity.

A numerical result shows the effectiveness of the proposed methodology in reducing the torque peak. With the change of the power consumption profile, fuel cells became an attractive power supplier to robotic devices.

As a result, the coupled analysis of battery and fuel cell technologies and robot consumption is a challenging field that will enable the build of portable and smart general purpose robots.

The next step of this research is the consideration of different mechanical and geometric constraints on robotic joints, coupled with the use of mechanical inertia as a power recharger. Besides, the coupling of the electrochemical equations with the power and energy required by the robotic device will also be considered.

Results currently obtained by authors motivate the use of this methodology and the coupled analysis in more complex scenarios.

Nomenclature

\( a_i \) activity of relevant species

\( F \) Faraday constant (96,487 C/mol)

\( E^0 \) Standard potential at 0.101 MPa and 298 K (V)

\( n_e \) number of electrons participating in the reaction

Figure 5. Robot movement after optimization
R Gas constant (kJ/kg)
T Absolute temperature (K).
i current density (A.cm⁻²)
Rᵢ internal resistance of the cell (Ω.cm²)
ᵦᵢ weight factor of the cell device (kg/cm²).
ᵦᵣ factor that is a function of the amount of reactants (number of equivalents) and the weight of the auxiliary components (weight/equivalent of stored energy).
q robotic joint angle (rad).
u generalized force (Nm).
Q joint space mass matrix.
C Coriolis and centrifugal forces.
G gravitational forces.

Greek symbols

ηact impedance due to activation losses (Ω.cm²)
ηconc impedance due to concentration losses (Ω.cm²).
µ energy conversion efficiency
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Abstract: In the present paper, we study the thermoeconomic optimization of an irreversible heat engine by using finite-time/finite-size thermodynamic theory. In our study we take into account losses due to heat transfer across finite time temperature differences, heat leakage and internal irreversibilities in terms of a parameter which comes from the Clausius’ inequality. In the considered heat engine model, the heat transfer from the hot reservoir to the working fluid is assumed to be simultaneous radiation and conduction modes and the heat transfer to the cold reservoir is assumed of the conduction type. In this work, the optimum performance and two design parameters have been investigated under two objective functions: the power output per unit total cost and the ecological function per unit total cost. The effects of the technical and economical parameters on the thermoeconomic performance have been also discussed under the aforementioned three criteria of performance.

Keywords: Thermoeconomic performance, irreversible, Solar-driven heat engine, optimization.

1. Introduction

In 2000, Sahin [15] studied the thermoeconomic performance of an endoreversible solar-driven heat engine. In this study, he considered that the heat transfer from the hot reservoir to the working fluid is given by radiation, while the mode of heat transfer from the working fluid to the cold reservoir is given by a Newtonian heat transfer law. Sahin [15], calculated the optimum temperatures of the working fluid and the optimum efficiency of the engine operating at maximum power conditions. Later, Sahin and Kodal [16], applied this procedure to study the thermoeconomics of an endoreversible heat engine in terms of the maximization of a profit function defined as the quotient of the power output an the annual investment cost. Recently, Barranco-Jiménez et al [6], studied the optimum operation conditions of an endoreversible heat engine with different heat transfer laws at the thermal couplings but operating under maximum ecological function conditions, and more recently, Barranco-Jiménez et al [7] also studied the thermoeconomic optimum operation conditions of a solar-driven heat engine. In these studies, Barranco-Jiménez et al considered three regimes of performance: The Maximum Power Regimen (MPR) [10, 8, 11], the maximum efficient power [20] and the maximum ecological function regime (MER) [1, 3]. In our study we use two regimens of performance: The maximum power regime, and the so-called ecological function regime. In this work following the Ust’s procedure [19], we study the thermoeconomics of an irreversible heat engine with losses due to heat transfer across finite time temperature differences, heat leakage between thermal reservoirs and internal irreversibilities in terms of a parameter which comes from the Clausius inequality. In the considered heat engine model, the heat transfer from the hot reservoir to the working fluid is assumed to be simultaneous radiation and conduction modes and the heat transfer to the cold reservoir is assumed of the conduction type. In our study we use two regimens of performance: The maximum power regime, and the so-called ecological function regime

2. Theoretical model

The considered irreversible solar-driven heat engine operates between a heat source of temperature $T_H$ and a heat sink of temperature $T_L$ (see Figure (1a)). The temperatures of the working fluid exchanging heat with the reservoirs at $T_H$ and $T_L$ are $T_X$ and $T_Y$, respectively. A T-S diagram of the model including heat leakage, finite time heat transfer and internal...
irreversibilities is also shown in Figure (1b). Heat transfer from the hot reservoir is assumed to be simultaneously conduction and radiation modes. The net heat flow rate \( \dot{Q}_H \) from the hot reservoir to the heat engine can be written as [19],

\[
\dot{Q}_H = \dot{Q}_{HC} + \dot{Q}_{HR} = U_{HC}A_H(T_H - T_X) + U_{HR}A_H(T_H^3 - T_X^3),
\]

where \( U_{HC} \) and \( U_{HR} \) are the heat transfer coefficients for conduction and radiation heat transfer modes, respectively, and \( A_H \) is the heat transfer area of the hot-side heat exchanger. On the other hand, conduction heat transfer is assumed to be the main mode of the heat transfer to the low temperature reservoir and therefore the heat flow rate \( \dot{Q}_L \) from the heat engine to the cold reservoir can be written as,

\[
\dot{Q}_L = U_{LC}A_L(T_Y - T_L),
\]

where \( U_{LC} \) is the cold side heat transfer coefficient and \( A_L \) is the heat transfer area of the cold-side heat exchanger. The rate of heat leakage \( \dot{Q}_{LK} \) from the hot reservoir at temperature \( T_H \) to the cold reservoir at temperature \( T_L \) with thermal conductance \( \gamma \) is given by,

\[
\dot{Q}_{LK} = \gamma(T_H - T_L) = \xi U_HA_H(T_H - T_L),
\]

where \( \gamma \) is the internal conductance of the heat engine and \( \xi \) denotes the percentage of the internal conductance with respect to the hot-side conduction heat transfer coefficient and heat transfer area, that is, \( \xi = \frac{\gamma}{U_HA_H} \). Then the total heat rate \( \dot{Q}_{HT} \) transferred from the hot reservoir is,

\[
\dot{Q}_{HT} = \dot{Q}_H + \dot{Q}_{LK},
\]

and the total heat rate \( \dot{Q}_{LT} \) transferred to the cold reservoir is,

\[
\dot{Q}_{LT} = \dot{Q}_L + \dot{Q}_{LK}.
\]

Applying the first law of thermodynamics, the power output is given by,

\[
W = \dot{Q}_{HT} - \dot{Q}_{LT} = \dot{Q}_H - \dot{Q}_L.
\]

By using Eqs. (1), (2) and (6), we get a normalized expression for the power output \( \bar{W} = \frac{W}{\frac{U_HA_H}{T_H}} \), given by,

\[
\bar{W} = (T_H - T_X) + \beta\left(\frac{T_H^4 - T_X^4}{T_H^4}\right) - \psi A_R(T_Y - T_L),
\]

where \( \beta = \frac{U_{HR}^3}{U_{HC}T_H^3} \), \( \psi = \frac{U_{HR}}{U_{HC}} \) and \( A_R = \frac{A_H}{A_L} \). Applying the second law of thermodynamics to the irreversible part of the model we get,

\[
\frac{\int d\Omega}{T} = \frac{\dot{Q}_H}{T_X} - \frac{\dot{Q}_L}{T_Y} < 0.
\]

One can rewrite the inequality in Eq. (7) as,

\[
\frac{\dot{Q}_H}{T_X} = R\frac{\dot{Q}_L}{T_Y},
\]

where \( R \) is the so-called nonendoreversibility parameter [9, 14, 2]. This parameter, which in principle is within the interval \( 0 < R \leq 1 \) (\( R = 1 \) for the endoreversible case), can be seen as a measure of the departure from the endoreversible regime [9, 14, 2]. Substituting Eqs. (1) and (2) into Eq. (9), a relationship between \( T_Y \) and \( T_X \) is obtained as,

\[
\frac{T_Y}{T_L} = \frac{R\psi A_R}{R\psi A_R - \frac{(1-\theta)}{\theta} - \beta\frac{(1-\theta)}{\theta}},
\]

where \( \theta = \frac{T_X}{T_H} \). On the other hand, the thermal efficiency of the irreversible heat engine is,

\[
\eta = 1 - \frac{\dot{Q}_{LT}}{\dot{Q}_{HT}} = \frac{\dot{Q}_H - \dot{Q}_L}{\dot{Q}_H + \dot{Q}_{LK}}.
\]
In thermoeconomic analysis of power plant models, an objective function is defined in terms of a characteristic function (power output [17, 18, 13, 12], ecological function [1, 5, 6, 7, 4] and the cost involved in the performance of the power plant. In his early paper on this issue, De Vos [12] studied the thermoeconomics of a Novikov power plant model in terms of the maximization of an objective function defined as the quotient of the power output and the performing costs of the plant. In that paper [12], De Vos considered a function of costs with two contributions: The cost of the investment which is assumed as proportional to the size of the plant and the cost of the fuel consumption which is assumed to be proportional to the quantity of heat input in the Novikov model. Analogously, Sahin and Kodal [16] made a thermoeconomic analysis of a Curzon and Ahlborn [10] model in terms of an objective function which they defined as power output per unit total cost taking into account both the investment and fuel costs [16], but assuming that the size of the plant can be taken as proportional to the total heat transfer area, instead of the maximum heat input previously considered by De Vos [12]. Following the Sahin et al. procedure [18], the objective function has been defined as the power output per unit investment cost, due to a solar driven heat engine does not consume fossil fuels. In order to optimize power output per unit total cost, the objective function is given by [18],

\[ F = \frac{W}{C_i} \] \hspace{1cm} (12)

where \( C_i \) refers to annual investment cost. The investment cost of the plant is assumed to be proportional to the size of the plant. The size of the plant can be proportional to the total heat transfer area. Thus, the annual investment cost of the system can be written as [18],

\[ C_i = aA_H + bA_L \] \hspace{1cm} (13)

where the investment cost proportionality coefficients for the hot and cold sides \( a \) and \( b \) respectively are equal to the capital recovery factor times investment cost per unit heat transfer area, and their dimensions are ncu/(year\cdot m^2), ncu being the national current unity. In analogous way to Eq. (12), we define another objective function in terms of the ecological function and the unit total cost,

\[ F_E = \frac{E}{C_i} = \frac{W - T_L \Sigma}{C_i} \] \hspace{1cm} (14)

![Figure 2: Variation of the thermo-economic objective functions respect to \( \theta = \frac{T_H}{T_0} \), for several values of the parameter \( R \), under a) power output conditions and under b) ecological function conditions.](image)

where \( \Sigma \) is the total entropy production of the irreversible heat engine model. If we apply the second law of thermodynamic to the model of Fig. 1, the total entropy production \( \Sigma \) can be expressed as,

\[ \Sigma = \frac{Q_H}{T_H} + \frac{Q_H}{T_X} - \frac{Q_L}{T_Y} + \frac{Q_L}{T_L} - \frac{Q_{L_K}}{T_H} - \frac{Q_{L_K}}{T_L}. \] \hspace{1cm} (15)

Using Eqs. (1)-(3), (7), (12) and (13), we get a normalized expression for the objective function \( \bar{F}_{mp} = \frac{W}{C_i} \) associated to the power output given by,

\[ \bar{F}_{mp} = \frac{\tau (1 - \theta) + \beta (1 - \theta^2) - \psi A_R \left( \frac{T_H}{T} - 1 \right)}{A_R \left( 1 - f \right)} + 1 \] \hspace{1cm} (16)

where \( \tau = \frac{T_0}{T_X} \) and the parameter \( f \), is the relative investment cost of the hot size heat exchanger and is defined as [18],

\[ f = \frac{a}{a + b}. \] \hspace{1cm} (17)

In Fig. 2a, we depict the objective function given by Eq. (16) versus \( \theta \), for several values of the parameter \( R \). In Fig. 2b we show the function \( F_{mp} \) for several values of the parameter \( A_R \).

Analogously to Eq. (16), by using Eqs. (1)-(3) and (13)-(15), we can obtain a normalized objective
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function \( \overline{F}_E = \delta \frac{\eta_{Ib}}{\eta_{th}} \) associated to the ecological function, this objective function is given by,

\[
\overline{F}_E = \frac{1}{A_R} \left[ (1 - \theta) + \beta \left( 1 - \theta^2 \right) \right] - \xi \tau \left( 1 - \frac{1}{3} \right)^2, \quad (18)
\]

where \( \Lambda = \tau + 1 - \frac{1}{3} + \frac{1}{3} \left( \frac{2}{3} - 2 \right) \). On the other hand, by using Eqs. (1), (2), (3) and (11) the thermal efficiency, \( \eta_{th} \), of the irreversible heat engine can be expressed by,

\[
\eta_{th} = \frac{1 - \frac{\psi_A R}{1 - \theta^2} (1 - \theta^2) - \theta^4}{1 + \frac{\psi_A R}{(1 - \theta^2) - (1 - \theta^2)}}. \quad (19)
\]

In Fig. (2b), we depict the objective function given by Eq. (18) versus \( \theta \), for several values of the parameter \( R \). The dimensionless thermo-economic objective functions (Eqs. (16) and (18)), can be plotted with respect to the thermal efficiency (Eq. (19)) for given values of \( f \), \( \beta \), \( \psi \), and \( A_R \) as shown in Figs. 3(a)-3(d) and Figs. 4(a)-4(d) for the cases of the maximum power output and maximum ecological function conditions respectively. In all cases we use \( \tau = 4 \), as in [18], where \( T_L \approx 300K \) and therefore \( T_H \approx 1200K \), this value of \( \tau \) is for comparison with [18], however a more realistic value of \( T_H \) could be of the order of 431K [11], which is the effective sky temperature stemming from the dilution of solar energy. As it could be seen from Figs. (2a) and (2b), there is a value of \( \theta \) that maximizes the objective functions for given \( f \), \( \beta \), and \( \tau \) values.

Since the two objective functions and thermal efficiency depend on the working fluid temperatures \( (T_X, T_Y) \), the objective functions given by Eqs. (16) and (18) can be maximized with respect to \( T_X \) or \( T_Y \), that is, we calculate \( \frac{\partial \overline{F}_E}{\partial \phi} = 0 \), for Eqs. (16) and (18), the \( \theta^* \) values obtained give us the maximum values for \( \overline{F}_E \) and \( \overline{F}_E \) functions, respectively. This optimization procedure has been numerically carried out in the next section.

![Figure 3: Variation of the dimensionless thermo-economic objective function \( \overline{F}_E \) with respect to thermal efficiency for several a) \( R \), b) \( \beta \), c) \( A_R \) and d) \( f \) values, respectively. (\( \xi = 0.02 \)).](image1.png)

![Figure 4: Variation of the dimensionless thermo-economic objective function \( \overline{F}_E \) with respect to thermal efficiency for several a) \( R \), b) \( \beta \), c) \( A_R \) and d) \( f \) values, respectively. (\( \xi = 0.02 \)).](image2.png)

![Figure 5: Optimum temperature variations at maximum power conditions of a) \( \theta^* = T_X \) and b) \( C^* = T_Y \) with respect to \( \beta \) for various \( \psi \) values (\( T_H = 1200K \), \( T_L = 300K \), \( A_R = 1 \), \( f = 0.7 \), \( R = 0.8 \) and \( \xi = 0.02 \)).](image3.png)
3. Numerical results and discussion

We can observe from Figs. (2a) and (2b), that the maximum thermo-economic objective functions ($\bar{T}_{mp}$ and $\bar{T}_E$) diminish while the corresponding optimum hot working fluid temperatures shift towards $T_H$ when the internal irreversibility parameter $R$ decreases. On the other hand, the thermo-economic objective function at MER is lesser than the thermo-economic objective function at MPR. In Figs. (3) and (4), for both MPR and MER cases, the variation of the dimensionless thermo-economic objective functions with respect to thermal efficiency for several values of $R$, $\beta$, $\psi$, and $f$ are presented. From figures 3(a)-(d) and 4(a)-(d), we see that the loop curves become smaller as $f$, $\beta$ and $\psi$ decrease. We can also see that the maximum thermal efficiency is independent of $f$ values, while the maximum $\bar{T}_{mp}$ (or $\bar{T}_E$), decreases for decreasing $f$ values (see Figs. (3a) and (4a)). In Figs. 5 and 6, we show the variations of optimal temperatures $T_X$ and $T_Y$ with respect to $\beta$ for different values of $\psi$ and for both maximum power and maximum ecological function conditions, respectively. We observe in Figs. (5) and (6), that for smaller values of $\psi$ and higher values of $\beta$, the ratio of the optimum temperatures $T_X$ and $T_Y$ to the source temperature $T_H$ and $T_L$ is generally higher. We can also see when the radiation $\beta$ increases, $\frac{T_X}{T_H}$ increases and approaches to 1. This means that the optimal temperature gets closer to the source temperature $T_H$ as radiation increases. We can also observe in Figs. 5 and 6 that, the effect of $\beta$ on $T_X$ and $T_Y$ is more important in the interval $0 < \beta < 2$. In Figs. 7 and 8, we show the variation of the maximum dimensionless thermo-economic objective functions ($\bar{T}_{mp}$, for both MPR and MER cases) with respect to the ratio $A_R = \frac{A_R}{\bar{T}_r}$ for different values of the parameter $R$ (see Fig. (7a) and (8a)) and for several values of the temperature ratio $\tau = \frac{T_X}{T_r}$ (see Figs. (7b) and (8b)). We can observe that, $\bar{T}_{mp}$ increases to its peak value, and then decreases smoothly. We can also observe that $\bar{T}_{mp}$ increases and the optimal $A_R$ value decreases considerably for increasing $R$ and $\tau$ values.

4. Conclusion

In this work, following the Ust procedure, a thermo-economic performance analysis using finite time/finite size thermodynamics has been carried out for an irreversible heat engine model in terms of...
the maximization of two objective functions. The objective functions have been defined as the quotient between power output and the ecological function per unit total investment cost, respectively. By means of the maximization of these objective functions, the optimum thermoeconomic performance and the corresponding best design parameters of the solar-driven heat engine were determined. In this context, the effects of the economic parameter, $f$, and the ratio of heat transfer areas, $A_R$, on the optimal thermoeconomic performance have been investigated. For the model here studied we have considered at the superior thermal coupling simultaneous conduction and radiation modes as in ref [19] and the heat transfer to the cold reservoir is assumed of the conduction type.
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Abstract: A multi-stage optimal renewal planning problem for the energy supply system is studied by evaluating the long-term economics based on the annualized cost method. This problem is mathematically expressed as a mixed integer-linear programming formula, and a numerical study is carried out for an office building using the GAMS/Cplex solver. Decision variables are the renewal year and the system’s configuration at each of the renewal multi-stages together with the system’s operational strategy for hourly changing energy demands. By taking the deterioration of the existing equipment of the system into account, the renewal system is assumed to be composed by adding the same and new types of equipment with technologically improved performance. The present planning year is set as 10 years after the system’s initial construction, and the evaluation period is assumed to be 20 years from present, with the system renewed twice during this period. The main results are as follows: From the economic standpoint, the optimal first and second renewal years are the 10th and 22nd years after the system’s initial construction. Comparing this optimal solution with the reference renewal plan, which renews the system using the same configuration only once, 15 years after the initial construction, the average annual total cost can be reduced 4.89 %.

Keywords: Energy supply system, Multi-stage optimization, Office building, Renewal planning.

1. Introduction

As the lifetimes of buildings are much longer than those of their energy supply systems for space heating and cooling, the latter must be renewed several times through the lifetimes of the former. In the renewal planning problems of the above systems, it is important to comprehensively take into account several factors such as energy demands, the structure of the existing system together with the capacities and costs of component equipment, future performance improvements of candidate equipment which may be installed at each renewal stage, the performance deterioration of the existing and newly installed equipment, the total system’s operational policy, etc. Up to the present, several studies have been done by authors on the renewal planning problems of systems based on the mathematical optimization approach [1-4]. In this study, for the purpose of investigating the system’s renewal planning problem over a relatively long term, multi-stage renewal planning is formulated as a mathematical optimization problem, and the economic aspects of the optimal renewal system is investigated numerically for the system installed into an office building. As a sensibility study, the influence is analysed on the optimal renewal plan of the construction cost ratio necessary to install new equipment.

2. A multi-stage optimal renewal planning problem

2.1. Framework of problem

The multi-stage optimal renewal planning method proposed here can make rational decisions by determining multi-stage renewal years, respective renewal system structures, equipment capacities and systems operational strategies so as to minimize the long-term total cost of the objective energy supply system. From the standpoint of practical computing time limitations to derive the optimal solution, the number of renewal stage is set as two in this paper, and the framework of the optimal renewal planning problem is shown in Fig. 1. Here, the horizontal axis t is the year variable, and the initial system, say \( X_0 \), is constructed at \( t = 0 \) y. The present planning year
is set as $t = t_p$, and the system will be evaluated economically during the period from $t = t_p$ to $t = t_p + T$. In other words, $T$ is the total evaluation period of the system in this multi-stage planning problem. For the sake of simplicity, the legal lifetime of all equipment is set to be equal to each other by denoting $\kappa$, the initial system $X_0$ will be renewed to the first renewal system $X_1$ at $t = \tau_1 (t_p \leq \tau_1 \leq \kappa)$. In this renewal stage, equipment set $X_{0,1}$ is determined to be undiscarded from $X_0$, but equipment set $X_{0,2}$ is discarded from $X_0$ as shown in Fig. 1. In addition, from the candidate equipment set $Y_1$ of possible additions to the system, $Y_{1,1}$ is selected as the set of installing equipment, but $Y_{1,2}$ is not selected as the installing equipment. Namely, the first renewal system $X_1$ is composed by combining $X_{0,1}$ and $Y_{1,1}$. This $X_1$ will be renewed once again at the second renewal year $t = \tau_2 (\kappa \leq \tau_2 \leq t_p + T)$ to the second renewal system $X_2$ as shown in Fig. 2. Theoretically, it is possible to renew the initial system $X_0$ twice before $t = \kappa$, i.e., $\tau_2 < \kappa$, but this case is omitted to avoid the complication of the present planning problem.

2.2. Mathematical formulation
Let us briefly explain here the mathematical formulation of the planning problem and its solution method.

2.2.1. Decision variables and constraints
Decision variables that will be determined by the optimization problem are composed of continuous or binary variables which are defined at each multi-stage renewal years, $\tau_1$ and $\tau_2$, the selection

![Diagram of the multi-stage renewal planning problem](image)

*Fig. 1 Framework of the multi-stage renewal planning problem.*

![Diagram of economic evaluation of renewal system](image)

*Fig. 2 Economic evaluation of renewal system.*
of equipment to be discarded from the old system, i.e., $X_{0,2}$ and $X_{1,2}$ in Fig. 1, and the selection of newly installed alternative equipment, i.e., $Y_{1,1}$ and $Y_{2,1}$, that are defined together with their capacities, the selection of utility rates and utility maximum contract demands. The operational variables are those of relating the system’s evaluation period. In this study, energy demands are assumed to be changed hourly and seasonally, but for the simplicity of the analysis, their patterns will be fixed yearly through the system’s evaluation period. However, as the system’s structure changes at each of the renewal stages, and the performance characteristic of the existing equipment deteriorates year by year, the system’s operational policy must be changed yearly through the system’s evaluation period. In this study, performance improvement and deterioration are expressed by rates $\alpha$ and $\beta$ %/year for each piece of equipment, and performance characteristics rise and decrease linearly year by year according to these rates. This fact makes the total number of decision variables very large for this optimization problem, and of course it makes it difficult to derive the optimal numerical solution practically. Concerning the determination of optimal renewal years, say $r_1 = r_1^*$ and $r_2 = r_2^*$, they are not derived directly by the mathematical optimization algorithm. Namely, by assuming all sets of possible values of their combination a priori, their corresponding values from the objective function are compared to each other, and the best ones are chosen as the optimal values.

Next, as constraints of the optimization problem, the first sets of equations consist of the performance characteristics of each kind of equipment and the upper and lower limits of its capacity. The performance characteristics are formulated as relations between the input and output energy flow rates. As explained previously in this section, it is important to notice that the relations of performance characteristics of equipment change year by year due to deterioration. The second set of equations consists of the relationship between the energy consumption and maximum contract demands and the selection of utility rates. The third set of constraints consists of energy balance and supply demand relationships, formulated by linear relationships among the energy flow rates at each energy flow junction. The first to third sets of equations are formulated for each energy demand pattern throughout the year.

### 2.2.2. Objective function

The objective function to be minimized is the average annual total cost from the long-term economic viewpoint. This is evaluated as the sum of the annual capital, operational and maintenance costs based on the annualized costs method [5] during the period from the present year $t_p$ to the end of the evaluation year $t = t_p + T$.

As shown in Fig. 2, in the calculation of the above-mentioned cost, it is necessary to take into account the construction and disposal costs of equipment at each renewal stage, expressed by multiplying the construction and disposal cost ratio, say $\gamma$ and $\mu$, for each equipment cost.

It is of course necessary to consider the interest rate $i$ %/year and the residual cost of equipment at the end of the total evaluation period $t = t_p + T$. Concerning the latter, the residual cost ratio at the end of the legal lifetime is set as $e$, and its value is simply assumed to be equal for all equipment. As the operational cost changes year by year, the average value of the annual total cost, i.e., the mathematical formulation of the objective function to be minimized, becomes relatively complex. Lastly, it is assumed here that each piece of equipment can be used after its legal lifetime $\kappa$ though its maintenance cost rises $(1 + \theta)$ times higher step wisely, where $\theta$ is the ascent rate of maintenance costs after the legal lifetime of the equipment.

### 2.2.3. Solution method

From sections 2.2.1 and 2.2.2, the multi-stage renewal planning problem for the energy supply system can be expressed mathematically as a mixed-integer linear programming problem. This problem includes large numbers of continuous and binary unknown decision variables with many constraint equations. To derive the numerical optimal solution, the GAMS with CPLEX solver (version 10) is adopted here, developed by combining the branch and bound method with the simplex one [6].

### 3. Numerical study

#### 3.1. Input data

By using the optimization method proposed in the previous section, a numerical study is carried out...
on the renewal planning problem of the energy supply system for an office building with total floor area of 15 000m². This energy system supplies electricity and heat for space cooling and heating by purchasing electricity, natural gas and water. These energy demands are estimated at each 24-hour sampling time on representative average days of the four seasons in addition to summer and winter peak demand days. As an example, average hourly energy demands on four seasons are shown in Fig. 3. The initial system studied here is composed of only a gas-fired absorption refrigerator (RG) of 2708kW as shown in Fig. 4. The economic and performance characteristic values of this system are shown in Table 1. The present renewal planning year is set as \( t_p = 10 \)th year, and both sets of candidate equipment newly installed at the first and second renewal years \( t_1 \) and \( t_2 \) are proposed equally as shown in Fig. 5; i.e., cooling tower (CT), electric compression refrigerator (RE), chilling unit (water type) (CH), brine electric heat pump (HB), ice storage tank for HB (IHB), gas engine (GE), waste heat absorption refrigerator (GL), gas-fired absorption refrigerator (RG), steam boiler (BS), and heat exchangers from brine to water (HEB), from water to water (HEH) and from steam to water (HES). Their performance characteristic values are shown in Table 2 together with their performance improvement and deterioration rates, and the respective capital and maintenance unit costs of the equipment. Rates for purchased electricity, natural gas and water are shown in Table 3. The evaluation period of the system, \( T \), is set as 20 years, and the values of miscellaneous other parameters are shown in Table 4. The primary energy consumption of purchased electricity and natural gas are 4.8 MJ/kWh and 45 MJ/m³, respectively. The coefficients of CO₂ emission of purchased electricity and natural gas are assumed to be 0.356 kg-CO₂/kWh and 2.29 kg CO₂/m³, respectively, based on data from the Kansai area, Japan.

3.2 Numerical results

3.2.1 Comparative reference renewal plan

Before calculating the optimal solution for the input data explained in 3.1, we calculated the reference renewal plan as a standard plan. In this plan, the initial reference renewal plan for the X₀

---

**Figure 3** Example of hourly energy demands.

**Figure 4** Structure of initial system.

**Figure 5** Alternative equipment.
### Table 1. Economic and performance values of initially existing equipment.

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Capital unit cost ( a \times 10^7 \text{yen/kW} + b \times 10^6 \text{yen} )</th>
<th>Maintenance unit cost ( a ) ( \text{yen} )</th>
<th>Capacity ( 2.708 \text{kW} )</th>
<th>Performance characteristic value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RG</td>
<td>10.6 ( a \times 10^7 \text{yen/kW} + 6.72 \times 10^6 \text{yen} )</td>
<td>1.534 ( a ) ( \text{yen/(kW \cdot y)} )</td>
<td>2.708 kW</td>
<td>COP* (Space cooling) 1.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Thermal efficiency (Space heating) 0.84</td>
</tr>
</tbody>
</table>

Note: COP = Coefficient of performance.

### Table 2. Economic and performance values of initially existing equipment newly installed.

<table>
<thead>
<tr>
<th>Performance characteristic value</th>
<th>Performance improvement rate of equipment ( \alpha ) %/y</th>
<th>Performance deterioration rate of equipment ( \beta ) %/y</th>
<th>Capital unit cost ( a \times 10^7 \text{yen/kW} + b \times 10^6 \text{yen} )</th>
<th>Maintenance unit cost ( a ) ( \text{yen/(kW \cdot y)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>GE</td>
<td>0.40</td>
<td>0.34</td>
<td>220</td>
<td>3.20 ( a ) ( \text{yen/kWh} )</td>
</tr>
<tr>
<td>Thermal efficiency</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RE</td>
<td>6.41</td>
<td>1.0</td>
<td>12.7</td>
<td>1.230</td>
</tr>
<tr>
<td>CH</td>
<td>5.77</td>
<td>1.0</td>
<td>14.9</td>
<td>1.883</td>
</tr>
<tr>
<td>HP</td>
<td>4.50</td>
<td>3.66</td>
<td>37.9</td>
<td>1.422</td>
</tr>
<tr>
<td>COP (Space cooling)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COP (Space heating)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HB</td>
<td>3.63</td>
<td>1.5</td>
<td>52.2</td>
<td>2.161</td>
</tr>
<tr>
<td>COP (Brine for direct supply)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COP (Brine for thermal storage)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COP (Space cooling)</td>
<td>2.97</td>
<td>1.5</td>
<td>12.3</td>
<td></td>
</tr>
<tr>
<td>COP (Space heating)</td>
<td>3.11</td>
<td>0.5</td>
<td>1.422</td>
<td></td>
</tr>
<tr>
<td>HIB</td>
<td>0.14</td>
<td>0.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum rate (Ice making)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum rate (Space cooling)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RG</td>
<td>1.35</td>
<td>0.75</td>
<td>15.4</td>
<td>1.600</td>
</tr>
<tr>
<td>COP (Space cooling)</td>
<td></td>
<td>(Space cooling)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal efficiency (Space heating)</td>
<td></td>
<td>(Space heating)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GL</td>
<td>1.33</td>
<td>0.75</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>COP (Space cooling: Natural gas usage)</td>
<td>0.75</td>
<td>(Space cooling)</td>
<td>15.4</td>
<td></td>
</tr>
<tr>
<td>COP (Space cooling: Waste heat)</td>
<td>1.81</td>
<td>0.25</td>
<td>8.56</td>
<td></td>
</tr>
<tr>
<td>Thermal efficiency (Space heating)</td>
<td>0.88</td>
<td>(Space heating)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BS</td>
<td>0.82</td>
<td>0.25</td>
<td>4.37</td>
<td>0.112</td>
</tr>
<tr>
<td>Thermal efficiency</td>
<td></td>
<td></td>
<td>706</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3. Rates of purchased electricity and natural gas (Kansai area).

<table>
<thead>
<tr>
<th>Utility</th>
<th>Unit cost</th>
<th>Energy charge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer charge</td>
<td>Demand charge</td>
<td>(July~Sept.) 11.15 ( \text{yen/kWh} )</td>
</tr>
<tr>
<td>Electricity</td>
<td>1.66×10^7 ( \text{yen/(kW \cdot month)} )</td>
<td>(Other months) 10.13 ( \text{yen/kWh} )</td>
</tr>
<tr>
<td>Electricity for thermal storage</td>
<td>(22:00〜8:00) 4.20 ( \text{yen/kWh} )</td>
<td>(Apr.〜Oct.) 42.69 ( \text{yen/m}^3 )</td>
</tr>
<tr>
<td>Natural gas</td>
<td>(Apr.〜Oct.) 1.38×10^7 ( \text{yen/(month \cdot m}^3)</td>
<td>(Apr.〜Oct.) 46.80 ( \text{yen/m}^3 )</td>
</tr>
<tr>
<td>Water</td>
<td>550 ( \text{yen/m}^3 )</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4. Values of miscellaneous parameters.

<table>
<thead>
<tr>
<th>Item</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present renewal planning year</td>
<td>( t_p )</td>
<td>10th year</td>
</tr>
<tr>
<td>Evaluation period</td>
<td>( t )</td>
<td>20 years</td>
</tr>
<tr>
<td>Legal lifetime of equipment</td>
<td>( \kappa )</td>
<td>15 years</td>
</tr>
<tr>
<td>Interest rate</td>
<td>( i )</td>
<td>3% / year</td>
</tr>
<tr>
<td>Residual cost ratio of equipment at the end of legal lifetime</td>
<td>( \varepsilon )</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construction cost ratio</td>
<td>( \gamma )</td>
<td>0.2</td>
</tr>
<tr>
<td>Surplus rate of system's capacity of facility</td>
<td>( \lambda )</td>
<td>0.3</td>
</tr>
<tr>
<td>Disposal cost ratio</td>
<td>( \mu )</td>
<td>0.1</td>
</tr>
<tr>
<td>Ascent rate of maintenance cost after legal lifetime of equipment</td>
<td>( \theta )</td>
<td>0.2</td>
</tr>
</tbody>
</table>
values are 16.6 GJ/year and 1069.1 t-CO$_2$/year, respectively.

### 3.2.2 Optimal solution for renewal planning problem

Before determining the optimal renewal years of both $\tau_1 = r_1$ and $\tau_2 = r_2$, we only determined $\tau_2$ which minimizes the objective function by changing $\tau_1$ year by year from the 10$^{th}$ year to the 15$^{th}$ year. Fig. 6 shows a detailed comparison of several renewal plans and Fig. 7 shows the equipment capacity of the renewal system. As an example, when the first renewal year is set to be $\tau_1 = 10^\text{th}$ year, the optimal second renewal year is determined as $\tau_2 = 22^\text{nd}$ year. Fig. 6 shows that the optimal renewal years are respectively $\tau_1 = r_1 = 10^\text{th}$ year and $\tau_2 = r_2 = 22^\text{nd}$ year which minimize the average annual total cost for the multi-stage renewal planning problem discussed here. In this figure, the result is also shown for the comparative reference renewal plan. The average annual total cost of the optimal solution is 4.89% lower than that of the reference plan. As shown in Fig. 6, the economic effect of the system’s renewal decreases from 4.89% to 3.24% with a delay of the first renewal year $\tau_1$ from the 10$^{th}$ to 15$^{th}$ year. In Fig. 6, the average amount of CO$_2$ emission is also shown for each renewal plan, and the value increases from 967.1 to 1006.1 t-CO$_2$/year according to $\tau_1 = 10 \sim 15^\text{th}$ year.

In Fig. 7, the left and right columns show the respective capacities of each piece of equipment in the first and second renewal systems, respectively. The result of this figure shows that from an economic point of view it is better to discard the deteriorated RG and to install an improved RG together with the HB and HOB. The reason to install the HB seems to be that its performance efficiency is higher than that of the gas-fired absorption refrigerator RG. Concerning the equipment capacity values, those of HB and HOB decrease according to the delay of $\tau_1$, but that of RG shows the contrary tendency. It is also interesting that the optimal second renewal year is almost $\tau_2 = 22^\text{nd}$ year except one case. In this renewal stage, only a small scale HP is installed to back up the deterioration of the already existing equipment. It is notable that $\tau_2$ almost equal to 22$^{\text{nd}}$ year becomes optimal, because if $\tau_2$ is later, the benefit of installing this equipment becomes relatively small. These obtained results seem to be difficult to explain based only on engineering and inference.

#### Fig. 6 Detailed comparison of several renewal plans by changing the first renewal year $\tau_1 (\gamma = 0.2)$.

#### Fig. 7 Equipment capacities of renewal systems ($\gamma = 0.2$).

### 3.2.3 Sensitivity analysis on the value of construction cost ratio

Table 5 shows the results of the sensitivity analysis on the value of the construction cost ratio, $\gamma$, to the optimal solution. It shows the capacities of each piece of equipment for the optimal renewal solution by changing $\gamma = 0.2$, which is the reference value, to $1.25$. It also shows that the kinds of equipment to be discarded and installed don’t change for $\gamma = 0.2$ and 0.5 at each of the optimal renewal stages. However, when $\gamma$ becomes 0.75, the CH is installed at the second renewal stage instead of the HP. When $\gamma$ becomes more than 1, these types of equipment change to other ones, but from a practical economic standpoint, the value of $\gamma$ doesn’t exceed more than 0.5 in Japan.
Table 5. Equipment capacities of renewal systems (kW).

<table>
<thead>
<tr>
<th></th>
<th>Construction cost ratio γ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.20</td>
</tr>
<tr>
<td>First renewal year r₁</td>
<td>10</td>
</tr>
<tr>
<td>Second renewal year r₂</td>
<td>22</td>
</tr>
<tr>
<td><strong>Existing system</strong></td>
<td></td>
</tr>
<tr>
<td>RG</td>
<td>dis.*</td>
</tr>
<tr>
<td>Equipment installed newly</td>
<td></td>
</tr>
<tr>
<td>GE</td>
<td>0</td>
</tr>
<tr>
<td>HE</td>
<td>0</td>
</tr>
<tr>
<td>RE</td>
<td>0</td>
</tr>
<tr>
<td>CH</td>
<td>0</td>
</tr>
<tr>
<td>HP</td>
<td>0</td>
</tr>
<tr>
<td>HB</td>
<td>502</td>
</tr>
<tr>
<td>IHB**</td>
<td>702</td>
</tr>
<tr>
<td>RG</td>
<td>1197</td>
</tr>
<tr>
<td>GL</td>
<td>0</td>
</tr>
<tr>
<td>BS</td>
<td>0</td>
</tr>
<tr>
<td><strong>Existing system</strong></td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>0</td>
</tr>
<tr>
<td>HP</td>
<td>0</td>
</tr>
<tr>
<td>HB</td>
<td>472</td>
</tr>
<tr>
<td>IHB**</td>
<td>702</td>
</tr>
<tr>
<td>RG</td>
<td>982</td>
</tr>
<tr>
<td>Equipment installed newly</td>
<td></td>
</tr>
<tr>
<td>GE</td>
<td>0</td>
</tr>
<tr>
<td>HE</td>
<td>0</td>
</tr>
<tr>
<td>RE</td>
<td>0</td>
</tr>
<tr>
<td>CH</td>
<td>0</td>
</tr>
<tr>
<td>HP</td>
<td>186</td>
</tr>
<tr>
<td>HB</td>
<td>0</td>
</tr>
<tr>
<td>IHB**</td>
<td>0</td>
</tr>
<tr>
<td>RG</td>
<td>0</td>
</tr>
<tr>
<td>GL</td>
<td>0</td>
</tr>
<tr>
<td>BS</td>
<td>0</td>
</tr>
</tbody>
</table>

* dis. = discarded ** kWh

4. Conclusion
A multi-stage optimal renewal planning method is proposed for an energy supply system installed into a building from a long-term economic viewpoint. Through the numerical study for an office building with total floor area of 15 000 m², the following main results were obtained:
1. From an economic standpoint, the optimal first and second renewal years are the 10th and 22nd years after the system’s initial construction.
2. Comparing the optimal solution with the reference renewal plan, which renews the system only once, 15 years after the initial construction, the average annual total cost can be reduced 4.89%.
3. In the optimal renewal planning, all the deteriorated equipment installed initially is discarded and a brine electric heat pump is installed together with a gas-fired absorption refrigerator at the first renewal stage. At the second renewal stage, only a small scale electric heat pump is installed to back up the supply shortage caused by the deterioration of existing equipment.
4. As a sensitivity analysis, the construction cost ratio of each piece of equipment increases up to 6.25 times the standard value. In the region of γ < 1.0, no obvious influence is observed on the optimal configuration of the renewal equipment and renewal first and second years.
Nomenclature

- $a, b$: Coefficients of capital units cost of equipment
- $i$: Interest rate, %/year
- $t$: Year variable, year
- $T$: Total evaluation period of the system, year
- $t_p$: Present renewal planning year, year
- $X_0$: Initial system
- $X_1, X_2$: First and second renewal systems, respectively
- $X_{3,1}, X_{1,1}$: Sets of equipment un-discarded at first and second renewal stages, respectively
- $X_{3,2}, X_{1,2}$: Sets of equipment discarded at first and second renewal stages, respectively
- $Y_1, Y_2$: Sets of candidate equipment installed newly at first and second renewal stages, respectively
- $Y_{1,1}, Y_{2,1}$: Sets of selected equipment installed newly at first and second renewal stages
- $Y_{1,2}, Y_{2,2}$: Sets of equipment not installed at first and second renewal stages, respectively
- $\alpha$: Performance improvement rate of equipment, %/year
- $\beta$: Performance deterioration rate of equipment, %/year
- $\epsilon$: Residual cost ratio of equipment at the end of legal lifetime
- $\gamma$: Construction cost ratio
- $\mu$: Disposal cost ratio
- $r_1, r_2$: First and second renewal years, respectively, year
- $\theta$: Ascent rate of maintenance cost after legal lifetime of equipment
- BS: Steam boiler
- CH: Chilling unit ( water type )
- CT: Cooling tower
- GE: Gas engine
- GL: Waste heat absorption refrigerator
- HB: Brine electric heat pump
- HEB: Heat exchanger from brine to water
- HEH: Heat exchanger from water to water
- HES: Heat exchanger from stem to water
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Feasibility Analysis of Micro-CHP Systems for Residential Building Applications
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Abstract: In this paper, an energy and economic analysis of micro-CHP systems is presented, to evaluate their feasibility as an alternative to household boilers. The considered CHP systems are based on innovative technologies, already available, but not yet widespread and industrialized, or available in the short-term. The considered technologies are external combustion systems, such as the ones based on Stirling engines, micro Rankine cycles and thermo-phovoltaic generators. With reference to these three typologies of micro-CHP systems, analyses are carried out in order to evaluate the energy performance and the payback period, with reference to natural gas and electric energy tariffs in the present European market scenario. In particular, since these CHP systems are intended as an alternative to household boilers, the heat that has to be produced (and used) and, consequently, the operating hours of the CHP systems, are determined. This allows the estimation of investment payback time of these technologies with respect to traditional household boilers.

Keywords: cogeneration, distributed generation, boiler, energy performance of residential buildings, energy tariffs, micro-CHP, investment payback period.

1. Introduction

The ever increasing demand for energy all over the world is mainly satisfied through the use of fossil fuels [1]. Due to the shortage of these resources and to the fact that they are responsible for most of \( \text{CO}_2 \) emissions in the atmosphere, increasing economical resources have been dedicated worldwide to find an environmentally-friendly solution for power generation. Combined heat and power (CHP) is a technology which allows high primary energy savings [2] and, therefore, limits \( \text{CO}_2 \) emissions. While industrial applications of CHP systems are fairly widespread, the applications for residential heating systems are limited by several technical [3-5], environmental [6], economic [7] and legislative [8] problems, especially for small- and micro- electric power sizes. The main difficulty for residential applications can be attributed to the fact that the CHP technologies available at present cannot always combine high efficiency, low cost, silent operation, low pollutant emissions and reduced maintenance [3].

The aim of this paper is to evaluate the capability of micro-CHP systems based on innovative technologies as an alternative to traditional household boilers with a size up to approximately 35 kW of thermal power. The considered micro-CHP systems are the ones based on Stirling, micro Rankine cycle and thermophotovoltaic (TPV) technologies, which are already available but not yet widespread and industrialized, or available in the short-term. All these micro-CHP systems are external combustion systems characterized by high reliability, low noise and a potentially high value of the overall CHP efficiency.

An energy analysis was preliminarily carried out to evaluate the energy production in terms of the ratio between thermal and electric energy. Then, the investment payback period of these micro-CHP systems was estimated, as a function of the tariff scenario in Europe, and building energy requirements. For this analysis, the payback period to recover only the additional costs of the CHP technology was evaluated with respect to a traditional boiler. In fact, the considered micro-CHP systems are intended as an alternative to traditional household boilers, and, consequently, all the costs related to the boiler can be avoided.

2. Novel micro-CHP technologies

The considered micro-CHP systems are intended as an alternative to household boilers. Thus, they should be characterized by the same level of noise, pollutant emissions and maintenance as common household boilers. The considered innovative
micro-CHP systems are the ones based on Stirling, micro Rankine cycle and TPV technologies. They are all external combustion systems (so, pollutant emission levels are comparable to those of boilers), characterized by high reliability, low noise, and potentially high values of the overall CHP efficiency. In fact, even if electric efficiencies are low (from some percentage points of the TPV prototypes, to about 25 % of Stirling CHP systems), the potential overall CHP efficiency is usually higher than 80 % and can approach 100 % in condensing systems [3]. The electric power sizes of the units available on the market, even if at a prototype level only, range from 1 to 10 kW, with thermal power of 5 to 45 kW [3]. Thus, these technologies could represent a promising alternative to household boilers up to about 35 kW of thermal power.

Since all these CHP technologies are not currently industrialized and widespread on the market (some of them are not likely to be available in the short-term), a well-established market price is difficult to estimate and the current specific cost of the prototypes is very high.

2.1. Stirling engines
The micro-CHP Stirling systems up to 10 kW of electric power size available on the market, which are mostly prototypes, range from 1 to 9 kW of electric power size, with corresponding thermal power size from 5 to 25 kW, which may represent a good alternative to household boilers. The electric efficiency ranges from 13 to 25 % with the CHP efficiency higher than 80 % [3], which may even go beyond 95 %.

2.2 Micro Rankine cycles
The micro-CHP systems based on the Rankine cycles (which use water or an organic fluid (ORC) as working fluid) up to 10 kW of electric power size available on the market, most of them at a prototype level only, range from 2 to 10 kW of electric power size, with corresponding thermal power size from 11 to 44 kW, which, also in this case, may represent a good alternative to household boilers. The electric efficiency ranges from 6 to 19 %, with potential overall CHP efficiency always higher than 90 % [3,9].

2.3 Thermophotovoltaic (TPV) generators
The TPV-based micro-CHP systems can be obtained by converting a condensing boiler with a surface radiant burner (which is widespread as a household boiler), by adding PV cells inside the combustion chamber [3,10,11]. All heat not converted into electric energy by PV cells (such as heat removed from cells by the PV cell cooling system) is usefully recovered. Thus, the extra-fuel supplied for electric energy production with respect to the simple boiler can be considered fully converted into electric energy. Although the electric efficiency of TPV CHP systems is low (approx. 2-5 % of available prototypes, and, however, less than 10 %), the potential CHP efficiency is always higher than 90 % [3].

With respect to Stirling engines and micro Rankine cycles, the TPV generators are characterized by (i) electric efficiency almost independent of machine load and (ii) no moving parts, so that noise and vibrations are very low. However, they still require remarkable technological development, both for component design and for their integration.

3. European scenario for distributed CHP in residential buildings

3.1. European regulation on energy performance of buildings

The overall primary energy demand for domestic users can be estimated by means of the parameter (Energy Performance $EP$) reported in (1):


where the different contributions account for “space heating”, “hot water” production, “air conditioning” and “lighting”, and usually refer to household surface area and time (i.e. kWh/(m$^2$ yr)).

As regards the primary energy required for both “heating” and “hot water” production, it results:

$$EP_{H,W} = \frac{Q_{H,W}}{A} \frac{1}{\eta_{H,W}} = \frac{Q_{H,W}}{\eta_{H,W}},$$

The annual energy demand $Q_{H,W}$ (and, as a consequence, $EP_{H,W}$ values) mainly depends on (i) climatic zone, (ii) building shape, (iii) heat transferred by transmission and ventilation and (iv) internal and solar heat gains [12].

provides an overview of the implementation of this EU legislation. According to [8], the required energy performance limits for residential buildings (by only considering the contributions of heating and hot water production, $EP_{H,W}$) starting from 1 January 2010 are reported in Fig. 1 for some EU countries.

Data in Fig. 1 highlight the lowest and highest allowable $EP_{H,W}$ (e.g., by considering the most and least favourable climatic zone, respectively), and the average value calculated accordingly. In one case (Belgium), only one value was available. It can be observed that the range of variation of $EP_{H,W}$ is considerably large, ranging from approximately 10 to 300 kWh/(m² yr). Therefore, if a CHP system with a thermal power of 0.15 kW/m² is considered, a $q_{H,W}$ equal to 300 kWh/(m² yr) corresponds to 2,000 annual equivalent operating hours.

### 3.2. Tariff scenario in Europe

The considered tariff scenario refers to the second semester of 2007. These tariffs do not account for 2008/2009 worldwide financial crisis, and so they can be considered more representative of a midterm energy market scenario.

Figure 2 shows the specific consumer tax-included price for household users of natural gas and electric energy respectively. For instance, only the values for band D2 (annual consumption of natural gas between 20 and 200 GJ, i.e., between 525 and 5254 Sm³) and band DC (annual consumption of electric energy between 2500 and 5000 kWh) of some EU countries are reported.

It can be highlighted that there are considerable differences among the different EU countries. For this reason, the EU27 tariff has also been reported, to highlight how each European country compares to the average European tariff. More generally, by considering the whole range of variation in natural gas price (bands D1, D2 and D3) and electric energy cost (bands DA, DB, DC, DD and DE) for household users, the following ranges of variation can be reasonably assumed:

- $c_{NG}$: 0.20 – 1.50 €/Sm³;
- $c_{EE}$: 0.05 – 0.50 €/kWh.

Therefore, the feasibility of the considered micro-CHP systems has to be evaluated for each country, by also taking into account the expected building energy performance (Fig. 1).

![Energy Performance (EP) limits for residential buildings starting from 1 January 2010 [8].](image1)

![Household consumer tax-included price of natural gas and electric energy [14].](image2)

### 4. Methodology

#### 4.1. Energy conversion system modelling

A systemic approach was used to simulate CHP operation. In particular the CHP system was modelled as in Fig. 3, under these assumptions:

- Losses in the combustion system were accounted for through combustion efficiency $\eta_c$.
- The possibility that a fraction of combustion heat bypasses the energy conversion system and is directly used to produce useful heat (as in the case of Stirling and micro Rankine cycle technologies) was accounted for by means of the coefficient $\epsilon$.
- The energy conversion system was modelled by means of its efficiency $\eta_{ES}$.
- The produced electric power $P_e$ was evaluated through the overall electric efficiency $\eta_e$, which is defined in:

$$\eta_e = \eta^* \eta_{ES} \eta_c,$$

where the efficiency $\eta^*$ takes into account the following contributions, depending on the CHP technology:
The useful thermal power recovered by the CHP that bypassed the energy conversion system itself.

The heat is the sum of the heat discharged by the energy conversion system and the combustion heat.

Sensitivity analysis was performed on these values.

The average values of these efficiencies were considered, and sensitivity analysis was performed on these values.

**4.2. Thermo-economic analysis**

The economic analysis consists of the determination of the period to pay back the additional costs of the CHP technology with respect to a traditional boiler. In fact, the considered micro-CHP systems are intended as an alternative to household boilers, so that CHP installation avoids all costs (both installation and operating costs) related to the traditional boiler. As the considered micro-CHP systems are not yet industrialized or widespread in the market, and therefore a well-established market price is difficult to estimate, a parametric analysis was carried out on the additional costs of the CHP technology.

The payback period (PBP) was evaluated as the period which makes the Net Present Value (NPV), defined in (5), equal to zero.

$$NPV = I + \sum_{i=1}^{N} \frac{F_i}{(1 + r)^i}$$

where $I$ is the investment cost ($I = c_{add} P_i$) and $r$ is the discount rate (assumed equal to 5 %).

For the calculation of the cash flows $F_i$, first the number of annual hours of operation for the micro-CHP systems is needed, and can be estimated as in (6).

$$YH = \frac{q_{H,Wh}}{P_i}$$

Then, the cash flow for each i-th year $F_i$ can be obtained as expressed in (7).

$$F_i = \left(P_i YH \left(c_{EE} - c_{min}\right) - \left[P_i - \frac{P_i}{\eta_{EE} \eta_t}\right] YH\right) c_{NG}$$

The electric energy produced annually (i.e. $P_i YH$) allows a net specific revenue (i.e. $c_{EE}-c_{min}$), which takes into account the specific cost for micro-CHP system maintenance $c_{min}$ (in the paper $c_{min} = 0.01 \text{ €/kWh}$). Then, the cash flow has to be lowered, by considering the cost of natural gas, due to the additional fuel used to feed the micro-CHP system with respect to the boiler only.

**4.3. Assumptions**

A reference micro-CHP system with the following features was considered as the base case:

- $\eta_c = 10.0 \%$
- $\eta_{EE} = 93.0 \%$
- $\eta^* = 75.0 \%$
- $\eta_t = 99.5 \%$

According to (4), it results that:

$$\eta_t = 80.1 \%$$

$\eta_{CHP} = 90.1 \%$

The assumed efficiency values have to be considered as annual average values and are representative of micro-CHP systems based on Stirling engine and micro Rankine cycle.
technologies [3]. The assumed heat exchanger efficiency $\eta_{HE} = 93\%$ is the typical annual average efficiency of a condensing boiler [15].

To perform sensitivity analysis on efficiency values, the ranges of variation reported in Tab. 1 were considered. The assumed electric efficiency values are representative of a wide range of micro-CHP systems up to 10 kW of electric power size. In particular, CHP systems based on TPV technology can be represented by electric efficiency values $\eta_e$ up to 10% (with $\eta_e = 90\%$) [3,11]. Otherwise, for CHP systems based on Stirling and micro Rankine cycle technologies, $\eta_e$ typically varies in the range 5 – 25% (but with $\eta_e = 75\%$) [3].

For the base case, the additional purchase cost of CHP technology with respect to a traditional boiler was assumed equal to $c_{add} = 100\text{ }\text{\€}/\text{kW}_e$, i.e. the additional cost was referred to the fuel input power of the CHP system. Since the considered micro-CHP systems are not yet industrialized and widespread on the market, a well-established market price is difficult to estimate, and consequently the CHP technology additional cost was varied in the range $c_{add} = 50 - 200\text{ }\text{\€}/\text{kW}_e$.

A CHP system size equal to 0.15 kW (i.e. 15 kW of thermal power per 100 m² of household surface) was considered, since it was assumed that the existing boiler would be replaced by a CHP system with the same thermal power size in order to fulfill the same thermal energy demand.

The annual electric energy produced by the CHP systems, operated in heat-led mode, was considered lower than the annual electric energy required by the users. This assumption is verified when the ratio $C$ between electric and thermal energy demands of the users is higher than $C$ values reported in Tab. 2, which depend on the considered CHP technologies.

Even though the annual electric energy produced by the micro-CHP system was lower than that required by the users, the electric energy production (which is simultaneous with thermal energy production) is usually not simultaneous with user electric energy consumption. In fact, electric energy is overproduced during winter months (when thermal requirements are higher), while the highest electric energy consumption from the grid usually occurs during summer months due to air cooling. In order to balance this mismatch, in many countries “compensation” mechanisms exist between the electric energy sent to the grid and that purchased from the grid on a time basis (such as the so-called “net metering”), to properly reward the production of electric energy from distributed sources. Therefore, for the sake of simplicity, it was assumed that all the electric energy produced and consumed over one year could be rewarded at the electric energy consumer price purchase cost $c_{EE}$.

5. Results and discussion

5.1. Feasibility analysis

For the reference base case defined in para. 4.3, the period to pay back the additional costs of the CHP technology with respect to a traditional boiler was evaluated as a function of the European tariff scenario (Fig. 2: natural gas - band D2; electric energy - band DC) and of building energy demand for heating and hot water production $q_{HL,W}$.

In Fig. 4, the PBP trends are reported for some European countries. The results allow the identification of the period required to pay back the additional costs of the CHP technology with respect to a traditional boiler. It should be noticed that the results are strongly influenced by the considered tariffs. As an example, owing to high Italian tariffs for both electric energy and natural gas, the CHP system payback period is less than 13 years when the D2/DB tariff scenario is assumed, with $q_{HL,W}$ equal to 120 kWh/(m² yr). Otherwise, if the D2/DC tariff scenario is considered, the CHP system payback period is always greater than 15 years, even though $q_{HL,W}$ is almost tripled (i.e. 300 kWh/(m² yr)).
5.2. Influence of CHP system parameters

Due to the large variation that may affect CHP system parameters (as building energy demand, efficiencies, CHP technology costs and tariff scenario), sensitivity analysis has been carried out to provide a useful and easy-to-read tool, which should allow the evaluation of the profitability of the micro-CHP system as a function of:

- building energy demand for heating and hot water production \(q_{\text{HW}}\), according to the range of \(\text{EP}_{\text{HW}}\) reported in Fig. 1;
- electric efficiency, mainly depending on the considered micro-CHP technology;
- additional purchase cost of the CHP technology with respect to a traditional boiler;
- tariff scenario (\(c_{\text{NG}}\) and \(c_{\text{EE}}\)), mainly depending on the country and on oil price.

A PBP of 10 years was imposed, since this can be considered a cut-off point to evaluate the actual potential of CHP technology for residential building applications. For the calculation of PBP, a discount rate equal to 5% was assumed.

In Fig. 5 the curves of building energy demand for heating and hot water production \(q_{\text{HW}}\) allowing a PBP of 10 years are reported as a function of the additional purchase cost of the CHP technology with respect to a traditional boiler and of the electric efficiency of the CHP system, for two tariff scenarios: Italy and Sweden. In particular, these two European countries were chosen since they strongly differ in climate and tariffs. In fact, it can be seen in Fig. 2 that the cost of natural gas in Sweden is almost 50% more than in Italy, while electric energy is about 30% cheaper. Moreover, it should be noted that in Fig. 5 the micro-CHP systems are differentiated as a function of system efficiency, as explained in para. 4.3 (Tab. 1). In particular, the two different values of \(\eta^*\) (90%, for TPV systems and 75% for Stirling and micro Rankine cycle technologies) have an effect on the slope of the curves at constant \(q_{\text{HW}}\) value.

It can be shown that, in order to achieve a given payback period, an increase of the additional purchase cost of the CHP technology requires a higher electric efficiency, for any given \(q_{\text{HW}}\) value. In other terms, for a given micro-CHP system characterized by a given electric efficiency and a given purchase cost, the profitability can be reached in a shorter time if the energy demand for heating and hot water production \(q_{\text{HW}}\) is higher. Moreover, a higher additional purchase cost is allowed by higher \(\eta^*\) values, in correspondence of the same \(\eta_e\).

As a result of the different energy tariffs, the same micro-CHP system is more profitable in Italy than in Sweden, even though the average energy demand in Sweden is almost twice the average energy demand in Italy (i.e. in Fig. 1, average values of 100 against 50 kWh/(m² yr)).

The difference between the tariffs also translates into the fact that, while for Italy the curves at constant value of \(q_{\text{HW}}\) are very close to each other for the two different \(\eta^*\), the same two curves for Sweden are very far from each other, i.e. a much higher \(\eta_e\) is required to counterbalance the decrease of \(\eta^*\).

In Fig. 6a and 6b the curves of building energy demand \(q_{\text{HW}}\) allowing a PBP of 10 years, are reported as a function of electric energy and natural gas costs (\(c_{\text{NG}}\) and \(c_{\text{EE}}\)), for two different CHP technologies (Fig. 6a: \(\eta_e = 5\%\) and \(\eta^* = 90\%\); Fig. 6b: \(\eta_e = 15\%\) and \(\eta^* = 75\%\)), and a additional purchase cost equal to 100 €/kW.

For any given value of \(q_{\text{HW}}\), the lines have a positive slope, since a higher electric energy cost (which is an avoided cost, and so contributes to the saving) is counterbalanced by a higher natural gas cost. As regards the comparison between the two different technologies, it can be highlighted that, for any given energy tariff scenario (i.e. \(c_{\text{NG}}\) and \(c_{\text{EE}}\)), a CHP technology with \(\eta_e = 15\%\), \(\eta^* = 75\%\) (Fig. 6b) allows the same payback period as a CHP technology with \(\eta_e = 5\%\), \(\eta^* = 90\%\) (Fig. 6a), but with a lower building energy demand \(q_{\text{HW}}\), owing to the combination of effects of the respective efficiency values. Moreover, it can be noted that a CHP technology with \(\eta_e = 5\%\) and \(\eta^* = 90\%\) (Fig. 6a) is more sensitive to the natural
gas and electricity costs than a CHP technology with $\eta_e = 15 \%$ and $\eta_e' = 75 \%$ (Fig. 6b). This is due to the fact that the electric power $P_e$ and the power of the extra-fuel supplied for electric energy production with respect to the simple boiler (factors which multiply $YH$ in (7)) are both low when $\eta_e$ is low. Therefore, by varying natural gas and electricity costs, a same annual cash flow value ($F_C$) can only be obtained by means of large variations of $YH$ which correspond to large variations of building energy demand $q_{HW}$.

### 6. Conclusions

In this paper, an energy and economic analysis of micro-CHP systems was carried out, to evaluate their feasibility as an alternative to household boilers. The considered CHP systems are the ones based on Stirling engines, micro Rankine cycles and thermo-photovoltaic generators.

The result of this paper is an easy-to-use tool, which allows the evaluation of the feasibility of the considered micro-CHP system as a function of (i) efficiency parameters, (ii) European natural gas and electric energy tariff scenario, (iii) building energy requirements and (iv) additional costs of the CHP technology with respect to a traditional boiler.

As an example, under the Italian tariff scenario, a CHP system based on Stirling or micro Rankine cycle technologies, with an electric efficiency of about 10%, can have a payback period lower than 10 years, if the additional purchase cost with respect to a traditional boiler is lower than 100 $\text{€}/\text{kW}_f$ and the building thermal energy demand is higher than 150 $\text{kWh}/(\text{m}^2 \cdot \text{yr})$.

**Nomenclature**

- $A$: household surface area, $\text{m}^2$
- $C$: $E_{C}/E_{T}$ (defined in [2])
- $c$: specific cost, $\text{€}/\text{kWh}$ or $\text{€}/\text{Sm}^3$
- $E$: energy, kWh
- $EP$: energy performance, kWh/(m² yr)
- $F$: cash flow, $\text{€}/\text{yr}$
- $I$: investment, $\text{€}$
- $i$: index
- $M_f$: fuel mass flow rate, kg/s
- $N$: number of years for $NPV$ calculation, yr
- $NPV$: net present value, $\text{€}$
- $P$: power, kW
- $PBP$: payback period, yr
- $q$: annual energy demand per unit household surface area, kWh/(m² yr)
- $Q$: annual energy demand, kWh/yr
- $r$: discount rate
- $YH$: annual hours of operation, hr/yr

**Greek symbols**

- $\eta$: efficiency
- $\eta_e$: efficiency equal to $\eta_{el} \cdot \eta_{el}'$ (Stirling and micro Rankine cycle) or to $\eta_{TPV}$ (TPV)
fraction of energy which directly produces useful heat bypassing the energy conversion system

Subscripts and superscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>available</td>
</tr>
<tr>
<td>aux</td>
<td>auxiliaries</td>
</tr>
<tr>
<td>add</td>
<td>additional</td>
</tr>
<tr>
<td>c</td>
<td>combustion</td>
</tr>
<tr>
<td>C</td>
<td>air conditioning</td>
</tr>
<tr>
<td>CHP</td>
<td>combined heat and power</td>
</tr>
<tr>
<td>e</td>
<td>electric</td>
</tr>
<tr>
<td>EE</td>
<td>electric energy</td>
</tr>
<tr>
<td>ee</td>
<td>DC/AC converter</td>
</tr>
<tr>
<td>eg</td>
<td>electric generator</td>
</tr>
<tr>
<td>ES</td>
<td>energy conversion system</td>
</tr>
<tr>
<td>f</td>
<td>fuel</td>
</tr>
<tr>
<td>H</td>
<td>heating</td>
</tr>
<tr>
<td>HE</td>
<td>heat exchanger</td>
</tr>
<tr>
<td>light</td>
<td>lighting</td>
</tr>
<tr>
<td>m</td>
<td>mechanical</td>
</tr>
<tr>
<td>main</td>
<td>maintenance</td>
</tr>
<tr>
<td>NG</td>
<td>natural gas</td>
</tr>
<tr>
<td>ov</td>
<td>overall</td>
</tr>
<tr>
<td>t</td>
<td>thermal</td>
</tr>
<tr>
<td>W</td>
<td>domestic hot water</td>
</tr>
</tbody>
</table>
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Gas turbines for polygeneration? A thermodynamic investigation of a fuel rich gas turbine cycle

Burak Atakan

Abstract: Gas turbines as used nowadays are working far in the fuel lean regime, which is most reasonable for mobile applications, since the formation of pollutants and soot are avoided while the temperatures remain low enough to avoid damage of the turbine. However, from a thermodynamic point of view the exergy utilization is far from optimum at such conditions. For stationary conditions a different approach may be worth a second thought: the use of gas turbines as chemical reactors for hydrogen and carbon monoxide production in combination with power generation and the utilization of the exhaust enthalpy stream. A gas turbine model cycle is analyzed using complex equilibria including radicals and chemical exergies. Chemical exergies were calculated from equilibrating the gas mixtures at different points in each process with a large excess of moist air. Methane was studied as an exemplary fuel; it can be viewed as an important representative of natural gas and of biogas.

Comparing the exergy losses of the idealized gas turbine process, the losses for the fuel rich stoichiometry are lower than at the lean stoichiometry used in gas turbines nowadays. The exact values of the exergetic efficiency depend on the pressure ratio, which was studied in the range of 10 to 30. The hydrogen to carbon monoxide ratio would be typically near 2.2, while the adiabatic flame temperature would be in a range, which either would cause no damage to typical gas turbines or could be handled with carbon fiber reinforced carbon. The composition of the gases is likely to change within the turbine, where temperature and enthalpy drops. This was considered in additional calculations where chemical equilibration of the gas mixture in the turbine is considered. Such a process would combine a partial oxidation with an energy conversion process. The possibility to produce syngas mixtures would add an additional flexibility to the gas turbine process, which seems to be worth to be considered.

Keywords: Polygeneration, turbine, chemical exergy

1. Introduction

Gas turbine processes are important devices used in stationary systems to convert the combustion enthalpy of a fuel into electrical power. In aeroplanes they are used as an engine so the propulsion is the aimed effect. The thermal efficiency is restricted by the upper temperature limit which can be used at the turbine entrance in order to avoid the degradation of the steels or super alloys. In order to reduce the combustion temperature they are nowadays mainly run in a very lean combustion regime, aiming to hold the gas phase and surface temperatures low. This also has the side effect that the nitric oxide formation, which is strongly coupled to temperature, may be partially avoided. Similarly, soot formation is also of minor importance in the lean regime. Generally, the thermal efficiency can be increased significantly if the hot exhaust gases are used in combined gas and steam power plants. Recently, Yamamoto et al. proposed a combined cycle where one of two gas turbines is run in a fuel rich mode, leading to increased total efficiency [1]. One important idea behind this work was that carbon-fibre-reinforced-carbon composites (C/C) may be used as a construction material for turbines in the fuel rich regime, since they survive much higher temperatures in a reducing atmosphere. Fossil fuels like natural gas are also the starting point for the production of base chemicals like methanol, syngas (H2/CO) or hydrogen. At the same time, the production processes often consume a considerable amount of exergy even though the reactions for their formation show that theoretically this would not be necessary. Thus, for example Jin et al. studied the possibilities of using several fuels for the simultaneous production of base chemicals and power [2, 3], combining known processes in a rational but complex way. Polygeneration or multigeneration, as the
production of several energetic products is mostly called, often is regarded as a kind of optimization process where existing technologies are combined in a more or less complex way [4-6]. However, the possibility of having relatively simple processes capable of providing several useful products, including mechanical power, has to our knowledge not been studied yet. Combustion processes run in an unusual mode may be one possible choice. This way, the large knowledge of the scientific combustion community may be used.

The present thermodynamic investigation was performed as a starting point in order to see if gas turbine processes may be used in principle for the poly-generation of syngas and electrical power or shaft work, generally assuming that the exhaust gases are further used either for heating or for further energy conversion processes like a steam cycle. If a gas turbine cycle is used (also) as a chemical reactor, the properties of the gas mixture expanding in the turbine will be quite different from a typical lean exhaust gas mixture. Also, since the temperatures in the turbine are generally quite high, chemical reactions will take place while the gas mixture expands and due to this the chemical composition may change in the turbine. Due to the high temperatures, the equilibrium concentrations of atoms and radicals in the mixture may be substantial, thus influencing temperatures and enthalpies. The equilibrium of a complex mixture can be evaluated by minimization of the free enthalpy. The chemical equilibrium calculation procedures used in the present work are well established and freely available [7].

In order to analyze a poly-generation gas turbine process, the chemical exergy flows are analyzed together with the energy flows as a function of different parameters. The main parameters were the stoichiometry, the pressure ratio and also the possibility of chemical equilibration in the turbine, while the temperature is reduced.

2. Modeling

The modeled process is depicted in Fig. 1. The methane fuel and the air are compressed separately, mixed and burned in the combustor. The combustion products are expanded in the turbine. All steps are modeled as adiabatic processes for different stoichiometries, varying the air mass flow rate \( \dot{m}_a \). Since it was aimed to study the thermodynamic optimum, the turbine and the two compressors were first assumed to be reversible (rev). In later calculations, isentropic efficiencies of 90% for the turbine and 75% for each compressor were assumed (irr). Pressure losses in the lines or the combustor were neglected.

All species and mixture properties were calculated using the Cantera library [7] within Python, which also provides procedures for equilibrating a multi-species gas phase mixture for two constant parameters like temperature and pressure, enthalpy and pressure or entropy and pressure by minimizing the free enthalpy at constant elemental composition. In addition, the possibility of carbon (soot) formation was investigated by calculating a two phase equilibrium, consisting of a complex gas phase and a pure graphite solid phase. The thermodynamic data were taken from the established data base of the GRI 3.0 mechanism [8] and the gas phase was assumed to behave as a mixture of ideal gases. No assumptions regarding constant heat capacities were made. The program evaluates the enthalpies \( h \), entropies \( s \) and further thermodynamic properties of the mixture. However, the calculation of (chemical) exergies had to be implemented. Pure air (mole fractions: \( O_2: 0.209421, N_2: 0.78084, Ar: 0.00934, CO_2: 0.00038, H_2O: 0.013 \) was taken as the dead state of the surrounding at 1.013 bar and 300 K, this appeared to be most reasonable for the present...
purpose. To calculate exergetics, it was deemed most appropriate and easiest to calculate the initial enthalpy and entropy of a given mixture in a certain thermodynamic state (Index: \(i\)) and to equilibrate it chemically and reversibly (Index: \(eq\)) with a large excess of air (mass ratio: \(r=10^2:1\), Index: \(air\)) at ambient condition. From the differences in enthalpy and entropy, the exergy \(\theta\) is calculated per mass of the initial mixture \((m_i)\), or per kg of initially added methane, which was used as surrogate for natural gas:

\[
\theta_i = \frac{E_i}{m_i} = \left[ (r \cdot h_{air} + h_i) - (r + 1) h_{eq} \right] - T_i \left[ (r \cdot s_{air} + s_i) - (r + 1) s_{eq} \right]
\]

(1.1)

The specific properties as used here are always enthalpy per kg of the given mixture (either air, fuel or fuel/air), or the equilibrated state starting with 1 kg of fuel or fuel/air mixture and 10² kg of air. The ratio \(r\) was checked for a range of values, at values above 10² the calculated exergy per kg of initial mixture was no longer dependent on the exact value. The procedure was checked for a few species like methane and produced results very near to the values given in the literature. All work terms were taken as pure exergy as usual. The initial exergy of methane is evaluated here to be 51.86 MJ/kg (829.75 kJ/mol).

After separated adiabatic compression of methane (state 2) and air (state 4), an adiabatic mixing process was regarded (state 5), followed by an adiabatic isobaric chemical equilibration (state 6). This equilibrated gas mixture was then expanded to ambient pressure isentropically in the turbine. Here two cases were studied, first the chemical composition in the turbine was frozen and the isentropic state at ambient pressure was calculated. However, the temperatures are high enough in most calculations so that this can only be regarded as one thermodynamic limit with frozen chemistry. Therefore a second calculation for the turbine was performed with chemical equilibration and constant entropy at ambient pressure. In some cases, this leads to considerable changes in the exhaust composition. The real state will be somewhere in between; this can only be evaluated using a kinetic model, which was not performed in the present work but will be addressed in future.

In order to evaluate the sensitivity of the investigated processes to irreversibilities in the turbine and the compressor, isentropic efficiencies of 90%, and 75%, respectively, were assumed in a further series of calculations. The states behind the compressors and the turbine were calculated the usual way. For the turbine, the exhaust enthalpy was calculated from the initial enthalpy of the entering fluid and the isentropic specific work \(W_{t,\text{isent}}\) times the isentropic efficiency:

\[
h_f - h_i + W_{t,\text{isent}} h_f
\]

(1.2)

The isentropic work was calculated from the final enthalpy after equilibration at the given exhaust pressure and initial entropy. The state at this final enthalpy and pressure was recalculated for the non-isentropic case either with frozen composition or with equilibration, as described above. The calculations for the compressors \(w\) were similar, only the isentropic work was divided by the isentropic efficiency and constant compositions were assumed.

Exergetic efficiencies for the state behind the turbine were calculated from the sum of the absolute value of the net work \((w_{\text{net}})\) and the exergy at this state divided by the entering exergy of the fuel:

\[
\varepsilon_f = \frac{|w_{\text{net}}| + \theta_f}{\theta_{\text{fuel},1}}
\]

(1.3)

For the other states, the input of the compressor work is taken as an exergy inflow:

\[
\varepsilon_i = \frac{\theta_i}{w_{\text{in}},1}
\]

(1.4)

Thermal efficiencies \(\eta\) were calculated from the absolute value of the net work output related to the specific enthalpy of combustion (lower heating value \(\Delta_h^{\text{CH, l}}\)) of methane:

\[
\eta = \frac{|w_{\text{net}}|}{\Delta_h^{\text{CH, l}}}
\]

(1.5)

In the diagrams, the ratio of actual mass flow of air to fuel relative to the stoichiometric value, called theoretical air, are shown as independent variable:

\[
\lambda = \frac{m_{\text{air}}}{m_{\text{fuel}, \text{stoch}}}
\]

(1.6)

This is the inverse of stoichiometry.

For the comparison of the products hydrogen and carbon monoxide, the number of moles at a certain
state were normalized by the number of moles of methane in the initial mixture \((n(\text{CH}_4)_0)\) as present in state 5. This choice avoids misinterpretations of non-normalized mole fractions. These values were calculated using the mass fraction of methane at state 5 and the mass fraction \(y_i\) of species \(i\) at a certain position and converted to mole fractions with the molecular mass \(M_i\):

\[
\frac{n_i}{n_{\text{CH}_4,5}} = \frac{y_i / M_i}{y_{\text{CH}_4,5} / M_{\text{CH}_4}}
\]  

(1.7)

3. Results and Discussion

3.1. Overview: A Pressure ratio of 10

First the results for a pressure ratio \((=p_1/p_2)\) of 10 leading to a maximum pressure of 1.013 MPa shall be discussed, as shown in Fig. 2. The \(\lambda\) values were varied in the range from 0.25 to 4. The adiabatic combustion temperatures \(T_{ad}\) vary between 1090 and 2400K and are only slightly increased due to irreversibilities in the compression. It should be emphasized that these temperatures are resulting from the equilibrium calculation, and give an overview over the parameter range from the rich to the lean stoichiometry, although the higher temperatures around the stoichiometric conditions are not useful for practical applications. The difference between a reversible and an irreversible compression gets more pronounced with increasing \(\lambda\) value, since more air has to be compressed per kg of methane.

The same trend is also seen for the temperature \(T_{e}\) behind the turbine. If chemical equilibration in the turbine is included, the temperatures differ only at small \(\lambda\) values, because the gas mixture forms more CO\(_2\) instead of CO in this regime, leading to a higher temperature at a given enthalpy. It should be remembered that all species mole fractions were related to the initial methane mole fraction in the mixture, state 5.

For clarity, only the target species hydrogen and CO are included together with the mostly unwanted CO\(_2\), although the complex equilibration was calculated. As can be seen, between 1.54 and 1.71 mole hydrogen is predicted per mole of initially provided methane and the stoichiometry range for this is quite narrow. The predicted CO mole fraction peak is relatively flat and per mole methane 0.63 - 0.88 mole CO is present in equilibrium after combustion. The hydrogen mole fraction is only slightly influenced by chemical equilibration of the mixture in the turbine or by irreversibilities in the compressors and the turbine. In contrast, the CO mole fraction is strongly influenced by chemical equilibration, the relative mole fraction values drops from 0.9 to around 0.63. However, the higher temperatures due to non-reversible compressors and turbine help in the formation of larger amounts of CO and after chemical equilibration the value rises to 0.7, depending on the exact stoichiometry. The temperatures of adiabatic combustion lie between 1485 and 1809 K in the interesting \(\lambda\) range, which is well accessible with the C/C materials and in part be accessible with conventional gas turbine blades (1723-1773K) [1, 9].

![Fig. 2 Gas turbine cycle with a compression ratio of 10 calculated for various stoichiometries. Solid lines show the results for the isentropic case, dashed lines for the isentropic case with equilibration in the turbine and the dashed-dotted lines for the non-isentropic case with equilibration.](image-url)
If gas turbines without blade cooling are used \( \lambda \) could be further reduced, e.g. to a value of 0.35. This would lead to a turbine entrance temperature of 1300K and \( \text{H}_2 \) and \( \text{CO} \) values of 1.7 and 0.9 per mole of methane, respectively, in the irreversible case at an exergetic efficiency of 87\%. This case will not be discussed in detail further to avoid confusion due to too many discussed cases, however, such conditions seem also to be reasonable and the results are included in the figures throughout.

Table 1 summarises the main results at two

![Graph](image)

Table 1. Properties, work and efficiencies for some states for the process with non-reversible turbine and compressors and chemical equilibration in the turbine.

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>0.395</th>
<th>0.506</th>
<th>0.427</th>
<th>0.506</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_{\text{ref}} ) (MPa)</td>
<td>1.01</td>
<td>1.01</td>
<td>3.04</td>
<td>3.04</td>
</tr>
<tr>
<td>( h_{\text{ref}} ) (MJ/kgCH4)</td>
<td>4.33</td>
<td>6.58</td>
<td>6.44</td>
<td>8.48</td>
</tr>
<tr>
<td>( w_{\text{c}} ) (MJ/kgCH4)</td>
<td>3.19</td>
<td>3.91</td>
<td>5.90</td>
<td>6.80</td>
</tr>
<tr>
<td>( w_{\text{i}} ) (J/kgCH4)</td>
<td>7.52</td>
<td>10.5</td>
<td>12.3</td>
<td>15.3</td>
</tr>
<tr>
<td>( n_{\text{thermal}} )</td>
<td>0.09</td>
<td>0.13</td>
<td>0.13</td>
<td>0.17</td>
</tr>
<tr>
<td>( \xi_{\text{2+2}} )</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>( \xi_{\text{5}} )</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>( \xi_{\text{6}} )</td>
<td>0.87</td>
<td>0.85</td>
<td>0.88</td>
<td>0.87</td>
</tr>
<tr>
<td>( \xi_{\text{7}} )</td>
<td>0.86</td>
<td>0.84</td>
<td>0.86</td>
<td>0.85</td>
</tr>
<tr>
<td>( T_2 ) (K)</td>
<td>623</td>
<td>629</td>
<td>836</td>
<td>845</td>
</tr>
<tr>
<td>( T_3 ) (K)</td>
<td>1485</td>
<td>1809</td>
<td>1761</td>
<td>1983</td>
</tr>
<tr>
<td>( T_4 ) (K)</td>
<td>959</td>
<td>1159</td>
<td>935</td>
<td>1041</td>
</tr>
<tr>
<td>( \eta_{\text{H}<em>2} )/( \eta</em>{\text{CH}_4} )</td>
<td>1.62</td>
<td>1.30</td>
<td>1.54</td>
<td>1.36</td>
</tr>
<tr>
<td>( \eta_{\text{CO}} )/( \eta_{\text{CH}_4} )</td>
<td>0.700</td>
<td>0.676</td>
<td>0.622</td>
<td>0.614</td>
</tr>
</tbody>
</table>

The exergetic efficiencies in this \( \lambda \) range are between 85-87\% and are reduced only very slightly with the introduction of irreversible turbines and compressors. If this value is compared with the exergetic efficiency of 65\% at a lean stoichiometry of \( \lambda=3 \) an important improvement is recognized. This difference is even more pronounced with turbines and compressors having an isentropic efficiency below 1; in the example calculated here, the exergetic efficiency in the lean range is further reduced to values below 61\%, which should be an important argument to consider the fuel rich stoichiometry regime. The main exergy losses take place in the combustion process as can be seen from Table 1, while the exergy losses in the other parts are of minor importance. However, the exergy loss in stoichiometric and lean adiabatic combustion is much higher [10, 11] than in the investigated rich regime.

In the high temperature regime some radicals like atomic hydrogen and the hydroxyl radical (OH) are present in a considerable amount as seen in Fig. 3. The (relative) equilibrium concentrations of these radicals may be in the percent regime at high temperatures, as it is seen for OH, but they only play a minor role after passing the turbine and equilibration takes place at reduced temperatures. However, if the chemical equilibration in the turbine is not performed, the concentrations would remain unrealistically high, again being an argument for considering the chemical equilibration in the turbine.

![Graph](image)

Fig. 3 Equilibrium \( \text{H} \) (red) and \( \text{OH} \) (blue) mole fractions at the turbine entrance (state \( \text{6} \)) both divided by the initial methane mole fraction, as a function of \( \lambda \) at the turbine entrance (solid lines) and equilibrated behind the turbine (dashed lines) shown for a reversible turbine with an inlet pressure of 1.013MPa.

### 3.2. Influence of the pressure ratio

The compression ratio is known to be an important parameter for gas turbine cycles. With increasing pressure ratio, \( \lambda \), the thermal efficiency increases.
Thus, it was interesting to investigate higher pressure ratios. Some results for \( \lambda = 30 \) are presented; the calculations were performed again for totally reversible compressors and turbine (irr) as the limiting case and for the above given isentropic efficiencies (irr). Some results from the latter are included in Table 1, while the results are compared in Fig. 4.

From Fig. 4 it is seen that the amount of hydrogen produced in the fuel rich regime is nearly unaffected by the pressure ratio, it is slightly reduced to 1.54 mole hydrogen per mole methane initially added. Also, the maximum is shifted towards a higher \( \lambda \) value of 0.43. The CO formed per CH\(_4\) 0.0 0 10 leading to values of slightly above 0.62. The exergetic efficiency at \( \lambda = 0.4 \) slightly increases to 87-88% for the irreversible case. Regarding the thermal efficiency, the effect of \( \lambda \) is more pronounced: it reaches a value of 13% for the which gives the highest hydrogen yield, compared %

![Fig. 4 Comparison of the results for \( \lambda = 30 \) with \( \lambda = 10 \). Solid lines: \( \lambda = 30 \), rev, no equilibration in the turbine; dashed lines: \( \lambda = 30 \), irr; dashed-dotted line: \( \lambda = 10 \), irr. The latter two were both calculated with equilibration in the turbine. Red: \( H_2 \), grey: CO, blue: exergetic efficiency, black: thermal efficiency.](image)

If the \( \lambda \) value is increased to 0.51, the thermal efficiency rises to 17%, while the exergetic efficiency is at 87%, meaning that there is some amount of flexibility in the preferred products. However, there is also a drawback: due to the higher pressure ratio, the adiabatic combustion temperatures rise from 1485-1809 K at \( \lambda = 10 \) to 1761-1983 K at \( \lambda = 30 \) for the \( \lambda \) values given in Table 1. Temperatures above 1800 K would be far too high as turbine entrance temperature for conventional turbine blades, thus the pressure ratio may be restricted by the maximum temperature also in the fuel rich regime. However, if C/C turbine blades can be used, the temperature levels would be acceptable.

### 3.3. Carbon formation

Another question which arises and may prevent the development of fuel rich gas turbine processes is the possible formation of carbonaceous matter, meaning mainly soot. In order to check this possibility two-phase equilibria, with an ideal gas phase and a solid pure graphite phase, were investigated. Again the gas phase considered all the species present in the GRI mechanism. The amount of graphite produced per methane input was calculated as a function of temperature and stoichiometry for initial air-methane mixtures covering the \( \lambda \) range between 0 and 1.

![Fig. 5 The molar amount of graphite formation in equilibrium per mole of initially present methane calculated at 1 bar.](image)

These calculations were performed for 1, 10 and 30 bar; since the 1 bar case turns out to be most critical, only the results for this pressure are shown in Fig. 5. At low temperatures and low \( \lambda \) values methane is stable, if \( \lambda \) is near 1 the formation of CO\(_2\) and CO is predominant, while at \( \lambda \) values around 0.4 graphite maybe formed at temperatures of around 800 K and ambient pressure. This can be avoided at slightly higher \( \lambda \) values, thus the results for \( \lambda = 0.51 \) are also shown in Table 1. However, if the calculated turbine exit temperatures \( T_e \) are regarded (see Fig. 2) it is seen that the temperature
level is predicted to be above 800 K for the value range of interest, even at \(\lambda\) values of 0.35. However, the risk of solid carbon or soot formation remains if in a subsequent cooling step, e.g. in a heat exchanger, chemical equilibration is established. Thus the subsequent cooling should be a fast process, probably introducing further irreversibilities. Investigations of the chemical kinetics of these systems are needed in order to judge the rate of equilibration and possible formation of carbonaceous matter while cooling takes place. This was not the aim of the present thermodynamic investigation.

4. Conclusions

A simple fuel-rich gas turbine process running with methane as fuel was investigated and has been shown to be thermodynamically favourable for the polygeneration of base chemicals like hydrogen or syngas together with mechanical power. In the present work, only the basic conversion process was studied without considering the subsequent processes, such as the utilization of the exhaust enthalpy stream as input for a steam power cycle and perhaps also for heating purposes. Also the separation of the product gases was not considered here, which surely will lead to some further exergy losses. But this also holds for any other partial oxidation without power generation. Nevertheless, from this study it is seen that this proposed process may be favourable with quite small exergy losses, if hydrogen or syngas is needed for other industrial processes or as fuel for hydrogen fuelled cars. Predicted thermal efficiencies of 9-17% are clearly small, but this is to be expected if the fuel is not mainly burned to carbon dioxide and water; thus, this is an intrinsic limitation of incomplete conversion. Also, the known possibilities of recuperatively heating the compressed gases (state 5) by the turbine exhaust gases, which generally leads to higher thermal efficiencies, may be worth further investigation.

Regarding the temperature levels at the turbine entrance, C/C materials would be most interesting. But also the thermal behaviour of nickel based high temperature alloys should be studied under these fuel rich conditions, since the gas mixture is now much less corroding, due to the absence of excess air.

A thermodynamic study can only lead to conclusions whether a process is principally possible and rational. This seems to be the case for the polygeneration of syngas, mechanical or electrical power and possibly also of heat. The possible problems of soot formation and the details of combustion, the rate of equilibration of the product gases in the turbine and in a following cooling process have to be studied in addition by experimental methods and kinetic modeling. Such studies seem to be worth being performed, in order to use gas turbines as chemical reactors. Also, different fuels which may come from regenerative sources like organic alcohols may be interesting in future studies. The advantage could also be a relatively simple but flexible process, avoiding further exergy losses, which arise in coupling numerous flow devices and machines in a complex way.

Nomenclature

e = specific exergy, kJ/kg
h = enthalpy, kJ/kg
\(m\) = mass flow rate, kg/s
M = molecular mass, kg/mol
n = number of moles, mol
p = pressure, Pa
r = ratio of excess air to fuel for exergy calculation
s = specific entropy, kJ/(kg K)
T = temperature, K
T_0 = temperature of the surrounding, K
w = work per unit mass of fuel, kJ/kg
y = mass fraction, -

Greek symbols

\(\eta\) = thermal efficiency, -
\(\lambda\) = inverse of stoichiometry, -
\(\pi\) = pressure ratio
\(\xi\) = exergetic efficiency, -

Subscripts

c = compressor
eq = equilibrium state
i = state number i
s=const = isentropic
stoich = stoichiometric
t turbine
th thermal
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Fuel Cell-Based Cogeneration System Covering Data Centers' Energy Needs

Giuseppe Leo Guizzi, Michele Manno

Abstract: The Information and Communication Technology industry has gone in the recent years through a dramatic expansion, driven by many new online (local and remote) applications and services. Such growth has obviously triggered an equally remarkable growth in energy consumption by data centers, which require huge amounts of power not only for IT devices, but also for power distribution units and for air-conditioning systems needed to cool the IT equipment.

Following a previous work where the authors analyzed energy and cost savings that could be achieved in the energy management of data centers by means of a conventional combined cooling, heating and power system based on an internal combustion engine and a LiBr/H₂O absorption chiller, this paper is dedicated to the economic and energy performance assessment of a CHP system based on a natural gas membrane steam reformer producing a pure hydrogen flow for electric power generation in a polymer electrolyte membrane fuel cell (PEMFC). Heat is recovered from both the reforming unit and the fuel cell in order to supply the needs of an office building located near the data center. In this case, the cooling energy needs of the data center are covered by means of a vapor-compression chiller equipped with a free-cooling unit.

Since the fuel cell’s output is direct current (DC), rather than alternate current (AC) as in electric generators driven by internal combustion engines, the possibility of further improving data center’s energy efficiency by the adoption of DC-powered data center equipment is also discussed.

Keywords: Data Center, Cogeneration, Energy Efficiency, District Heating, Hydrogen, PEMFC, Membrane Reformer

1. Introduction

In recent years, the rapid growth of the Information and Communication Technology (ICT or, more simply, IT) industry has brought about a strong worldwide expansion of energy use by data centers, which lie at the core of the industry. Recently, a study [1] has estimated that electric energy consumption by data centers in the world has more than doubled in the period from 2000 to 2005; furthermore, it showed that in 2005 it represented 1% of world total electric energy consumption. This growth is estimated to continue on this exponential trend at least in the near future [2].

More specifically, Fig. 1 shows that energy consumption for cooling purposes, combined with energy losses due to the power distribution units (including UPS), is indeed remarkable if compared to the energy really absorbed by the IT equipment in the data center: with current technologies, the ratio between IT equipment power and total facility power can be on average estimated as 0.5. This ratio has been designated as DCiE (Data Center Infrastructure Efficiency) by The Green Grid, an organization grouping several major IT companies and promoting efficiency in IT industry; DCiE, along with its reciprocal PUE (Power Usage Effectiveness), are recommended by this organization as useful metrics in order to assess data center efficiency [3].

The value of 0.5 is indeed the figure used in [1] in constructing its estimate, represented in Fig. 1, and also found valid in [4], but the situation can be even worse in particular occasions: for example, [5] found a DCiE of 0.29 for the relatively small data center analyzed, while in [6] values of 0.5 and 0.26 for two different data centers located in Singapore are reported, and, finally, in [7] the energy performance of 22 data centers is reviewed, with DCiE values ranging from 0.33 to 0.75, with an average value of 0.57.

In order to further emphasize the importance and relevance of the subject, it is worth mentioning that US Congress, through Public Law 109-431,
requested the Environmental Protection Agency to “analyze the rapid growth and the energy consumption of computer Data Centers”, as well as to evaluate possible standards for increasing energy efficiency in the industry. The report clearly points out the following technologies and solutions for energy-efficiency improvement: using high-efficiency power distribution and UPS units; using state-of-the-art cooling equipment; monitoring power in real time; using combined heat and power, with on-site generation with the electric grid as backup.

Currently, data centers rely on the electric grid for energy supply, with conventional HVAC systems providing the cooling power required, which thus produce a further consumption of electric energy, still drawn from the grid (power consumption for cooling purposes can be 25% or more of the total data center power [3]). A UPS unit is always present in order to ensure the necessary level of security and protection for the electronic devices, both towards dangerous effects of electric disturbances (transient over-voltages or drops in voltage, voltage peaks, frequency variations) and towards grid interruptions (micro-interruptions or black-outs). Finally, an emergency electric generator (usually based on a diesel internal combustion engine) can be optionally included, with the only task of guaranteeing data center’s service during prolonged grid interruptions, when the continuity of service is particularly important.

In a previous paper [9] the authors analyzed energy and cost savings that could be achieved by means of a CCHP system based on an internal combustion engine that supplies the electric power to the data center facility, coupled to a single-stage absorption chiller driven by the engine’s discharge heat in order to meet the cooling power requirements.

In this paper another distributed generation plant, based on the integration of a methane membrane reformer and of a polymer electrolyte fuel cell, is considered as an alternative to the conventional thermal engine analyzed in the previous paper. A vapor-compression chiller equipped with free-cooling units is used to meet the cooling load of the data center rather than an absorption chiller, due to the particularly high electric efficiencies that can be achieved in this case, and also because a significant part of heat is recovered in the CHP plant at low temperature.

Furthermore, in order to improve the data center’s own efficiency, a power distribution system based on high voltage direct current is considered instead of the conventional one based on alternating current: recent studies [10, 11] have demonstrated the potential of direct current systems for reducing overall power consumption in data centers thanks to the elimination of several AC/DC conversion steps. The direct current layout is also particularly suited to be integrated with the CHP system, which delivers direct current through its PEM fuel cell, as well as with renewable sources such as photovoltaic modules.

2. Conventional data center energy scenario

2.1. Data center energy requirements

The electric load generated in the conventional scenario has been evaluated with reference to the data published in [8] and represented in Table 1. In this table, average PUE values (equipment power to IT power ratio) for the different equipments of a data center are given, according to several scenarios taken into account in the EPA report. In this paper data from the “improved operation” scenario have been considered, since in this case the overall PUE of 1.7 (corresponding to a DCiE of 0.59) is the closest to current values found in the literature [1, 2, 4, 5, 6, 7].

Therefore, according to Table 1 and taking into account an average IT power consumption $P_{IT} = 100\, \text{kW}$, 27 kW are required by the UPS, the transformer and the lighting equipment; 13 kW are needed to operate the HVAC auxiliaries; finally, 30 kW are required by the chiller unit. The total load is therefore $P_{\text{total}} = 170\, \text{kW}$.

These data can also be used to determine the ac-
tual cooling load generated by the data center: with the assumption that all power absorbed by the IT equipment and lighting is ultimately transformed into heat, and that the power losses by UPS and transformer are also turned into waste heat, the cooling load is therefore \( P_{eq} = P_{el,base} = 127 \) kW.

In order to evaluate the overall energy consumption of the data center, two further assumptions are made:

- the load is almost constant throughout both the day and the year (data center’s equivalent operating hours \( h_{eq,IT} = 8760 \) h). This can indeed be the case for data centers housing critical IT equipment (servers, storage and network systems) that need to be always operating;

- the cooling load is not affected by ambient temperature fluctuations, so that the cooling power required is also almost constant throughout the day and the year. This assumption is correct for many data centers that indeed have minimal surface exposure to the outside and are confined within an air-conditioned facility \([5, 13]\), but obviously should be checked case by case.

The electrical energy annually required in this scenario is therefore:

\[
E_{el} = P_{el,load} h_{eq,IT}
\]  
(1)

Annual operating costs related to the electrical energy consumption are calculated by means of the following equation (current electric energy cost in Italy can be estimated as \( e_{EE} = 16 \) c€/kWh):

\[
C = e_{EE} E_{el}
\]  
(2)

Since this energy scenario is to be compared to a cogeneration one, the average grid efficiency used to calculate the primary energy consumption is taken from the Italian Energy Authority deliberations regulating cogeneration facilities. The resulting value for a power plant with rated power lower than 1 MW fueled by natural gas is \( \eta_{eff,ref} = 38.28\% \), taking an average efficiency \( \eta_{eff,grid} = 40.0\% \) and transport losses over the grid for a medium-voltage grid connection accounting for a 4.3% penalty (AEEM deliberations n. 42/2002, updated by n. 296/2005 and n. 307/2007). Thus:

\[
E = E_{el}/\eta_{eff,ref}
\]  
(3)

Finally, annual \( \text{CO}_2 \) emissions related to this scenario are calculated on the basis of specific emissions by thermoelectric power plants \( (e_{CO2,EE} = 496 \text{g/kWh}) \) indicated by the Italian utility ENEL [14]:

\[
m_{CO2} = e_{CO2,EE} E_{el}
\]  
(4)

## 2.2. Thermal load definition

In this case study, beside the data center electric and cooling loads discussed in the previous section, the heating load of an office building housing the data center is added to the energy scenario. The heating load is determined, according to Italian regulations, as follows:

\[
E_{th} = (e_{vwh} + e_{th} \delta) V
\]  
(5)

where \( e_{vwh} \) is the volumetric thermal energy required for water heating, \( e_{th} \) is the volumetric thermal energy required for proper heating purposes for each heating degree day \( \delta \), and \( V \) is the office building volume. The heating degree day index is defined as the sum of the positive differences between the reference temperature of 20 °C and the daily average ambient temperature over a given reference heating period. The values of annual heating degree days for any Italian city is regulated by DPR n. 412/1993; for the three locations considered in this paper these values are: 2404 for Milan, 1415 for Rome, 751 for Palermo. In order to evaluate the monthly distribution of the thermal load, the number of heating degree days is then distributed over the year according

<table>
<thead>
<tr>
<th>Site Infrastructure</th>
<th>IT Equipment</th>
<th>Transformer Losses</th>
<th>UPS Losses</th>
<th>Chilled Water</th>
<th>Fans</th>
<th>Lighting</th>
<th>Total</th>
<th>Rounded Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Historical</td>
<td>1.00</td>
<td>0.05</td>
<td>0.17</td>
<td>0.54</td>
<td>0.16</td>
<td>0.08</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>Current Trends</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.90</td>
<td>1.90</td>
</tr>
<tr>
<td>Improved Operations</td>
<td>1.00</td>
<td>0.05</td>
<td>0.20</td>
<td>0.30</td>
<td>0.13</td>
<td>0.02</td>
<td>1.70</td>
<td>1.70</td>
</tr>
<tr>
<td>Best Practice</td>
<td>1.00</td>
<td>0.03</td>
<td>0.10</td>
<td>0.10</td>
<td>0.03</td>
<td>0.02</td>
<td>1.28</td>
<td>1.30</td>
</tr>
<tr>
<td>State of Art</td>
<td>1.00</td>
<td>0.03</td>
<td>0.05</td>
<td>0.04</td>
<td>0.02</td>
<td>0.14</td>
<td>1.14</td>
<td>1.20</td>
</tr>
</tbody>
</table>

Table 1: Estimate of PUE contribution by equipment per scenario used in the EPA Report [12]
3. Proposed data center energy scenario

3.1. Direct current power delivery system

The architecture of a typical data center power delivery system, shown on top of Fig. 2, is currently based on AC power, distributed to the facility at 480 V. An UPS is used to isolate equipment from power interruptions or other disturbances and to provide emergency backup energy storage usually by means of batteries: therefore inside the UPS, AC power is first converted to DC which is then converted back to AC for the facility distribution grid and routed to power distribution units (PDUs) for distribution to equipment in racks [11]. Inside the servers and other IT equipment such as storage or networking units, power supply units (PSUs) convert AC (at 120 V AC) to 12 V DC voltage as needed by the digital equipments. Further conversions may be required and performed by dedicated voltage regulator modules (VRMs) inside the electronic device.

A DC power distribution architecture (Fig. 2 bottom) can be used to avoid several electric power...
conversion stages, thus eliminating the associated power losses. Indeed, direct current data centers have been set up and tested in order to assess the energy efficiency gains that could be achieved [10, 11], with rather good results: an end user could obtain an improvement of 4-6% efficiency points over well designed efficient AC systems currently available [10]. Based on these estimates, since in the reference “improved operation” scenario of Table 1 the power losses of UPS and PDU combined are 0.25 W for 1 W of IT power, in the alternative energy scenario these losses have been reduced to 0.15 W for 1 W of IT power. Furthermore, the reduction of power losses in the conversion stages is doubly beneficial because it also reduces the cooling load on the HVAC system, so that base electric power and cooling load have been reduced to $P_{fr} = P_{el, base} = 117$ kW.

3.2. Membrane reformer

The steam reforming unit must accomplish the conversion of the fuel input (in this case a stream composed of 100% methane) to hydrogen, through the methane-steam reforming reaction:

$$\text{CH}_4 + \text{H}_2\text{O} \rightleftharpoons \text{CO} + 3\text{H}_2 \quad (10)$$

and the water-gas shift reaction:

$$\text{CO} + \text{H}_2\text{O} \rightleftharpoons \text{CO}_2 + \text{H}_2 \quad (11)$$

In a conventional fuel processor, the steam reforming unit is composed of several reactors. The first one is the main reformer, where high temperatures ($800 \div 850^\circ C$) are maintained in order to shift the endothermic ($\Delta H^\circ = 206.17$ kJ mol$^{-1}$) methane-steam reforming reaction to the right, thus increasing hydrogen’s yield. The reformate stream is then fed into two water-gas shift reactors maintained at lower temperature ($\sim 400^\circ C$ and $\sim 200^\circ C$) where the exothermic ($\Delta H^\circ = -41.17$ kJ mol$^{-1}$) reaction 11 is catalytically promoted in order to increase hydrogen production and to remove CO (poisonous for the PEM fuel cell) from the stream. Finally, the last component is a low-temperature ($\sim 100^\circ C$) PROX (Preferential Oxidation) unit, where the remaining CO is catalytically burned with oxygen in order to reduce CO concentration in the reformate stream at values acceptable for the operation of a PEM fuel cell.

A membrane reactor differs from a conventional one under several points of view. The fuel input is fed, together with water vapor, to the reformer (Fig. 3), which usually consists of a first section where methane and water react at high temperature according to equilibrium reactions 10 and 11, immediately followed (inside the same component) by a section where a hydrogen-selective membrane divide the feed area, where the reformate stream flows on a catalyst bed promoting the steam reforming reaction, from a permeate area, where hydrogen permeated across the membrane is collected. The heat input necessary to sustain the reactions is supplied by hot gases, resulting from the combustion of the “retentate”, flowing outside the reactor (Fig. 3), which still contains significant amounts of hydrogen, methane and carbon monoxide (Table 3).

The main advantage of this configuration is that both reactions 10 and 11 are shifted to the right mainly by the subtraction of one product ($\text{H}_2$) from the stream, so that the reformer temperature can be significantly lower than in conventional reformers (high temperatures are however favorable, being the overall process endothermic), with obvious benefits in terms of process efficiency [15, 16, 17].

Many different membrane types have been subjected to extensive research and experimentation, but in this paper palladium-based dense membranes are considered for their good compromise between permeance and selectivity [15]. Hydrogen permeation through a Pd-based membrane involves seven sequential steps [17], but the diffusion of atoms through the bulk membrane is usually the rate determining step [17], so that hydrogen permeation through the membrane can be expressed by Richardson’s law [15]:

$$J = k \frac{1}{t} \left( p_{\text{H}_2,f}^{0.5} - p_{\text{H}_2,p}^{0.5} \right) \quad (12)$$

where $k$ is the permeability of the membrane, $t$ its thickness, $p_{\text{H}_2,f}^{0.5}$ and $p_{\text{H}_2,p}^{0.5}$ hydrogen’s partial pressures on the feed side and on the permeate side, respectively. Membrane’s permeability depends on temperature according to an Arrhenius expression:

$$k = k_0 \exp \left( -\frac{E_a}{RT} \right) \quad (13)$$

A lumped-parameter model has been set up in order to evaluate the membrane area required to obtain a specified hydrogen recovery factor, which is defined as the ratio of hydrogen permeated through the membrane to the amount of hydrogen that could be theoretically obtained if reactions 10 and 11 would
proceed to completion. For a fuel input composed only by methane, it is thus defined as:

$$\gamma = \frac{\dot{n}_{H_2,\text{p.out}}}{4\dot{n}_{\text{CH}_4,\text{in}}}$$  \hspace{1cm} (14)$$

The reactor has been considered isothermal and subdivided in a sequence of $N_{cv}$ control volumes; inside each control volume the stream coming from the previous one reacts according to 10 and 11 reaching equilibrium conditions. For the $i^{th}$ control volume, hydrogen flux $J$ through the membrane is then evaluated according to hydrogen’s partial pressure by using Richardson’s law 12, and the membrane area is finally calculated taking into account a constant amount of hydrogen permeated in each control volume: $A_{m}^{i} = \frac{\dot{n}_{H_2,\text{p.out}}}{(N_{cv}J)}$. The hydrogen permeated is then subtracted from the stream on the feed side of the reactor, which is fed to the following control volume, so that $\dot{n}_{H_2,\text{f}}^{i+1} = \dot{n}_{H_2,\text{f}}^{i} - J A_{m}^{i}$. The temperature in the steam reformer unit (Table 2) has been taken as high as possible, the upper limit being close to the maximum temperature allowable by the Pd membrane ($\sim 650^\circ$C [15]), because high temperatures shift the equilibrium reactions to the right, thus increasing hydrogen’s partial pressure on the feed side and consequently hydrogen’s flux $J$, resulting in a lower membrane area required for a given hydrogen recovery factor. Increasing feed total pressure is equally beneficial for reducing membrane area, but membrane’s mechanical strength must be taken into account on this respect (furthermore, it also increases methane’s compressor power consumption). Pressure on the permeate side is determined by the fuel cell’s operating conditions. In order to increase hydrogen’s permeation across the membrane, a sweep stream on the permeate side could have been used so as to decrease hydrogen’s partial pressure, but the resulting hydrogen’s dilution would have been detrimental for the fuel cell’s performance, as shown by 17.

Finally, a most important parameter for the steam reforming process is the “steam-to-carbon” ratio, defined as the ratio between the molar flows of water vapor and methane into the reformer:

$$\sigma = \frac{\dot{n}_{\text{H}_2\text{O, in}}}{\dot{n}_{\text{CH}_4,\text{in}}}$$  \hspace{1cm} (15)$$

For a conventional steam reforming unit, increasing values of $\sigma$ yield higher hydrogen conversion factors [18], because both equilibrium reactions 10 and 11 are shifted to the right, at the cost of a larger thermal input required for producing the necessary amount of water vapor.

In a membrane reforming unit, instead, increasing the steam-to-carbon ratio has two opposed effects
Table 3: Stream data for relevant points of the cogeneration system of Fig. 3

<table>
<thead>
<tr>
<th>Point</th>
<th>$T$ [°C]</th>
<th>$p$ [bar]</th>
<th>$n^'$ [mol CH$_4$/mol CH$_4$]</th>
<th>CH$_4$</th>
<th>CO</th>
<th>CO$_2$</th>
<th>H$_2$</th>
<th>H$_2$O</th>
<th>O$_2$</th>
<th>N$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>600.0</td>
<td>8.91</td>
<td>5.10</td>
<td>11.7</td>
<td>1.4</td>
<td>6.4</td>
<td>30.0</td>
<td>50.4</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>600.0</td>
<td>8.64</td>
<td>3.35</td>
<td>5.2</td>
<td>2.9</td>
<td>21.7</td>
<td>18.0</td>
<td>52.2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>1326.9</td>
<td>1.20</td>
<td>8.00</td>
<td>0.0</td>
<td>0.0</td>
<td>12.5</td>
<td>0.0</td>
<td>33.8</td>
<td>4.4</td>
<td>49.4</td>
</tr>
<tr>
<td>6</td>
<td>687.7</td>
<td>1.16</td>
<td>8.00</td>
<td>0.0</td>
<td>0.0</td>
<td>12.5</td>
<td>0.0</td>
<td>33.8</td>
<td>4.4</td>
<td>49.4</td>
</tr>
<tr>
<td>7</td>
<td>180.6</td>
<td>1.14</td>
<td>8.00</td>
<td>0.0</td>
<td>0.0</td>
<td>12.5</td>
<td>0.0</td>
<td>33.8</td>
<td>4.4</td>
<td>49.4</td>
</tr>
<tr>
<td>8</td>
<td>70.0</td>
<td>1.12</td>
<td>8.00</td>
<td>0.0</td>
<td>0.0</td>
<td>12.5</td>
<td>0.0</td>
<td>33.8</td>
<td>4.4</td>
<td>49.4</td>
</tr>
<tr>
<td>9</td>
<td>600.0</td>
<td>1.22</td>
<td>2.60</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>70.0</td>
<td>1.20</td>
<td>2.60</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>18</td>
<td>370.0</td>
<td>9.00</td>
<td>3.30</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

on the membrane area required to achieve a given value of hydrogen recovery factor: on the one hand, higher values of $\sigma$ are beneficial for the same reason detailed above for conventional reforming units (both equilibrium reactions are shifted to the right); on the other hand, though, hydrogen’s partial pressure on the feed side $p_{H_2,f} = \dot{n}_{H_2,f}/\dot{n}_f$ decreases with $\sigma$, since both $\dot{n}_{H_2,f}$ and $\dot{n}_f$ increase with $\sigma$, but the first less rapidly than the second, so that, taking into account Richardson’s law, the permeation through the membrane decreases with $\sigma$. In this situation an optimum value of steam-to-carbon ratio may be found, and indeed this is what is shown in Fig. 4, which illustrates the influence of the steam-to-carbon ratio on total membrane area calculated with the model described above, with reference to a unit input flow of methane (operating conditions are summarized in Table 2): the minimum is found for $\sigma \approx 3.3$, which is thus taken as a further operating condition in the simulations concerning the whole data center energy scenario discussed in the following sections.

3.3. PEM fuel cell

In this work a PEM fuel cell is considered for its high power density, fast start-up capability and relatively low-cost materials [15].

Figure 5 shows typical cell voltage and efficiency values for a PEM fuel cell included in a small mobile system [19], which is here considered as a reasonable (and conservative) reference system for the stationary fuel cell required by the proposed CHP plant. The polarization curve (cell voltage vs current density) can be expressed in the following analytical form (empirical coefficients are listed in Table 4):

$$ V_{cell} = E^{rev} - \frac{RT}{n_e F} \log \frac{i}{i_0} - ri - m \exp(ni) $$ (16)

where $E^{rev}$ is the reversible cell potential:

$$ E^{rev} = E^0 + \frac{RT}{n_e F} \log \left( \frac{a_{H_2} a_{O_2}^{1/2}}{a_{H_2O}} \right) $$ (17)

The theoretical cell voltage at standard temperature and pressure $E^0$ is related to the change in molar Gibbs’ free energy of formation $\Delta_f g^0$:

$$ E^0 = \frac{-\Delta_f g^0}{n_e F} $$ (18)

For the reaction $H_2 + O_2 \rightarrow H_2O_2$, $\Delta_f g^0 = -228.6 \text{kJ mol}^{-1}$ so that $E^0 = 1.1848 \text{V}$; if air is used...
3.4. CHP plant data

The fuel cell must be sized so as to supply, at rated conditions, a net power output $P_{el,net} = 170$ kW; taking into account power losses related to DC/DC converters, fuel cell’s auxiliary units and natural gas and air compressors, calculated according to the data presented in Table 5, the necessary stack power output is $P_{el,stack} = 187.1$ kW. If a current density $i = 0.30$ A cm$^{-2}$ at rated operating conditions is chosen, rated cell voltage and efficiency are, respectively, $V_{cell} = 0.746$ V and $\eta_{FC} = 0.595$. With $N_e = 2$ stacks of $N_c = 1000$ cells connected in parallel (a reasonable value for this power size [20]) the overall stack voltage at rated power would therefore be $V = 746.0$ V, and consequently the total current would be $I = P_{el,stack}/V = 251.4$ A. The resulting cell area is thus $A_{cell} = I/(N_c i) = 419.0$ cm$^2$, a size that is acceptable for the stationary power plant here considered.

In order for the fuel cell to be able to supply the required power output, the hydrogen flow must be $\dot{n}_{H_2, p, out} = P_{el,stack}/(-\Delta h^0 \times \eta_{FC}) = 1.30$ mol s$^{-1}$; therefore, the steam reforming unit must be supplied with a methane input flow $\dot{n}_{CH_4, in} = \dot{n}_{H_2, p, out}/(4\gamma) = 0.50$ mol s$^{-1}$. The necessary membrane area thus results $A_m = 23.64$ m$^2$, while the overall plant net electric efficiency at rated conditions is:

$$\eta_{el,CHP} = \frac{P_{el,net}}{\dot{n}_{CH_4, in} \Delta h_{LHV,CH_4}} = 42.29\% \quad (20)$$

Thermal efficiency is shown to be particularly high thanks to the recovery of latent heat from both the exhaust streams (which is beneficial not only because it increases heat recovery but also because it makes the plant self-sufficient with respect to water supply, a most important issue both from an environmental and an economic point of view [21]). At rated operating conditions heat recovery amounts to $P_{th,CHP} = 252.0$ kW (low-temperature heat recovery particularly suitable for a heat distribution system using radiant panels), so the value of thermal efficiency is:

$$\eta_{th,CHP} = \frac{P_{th,CHP}}{\dot{n}_{CH_4, in} \Delta h_{LHV,CH_4}} = 62.68\% \quad (21)$$

As a concluding remark about the membrane reforming unit, the steam reforming efficiency obtained is 76.45% (based on the lower heating value), its definition being:

$$\eta_{SR} = \frac{\dot{n}_{H_2, p, out} \Delta h_{LHV,H_2}}{\dot{n}_{CH_4, in} \Delta h_{LHV,CH_4} + P_{aux,SR}} \quad (22)$$

Table 4: Empirical coefficients in the analytical expression of the polarization curve $^{16}$

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.3629</td>
</tr>
<tr>
<td>$i_0$</td>
<td>$6.257 \times 10^{-6}$ A cm$^{-2}$</td>
</tr>
<tr>
<td>$r$</td>
<td>0.1752 $\Omega$ cm$^2$</td>
</tr>
<tr>
<td>$m$</td>
<td>$1.879 \times 10^{-4}$ V</td>
</tr>
<tr>
<td>$n$</td>
<td>6.887 A$^{-1}$ cm$^2$</td>
</tr>
</tbody>
</table>

As oxidant ($x_{O_2} = 0.21$), the reversible cell potential is thus $E = 1.1733$ V at the fuel cell operating temperature of 70°C.

The cell efficiency is then evaluated with reference to the change in molar enthalpy of formation at standard temperature and pressure, which for the above mentioned reaction is $\Delta h^0 = -241.8$ kJ mol$^{-1}$ if hydrogen’s lower heating value is considered:

$$\eta_{FC} = \frac{n_e F V_{cell}}{-\Delta h^0} \quad (19)$$

The fuel cell in this plant layout can work in a dead-end configuration because of hydrogen’s high purity resulting from the membrane separation process, so that the fuel utilization factor can be considered equal to 1, leaving aside very small quantities of hydrogen leaked to the environment due the periodical purging of accumulated inerts $^{15}$.
In this scenario, a state-of-the-art vapor compression chiller with free-cooling capabilities is used to meet the cooling load. The chiller taken as reference is the HITEMA ECFS 150 model, with rated power output 150 kW. Annual energy consumption is thus evaluated on a monthly basis, taking into account average COP and free-cooling power output of the chiller as functions of the ambient temperature (calculated according to data available on the manufacturer’s web site):

$$E = \sum_{i=1}^{12} \frac{P_{el,base} + P^i_{el,chiller} P^i + \max\left(E_{th}^i - E_{th,rec}^i\right)}{\eta_{el,CHP}} \eta_{th,civ} \eta_{ch,CHP}$$

with

$$P^i_{el,chiller} = \frac{P_{fr} - P_{free-cooling} \text{ COP}}{P_{aux}}$$

being the chiller’s monthly electric power consumption, and

$$E_{th,rec}^i = \frac{P_{el,base} + P^i_{el,chiller}}{\eta_{el,CHP}}$$

being the thermal energy that can be recovered by the CHP plant. In the above equations, $h^i$ is the total number of hours for each month, while $P_{aux}$ is the electric power required by chiller auxiliaries (pump, fans). The cooling and electric loads ($P_{fr}$ and $P_{el,base}$) have been estimated as 117 kW in section 3.1. Net electric efficiency $\eta_{el,CHP}$ may vary due to variations in the overall electric load, which in this analysis may take place only with reference to the chiller’s performance (in terms of COP and free-cooling power output), whereas the base IT electric load is assumed constant throughout the year.

Finally, annual operating costs and CO₂ emissions can be calculated as follows:

$$C = c_{NG} \frac{E}{\Delta h_{LHV,CH₄}}$$

$$m_{CO₂} = c_{CO₂,NG} \frac{E}{\Delta h_{LHV,CH₄}}$$

**4. Results and discussion**

The results of the calculations described in the previous section are reported in Fig. 6 for a data center located in Rome, in terms of primary energy, operating costs and CO₂ emission savings that could be obtained with the proposed CHP plant with reference to the conventional data center energy scenario described in section 2. Table 6 shows the same results in absolute values.

In particular, Fig. 6 shows the contribution of the four energy-saving methods discussed in this paper, i.e., from bottom to top: the conversion of the data center to a direct current architecture (labeled AC→DC); the adoption of a high-performance chiller, with particular reference to its free-cooling capabilities (free-cool.); the adoption of an efficient power plant instead of the grid to supply the required electrical power (CHPₚₜ); finally, supplying the required thermal energy (section 2.2.) by means of heat recovered from the CHP plant (CHPₚₜ). The results clearly point out that significant energy, economic and environmental benefits can arise from the efficient energy management of a data center.

The direct current architecture and the adoption of free-cooling both contribute to reduce data center’s electric power requirement, so that their weight on the overall savings is the same for energy, costs and CO₂ emissions.

Furthermore, the particularly high electric efficiency, which can be achieved by the CHP plant thanks to the membrane reformer unit, makes possible to attain remarkable savings by substituting the electric grid with the CHP plant as the data center’s power source, particularly in the case of operating costs, because of the substantial difference between electric energy and natural gas costs, at least in Italy (on an energy basis, the former costs approximately 4.44 c€/MJ, while the latter costs 1.30 c€/MJ).

Finally, the availability of heat recovered from the CHP plant makes for another energy and cost saving opportunity, if an office or residential building is located close to data center’s premises (in this case, under the particular assumptions made about the thermal load, and specifically about the office building volume, heat recovery from the CHP plant...
Table 6: Annual results for the reference data center located in Rome

<table>
<thead>
<tr>
<th></th>
<th>Conventional DC</th>
<th>CHP DC</th>
<th>CHP savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary energy consumption / GWh</td>
<td>4.196</td>
<td>3.109</td>
<td>1.087</td>
</tr>
<tr>
<td>Operating costs / k€</td>
<td>252.4</td>
<td>143.9</td>
<td>108.5</td>
</tr>
<tr>
<td>CO₂ emissions / t</td>
<td>799.1</td>
<td>613.9</td>
<td>185.2</td>
</tr>
</tbody>
</table>

Figure 7: Influence of electric energy to natural gas cost ratio on operating cost savings

Figure 6: Primary energy, operating costs and CO₂ emission savings for the reference data center located in Rome

is always sufficient to meet the required thermal load.

The influence of the electrical energy to natural gas cost ratio is described in Fig. 7. With current cost values, the ratio is approximately 3.46 on an energy basis. The data reported in Fig. 7 have been obtained holding the electrical energy cost constant for different natural gas costs. Obviously, the higher the cost ratio, the larger the cost savings in the CHP scenario; anyway, it must be observed that these savings are substantial for a wide range of cost ratios, and that it is generally possible to assume that electric energy and natural gas cost variations will be more or less interrelated.

The influence of data center geographical localization is finally described in Fig. 8, which reports the results obtained for the reference data center located in Milan (MI), Rome (RM) and Palermo (PA). It can be seen that the colder the place, the better the performance of the CHP plant. Indeed, lower average temperatures produce more free-cooling output and higher thermal loads (besides higher chiller efficiencies). Fuel cell performance, on the contrary, is not significantly affected by ambient temperature.

5. Conclusions

This paper discussed and analyzed annual energy consumption, operating costs and CO₂ emissions related to the operation of a data center with an IT equipment electric power consumption of 100 kW located in Italy, taking first into account current typical energy efficiency values for this particular type of building, then an advanced data center energy management system based on a direct current architecture, with cooling provided by a state-of-the-art vapor compression chiller equipped with a free-cooling unit, and with the main power supply provided by a CHP plant based on a membrane reformer unit and a PEM fuel cell. The CHP unit also supplies thermal energy to an office building located close to the data center facility.

The simulations have demonstrated that the adoption of advanced energy management technologies can bring about remarkable energy, cost and emission savings in the operation of a data center: in particular, annual energy costs can be cut by more than 100 k€, (representing a 43.0% cost reduction) when the thermal energy from the CHP system can be usefully recovered. Such remarkable savings must obviously be weighted against investment costs and durability performance for the membrane reformer.
and the PEM fuel cell that are currently not yet fully satisfactory. It must be noted, however, that great effort is being put on both these research topics, due to the promising results achievable. For example, a demonstration membrane reformer unit has been recently set up and tested \[\text{[22]}\], obtaining encouraging results in terms of system efficiency, footprint, hydrogen purity and production rate (up to \(40 \text{m}^3/\text{h}\)).

The innovative data center energy management system can also offer substantial savings from an environmental point of view, even if less remarkable than cost savings due to the electricity to natural gas cost ratio in Italy. The electric to natural gas cost ratio is obviously an important factor in determining the economic results achievable by the CHP system; anyway, even though cost savings decrease with increasing natural gas costs, good results can still be obtained for a wide range of electric to natural gas cost ratios. Therefore, since electricity and natural gas cost fluctuations are obviously not independent on each other, the economic results of a CHP system are not going to be significantly altered by possible future price oscillations.

Finally, due to the influence of ambient temperature on thermal load and on free-cooling power output, the localization of the data center is a significant factor for the CHP plant’s performance, with considerably higher energy and cost savings obtained in colder climates.

**Nomenclature**

- \(a\) activity
- \(A\) area, \(\text{m}^2\)
- \(e\) specific emissions, \(\text{kg/kWh or kg/m}_n^3\)
- \(E\) energy, \(\text{J or Wh, or cell potential, V}\)
- \(F\) Faraday’s constant, \(96,480 \text{C mol}^{-1}\)
- \(g\) molar Gibbs’ free energy, \(\text{J mol}^{-1}\)
- \(h\) molar enthalpy, \(\text{J mol}^{-1}\)
- \(k\) membrane permeability, \(\text{mol s}^{-1} \text{m}^{-1} \text{Pa}^{-0.5}\)
- \(i\) current density, \(\text{A cm}^{-2}\)
- \(I\) current, \(\text{A}\)
- \(m\) mass, kg, or coefficient in \(16, \text{V}\)
- \(n\) coefficient in \(16, \text{A}^{-1} \text{cm}^2\)
- \(\dot{n}\) molar flow rate, \(\text{mol s}^{-1}\)
- \(p\) pressure, bar
- \(P\) power, kW
- \(r\) fuel cell’s area-specific resistance, \(\Omega \text{cm}^2\)
- \(R\) universal gas constant, \(8.3145 \text{J mol}^{-1} \text{K}^{-1}\)
- \(t\) membrane thickness, \(\text{m}\)
- \(T\) temperature, \(\text{K}\)
- \(V\) voltage, \(\text{V, or volume, m}^3\)
- \(\dot{V}\) volumetric flow, \(\text{m}^3 \text{s}^{-1}\)

**Greek Letters**

- \(\alpha\) coefficient in \(16\)
- \(\gamma\) hydrogen recovery factor
- \(\delta\) heating degree day, \(\text{K}\)
- \(\varepsilon\) specific heat load, \(\text{Wh m}^{-3} (\text{K}^{-1})\)
- \(\eta\) efficiency
- \(\sigma\) steam-to-carbon ratio

**Subscripts and superscripts**

- \(a\) activation
- \(\text{cell}\) related to a single FC cell
- \(cv\) control volumes
- \(e\) electrons
- \(el\) electric
- \(f\) feed, formation
- \(m\) membrane
p permeate
rev reversible
SR steam reforming unit
th thermal

Acronyms
AC Alternating Current
CHP Combined Heat and Power
COP Coefficient Of Performance
DC Data Center, Direct Current
DCiE Data Center infrastructure Efficiency
FC Fuel Cell
HVAC Heating, Ventilation and Air Conditioning
IT Information Technology
LHV Lower Heating Value
PDU Power Distribution Unit
PSU Power Supply Unit
UPS Uninterruptible Power Supply
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Analysis and optimization of fuel cell cogeneration systems for application in single-family houses

F. Cardona¹, A. Piacentino¹, V. Alterio
¹ DREAM, Department of Energetic and Environmental Researches, University of Palermo, Viale delle Scienze, 90128, Palermo

Abstract: The world’s demand of energy is projected to double by 2050 in accordance with population growth and with the industrialization of developing countries. The supply of fossil fuel could be limited and even worse is concentrated in a few regions of world, while demand is growing everywhere. One promising alternative to fossil fuel is hydrogen which is abundant and generously distributed through the world without regard for national boundaries. The aim of this paper is to explore this early market opportunity for fuel cell cogeneration systems in buildings and to determine the conditions under which they might compete with the alternative of purchased power. It is suitable to identify and to provide solutions for problems encountered in adapting these systems to buildings through a process which involve three steps:

- Determination of buildings energy annual demand compiled by a data acquisition system or logged daily by operators
- Characterization of a specific fuel cell in terms of amount of heat flow available and its temperature level, based on the power output of the system
- Calculation of annual energy costs (natural gas fuel and possibly purchased electrical energy) for providing power, heat and air conditioning and comparison with operating costs of existing buildings.

The energy cost savings provided by the various cogeneration systems were used to provide estimates of what capital costs for each of these systems might be economically justified.

A numerical model is developed to perform a fuel cell cogeneration system, coupled with a Thermal Energy Storage (TES), in accordance with energy requirements of a single-family residence. The objective of the mathematical model is to calculate the energy allocation for each system component and to determine fuel use of the system on hour basis. The operation of the cogeneration system is dependent on the temperature of TES (T_TES) which varies during the hours. If the tank is hot enough (T_TES ≥ T_max, temperature limit for electric domestic water heating) it can supply the entire domestic water load, otherwise if the tank is too hot (T_TES ≥ T_ex, temperature limit for external heat rejection from the fuel cell) the heat transfer from the fuel cell will be limited.

Two conventional systems connected to public grid are investigated as alternatives to the cogeneration ones.

Keywords: Fuel cell, Cogeneration system, Building application.

1. Introduction

Cogeneration System systems based on renewable energy sources, such as geothermal, wind, and solar energy and systems based on fossil fuels, such as diesel generators and fuel cells are only a few of the possibilities for small scale residential applications. A fuel cell based Cogeneration System represents a particularly promising system for a residence due to its high efficiency, excellent part load performance, small-scale applicability, and quiet operation. A fuel cell system generates approximately the same amount of thermal energy as electrical energy. The available thermal energy can be used in different ways, such as space heating, space cooling and water heating. The design (Fig. 1) studied consists of a fuel cell system (FCS) and a vapour compression Heat Pump (HP).

Fig. 1. Fuel cell system and heat pump, with heat recovery for water and space heating
The thermal energy from the FCS is used for water and space heating. The heat pump provides space cooling electrically. The heat pump also satisfies the portion of the heating requirement that exceeds the thermal energy available from the FCS.

The FCS provides electricity for lights, appliances, and the heat pump. For better use of the available thermal energy, a thermal storage tank [1] is added to the system. (Fig. 2)

![Cogeneration System with fuel cell, heat Pump, and thermal storage](image)

Fig. 2. Cogeneration system with fuel cell, heat Pump, and thermal storage

In this scheme thermal energy from the fuel cell system is transferred to the thermal storage tank. The stored energy can supply domestic water and space heating demands, otherwise they must be supplied electrically.

2. Problem description

The objectives of this research are:

- establishing the energy requirements for a single-family residence;
- modelling the performance of a fuel cell based Cogeneration System, in accordance with energy requirements [2], [3];
- evaluating system energy use characteristics for various climatic conditions.

The residence discussed throughout the research is a detached, single-family residential building selected as a “typical” residence.

The size and characteristics of the house are based on the data available from previously studied residential energy load characteristics from literature [4]. The average lights, appliance load, and domestic hot water use profiles are obtained from the available literature for a 200 m² residence occupied by 4 people.

The design characteristics of the residence are based on current residential building codes and the space heating and cooling loads are obtained from available literature (by applying the building energy simulation program).

2.1 Analysis

In order to analyze the proposed residential cogeneration system, the energy requirements for a representative residential building are established and a mathematical model is developed to relate the response of the fuel cell to the building thermal and electrical loads. Finally, the model is applied to investigate the performance of the cogeneration system in different climatic conditions and to evaluate the significance of key design decisions.

Energy is used in a residence for domestic water heating, space heating and cooling, lights and appliances.

In accordance with the cogeneration system considered in this research, thermal energy can be used for domestic water heating and space heating. However, thermal energy from the fuel cell system may not be sufficient at all times.

An electric resistance heater supplies the domestic water heating, while an electric vapour-compression heat pump supplies the space heating. During the cooling season, electricity is used to operate the heat pump in air conditioning (AC) mode. The lights and appliances must be powered by electricity at all times.

2.2. Domestic hot water energy use

The main factors in determining the energy use for water heating are:

- the consumption profile,
- the heater efficiency,
- the design hot water temperature,
- the incoming city water temperature.

In order to calculate the theoretical energy required for the hot water load, the heating equipment efficiency will not be included in this section. The equipment efficiency will later be included in the cogeneration system model as a design parameter (\(K_{DWH}\)) and the design hot water temperature is assumed to be 60°C.

City water temperature (\(T_{CW}\)), which depends on air, water reservoirs and ground temperature, shows geographic and seasonal variations. For sufficiently long water pipes, city water temperature would be the same as the ground temperature at the depth of the pipes.

2.3. Electric load for lights and appliances

Data for electricity use by lights and appliances (excluding water heating) has been determined by
to start the heat pump, the cogeneration system should be sized to deliver high peak electrical power for a couple of seconds [7]. As result, the battery pack must have sufficient power output to supply these peak power demands. In addition, the battery pack must have sufficient storage capacity to meet low electrical power requirements over consecutive hours in a residence.

By analysing the electric load characteristics (Fig.3), it shows that in the absence of space heating and cooling loads the electric demand is lower than 0.3 kW for 7 consecutive hours during the night. Therefore, meeting this low power load with the fuel cell will probably not be feasible.

### Fig. 5. Operation of battery pack for covering average electric of loads for lights and appliances on hour basis

The battery pack should have a minimum capacity to supply low electric loads until a significantly higher electric power is demanded for consecutive hours. Usually this value, for typical fuel cell such as PEM, included between 0.5 kW and 3 kWh, hence a battery pack with 3kWh capacity is suggested.

#### 2.4. Energy requirements for space heating and cooling

The energy requirements for space heating and cooling are determined by heating and cooling loads and they depend on the building properties:

- Geographical location (and corresponding weather conditions)
- Infiltration
- Internal factors such as the operation of lights and appliances, occupancy, and internal mass.

The building properties used in the model are typical for new energy efficient construction.

Infiltration refers to the unintentional introduction of outside air into the conditioned space. Air leaks into all buildings. The air inflow rate is typically
sufficient to completely replace the air in the building 0.3 to 1.6 times per hour. Infiltration values, corresponding to buildings with medium air-tight construction, are selected for the residence. During cooling season lights and appliances present an additional load for cooling, since electricity supplied to these devices is ultimately dissipated in terms of thermal energy. During heating season, the demand is reduced due to lights and appliances. The lights and appliances load is assumed to follow the profile described in section 2.3

For the purpose of this research, it has been assumed that 4 people occupy the house during the evenings and nights and 2 people remain in the house during the day.

The internal mass of the building represents inertia against sudden changes in the temperature of the building. Considering the weight of the floor, appliances, and the furniture, the internal mass for this residential building has been estimated as 78 kg/m².

2.4.1. Energy use by heating and cooling equipment

The space heating and cooling system is based on vapour compression heat pump [8].

During heating hours, the indoor coil operates as a condenser and the outside coil as an evaporator, and vice versa during cooling hours.

During the heating cycle, five components of the heat pump system use electricity and the compressor is the major user of electricity.

Supplemental electric resistance coils located next to the indoor coil use electricity to satisfy the space heating demand that cannot be supplied by the heat pump cycle. Electricity is used for the outdoor coil fan and the supply fan.

The factors that affect the coefficient of performance (COP) and the operation of the heating system are the outdoor dry-bulb temperature and the part load ratio.

A typical heating COP for a heat pump is 3.10 at 8.3 °C for a medium priced heat pump.

Both the heating COP and the heating capacity for the heat pump can be modelled as quadratic functions of the outdoor dry bulb temperature.

For the cooling cycle heat pump also provides space cooling. The operating conditions that affect the efficiency and the capacity of the cooling cycle are the outdoor dry-bulb temperature, indoor dry- and wet-bulb temperatures, and the sensible and total cooling part load ratios. Since both heating and cooling performance depend on part load ratio, the size of the equipment must be known before the performance at any load condition can be evaluated. For warmer climates, the heat pump is sized to meet the maximum space-cooling load.

Once the building properties, internal factors, and the HVAC system characteristics are fixed, the model can be run for the selected geographic locations and the appropriate weather data.

2.5. Energy requirements except for heating and cooling space

The following section presents the load requirements at peak heating and cooling days.

The peak-heating day graphs (Fig. 6) include:

- the hourly average space heating requirement,
- the hourly domestic water heating requirement,
- the hourly the lights/appliances/supply fan electric loads.

The peak-cooling day graphs (Fig. 7) show:

- the hourly average electric loads for space cooling,
- the hourly domestic water heating requirement,
- the hourly lights/appliance/supply fan electric loads, and
- the hourly total electric loads.

The total electric load presents the sum of the loads for air conditioning, lights, appliances, and supply fan.
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*Fig. 6. Demand on hour basis during peak heating day*
3. System description

A fuel cell based cogeneration system supplies both the electric and thermal demands of the residence. A scheme of the cogeneration system is shown in Fig. 9.

Fig. 9. Scheme of cogeneration system

The system can be divided into the following sub-systems:

- Fuel cell sub-system
- Thermal storage tank sub-system
- Domestic water heating sub-system
- Thermal space heating sub-system
- Heat pump sub-system.

The cogeneration system PEMFC is designed to be an electric load following system, therefore a Control Feedback System is introduced and performance comparison is described.

4. Operating regimes

The mathematical model developed for the cogeneration system calculates the energy use during each hour of the year.

The input data for the model are the following ones:

- the hour numbers (from 1 to 8760)
- the outdoor dry-bulb temperature for every hour of the year
- the space heating demand for the residence for every hour of the year
- the electric load due to the lights and appliances for every hour of the year
- the electric load due to the space cooling for every hour of the year
• the electric load due to the supply fan for every hour of the year
• the incoming domestic water temperature for every hour of the year
• the amount of domestic water used for every hour of the year.

For the selected geographical locations and for every hour of the year these data are available from load calculations. The objective of the mathematical model is to calculate the energy distribution for each system component and to determine fuel consumption of the system for every hour.

The desired results for every hour are as follows:
• The thermal space heating supplied from thermal storage (TS) expressed in kW
• The thermal domestic water heating supplied from the TS (kW)
• The heat loss term from the TS (kW)
• The thermal energy supplied by the fuel cell sub-system to the TS (kW).

At the end secondary results for every hour will also be known:
• The heat which cannot be stored and has to be rejected from the fuel cell coolant line to the outdoors for proper operation of the FC sub-system (kW)
• The electricity used for the heat pump sub-system during heating hours (kWh)
• The electricity required for domestic water heating (kWh)
• Electricity produced by the fuel cell sub-system (kWh)
• The thermal output of the fuel cell sub-system (kW)
• The fuel use of the fuel cell sub-system (kW).

The operation of the cogeneration system is dependent on the temperature of the thermal storage tank (TS3), which varies during the hour. If the tank is hot enough (TS ≥ T_hwx), it can supply the entire domestic water load. If the tank is too hot (TS ≥ T_fix) the heat transfer from the fuel cell will be limited. Finally, preference is given to use thermal energy to heat domestic water because a heat pump can supply space heating while supplemental water heating is obtained using electric resistance heat.

Thus, if the temperature drops below a set point (T_TS < T_TSL) then thermal energy will not be applied to space heating but rather stored for domestic water heating. Values for the temperature set points T_hwx, T_fix and T_TSL are determined in the following paragraphs based on heat exchanger calculations for the domestic water and fuel cell coolant and on an energy balance on the hot water storage tank. A system diagram for the hot water storage tank is illustrated in Fig. 10

**Fig. 10 Diagram for the Thermal Energy Storage tank**

### 4.1 Limiting Variable T_hwx

The temperature T_hwx is the minimum thermal storage tank temperature (T_TS) required to heat the domestic hot water flow rate (m_hw) up to the design hot water temperature (T_hw about 60°C).

For T_TS values lower than this calculated target, additional electric heating of the domestic water will be required. The efficiency of the domestic water heat exchanger is given by:

\[
\epsilon = \frac{T_{hwx} - T_{cw}}{T_{hwx} - T_{cw}}
\]  

(1)

Finally, if we have a single-stream exchanger (where only one fluid changes temperature), it results:

\[
\epsilon = 1 - \exp \left[ -\frac{UA}{m_{hwx} \cdot C_p} \right]
\]  

(2)

Combining (1) and (2), it results:

\[
\epsilon = \frac{T_{hwx} - T_{cw}}{T_{hwx} - T_{cw}} = 1 - \exp \left[ -\frac{UA}{m_{hwx} \cdot C_p} \right]
\]  

(3)

which can be solved for the temperature T_hwx.
\[ T_{\text{sv}} = T_{\text{cs}} + \frac{T_{\text{sw}} - T_{\text{cs}}}{1 - \exp\left(\frac{-\frac{UA}{m_{\text{sw}} \cdot C_p}}\right)} \]  

(4)

The UA value for the heat exchanger is determined by geometrical shape, \( T_{\text{IH}} \) and \( T_{\text{CW}} \) at the maximum water flow rate. This maximum flow rate, which is used for system sizing, exceeds the average hourly flow rate, which is used for estimating energy use.

4.2 Limiting Variable \( T_{\text{FCX}} \)

The temperature \( T_{\text{FCX}} \) indicates the maximum \( T_{\text{TS}} \) at which the specified thermal output of the fuel cell sub-system \( Q_{\text{FC}} \) can be completely transferred into the thermal storage tank ( \( Q_{\text{FC}} = \dot{Q}_{\text{S}} \)).

The rate of energy transfer to the thermal storage tank, \( \dot{Q}_{\text{S}} \), results by applying the First Law of Thermodynamics

\[ \dot{Q}_{\text{S}} = \dot{m}_{\text{S}} \cdot C_p (T_{\text{Si}} - T_{\text{TS}}) \]  

(5)

The mass flow rate can be increased to accommodate higher heat output from the fuel cell subsystem or to balance higher tank temperature. However, since the fuel cell output temperature, \( T_{\text{Si}} \), is assumed to be constant, once the maximum mass flow rate ( \( \dot{m}_{\text{S, max}} \) ) is reached, further the tank temperature increasing causes \( \dot{Q}_{\text{S}} \) to decrease linearly with \( T_{\text{TS}} \) - \( T_{\text{FCX}} \) is the tank temperature above, which \( \dot{Q}_{\text{S}} \) drops linearly and can be found from:

\[ T_{\text{FCX}} = T_{\text{Si}} - \frac{\dot{Q}_{\text{FC}, i}}{m_{\text{S, max}} \cdot C_p} \]  

(6)

where \( \dot{Q}_{\text{FC}, i} \) is the maximum heat available from the fuel cell for a particular hour.

The denominator can be found from the maximum design conditions for the heat transfer loop:

\[ \dot{Q}_{\text{S, max}} = \dot{m}_{\text{S, max}} \cdot C_p (T_{\text{Si}} - T_{\text{TS, dsn}}) \]  

(7)

Where \( T_{\text{TS, dsn}} \) is the design \( T_{\text{TS}} \) at which the maximum fuel cell heat can be transferred to the tank and \( \dot{Q}_{\text{S, max}} \) is the maximum heat transfer that can be provided by the fuel cell ( \( \dot{Q}_{\text{S, max}} = \dot{Q}_{\text{FC, max}} \)).

Combining (6) and (7) results:

\[ T_{\text{FCX}} = T_{\text{Si}} - \frac{\dot{Q}_{\text{FC}, i}}{\dot{Q}_{\text{S, max}} (T_{\text{TS}} - T_{\text{TS, dsn}})} \]  

(8)

which must be evaluated for each hour since \( \dot{Q}_{\text{FC}, i} \) varies with each hour.

4.3 Limiting Variable \( T_{\text{TSL}} \)

\( T_{\text{TSL}} \) is the minimum value of \( T_{\text{TS}} \) under which space heating from the storage tank is not allowed.

This temperature is set in order to (in absence of space heating), the thermal storage tank can supply the maximum domestic water load for an hour without heat addition from the fuel cell subsystem.

An energy balance on the thermal storage tank (in the absence of space heating and heat addition from the fuel cell) determines:

\[ -\dot{Q}_{\text{HW}} - U_A A_L (T_{\text{TS}} - T_{\text{zone}}) = m_{\text{TS}} \cdot C_p \frac{dT_{\text{TS}}}{dt} \]  

(9)

Equation 9 indicates that \( T_{\text{TSL}} \) increases with decreasing thermal storage tank size. Since the heat loss term is very small compared to the domestic water load, it is adopted as constant and (9) can be expressed as a linear equation.

The temperature drop for the tank over an hour is specified as the temperature difference between \( T_{\text{TSL}} \) and the maximum \( T_{\text{HW, max}} \)

\[ \frac{dT_{\text{TS}}}{dt} = \frac{T_{\text{TSL}} - T_{\text{HW, max}}}{1 \text{ hr}} \quad \text{and} \quad T_{\text{TS}} = T_{\text{HW, max}} \]

This relationship determines the following equation for energy balance

\[ m_{\text{TS}} \cdot C_p \frac{T_{\text{TSL}} - T_{\text{HW, max}}}{1 \text{ hr}} = \dot{Q}_{\text{HW, max}} + U_A A_L (T_{\text{TS}} - T_{\text{zone}}) \]  

(10)

and the following expression for \( T_{\text{TSL}} \):

\[ T_{\text{TSL}} = T_{\text{HW, max}} + \frac{(\dot{Q}_{\text{HW, max}} + U_A A_L (T_{\text{TS, dsn}} - T_{\text{zone}}))}{m_{\text{TS}} \cdot C_p} \]  

(11)

In order to eliminate mathematical problems in the model, \( T_{\text{TSL}} \) is limited to be less than 72°C.

This approach guarantees that \( T_{\text{TSL}} \) will be always higher than \( T_{\text{HW, max}} \) and minor than \( T_{\text{FCX}} \) calculations.
4.4. Variable $T_{TS}$ versus 3 limiting variables ($T_{TMAX}, T_{TEX}, T_{TSL}$)

The relation of the tank temperature ($T_{TS}$) to the 3 limiting variables ($T_{TMAX}, T_{TEX}, T_{TSL}$) in accordance with season (heating or cooling) determines the operating regime of the thermal management (Table 1)

Table 1 Operating Regimes for the Cogeneration System

<table>
<thead>
<tr>
<th>Routine</th>
<th>Season</th>
<th>$T_{TS}$ Temperature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cool</td>
<td>$T_{TMax} &lt; T_{TS}$</td>
<td>1. Electric space heating, 2. Pull heat transfer from the fluid outlet system</td>
</tr>
<tr>
<td>2</td>
<td>Cool</td>
<td>$T_{TMax} &gt; T_{TS}$</td>
<td>3. Electric space heating, 4. Pull heat transfer from the fluid outlet system</td>
</tr>
<tr>
<td>3</td>
<td>Heat</td>
<td>$T_{TS} &gt; T_{TMax}$</td>
<td>1. Electric space heating, 2. Pull heat transfer from the fluid outlet system, 3. Electric space heating only</td>
</tr>
<tr>
<td>4</td>
<td>Heat</td>
<td>$T_{TMax} &gt; T_{TS}$</td>
<td>1. Electric space heating, 2. Pull heat transfer from the fluid outlet system, 3. Electric space heating only</td>
</tr>
<tr>
<td>5</td>
<td>Heat</td>
<td>$T_{TMax} &lt; T_{TMax}$</td>
<td>1. Electric space heating, 2. Pull heat transfer from the fluid outlet system, 3. Electric space heating only</td>
</tr>
<tr>
<td>6</td>
<td>Heat</td>
<td>$T_{TMax} = T_{TS}$</td>
<td>1. Electric space heating, 2. Pull heat transfer from the fluid outlet system, 3. Electric space heating only</td>
</tr>
<tr>
<td>7</td>
<td>Heat</td>
<td>$T_{TMax} &lt; T_{TS}$</td>
<td>1. Electric space heating, 2. Pull heat transfer from the fluid outlet system, 3. Electric space heating only</td>
</tr>
</tbody>
</table>

5. Analysis of Operating Regimes

The calculations in each regime focus the energy balances on the components of the cogeneration system presented before. The specific equations used in each subroutine of the MATLAB code will be showed in detail in another paper. In this one is showed only routine 2 with relative equations. The calculation procedure for the complete cogeneration system model is illustrated in Fig 11 and 12. Model outputs are calculated for all hours during a typical year, starting with January 1st, as hour 1 ($i = 1$) since to December 31st, hour 24 ($i = 8760$). For every hour, the space-heating requirement is evaluated. However, an Additional Control System (if active) limits $E_{FC}$ in case $Q_{req}$ exceed 10% of $Q_{C}$ and electricity will be supplied by $E_{net}$ (Energy supplier)

5.1. Routine 2: calculations

This regime is used for the cooling season when thermal storage tank temperatures are higher than $T_{TMax}$ but less than $T_{TEX}$. The domestic water is completely heated with thermal energy from the tank. In absence of thermal space heating, an energy balance on the storage tank gives

$$\dot{Q}_{S} - \dot{Q}_{DW} - \dot{Q}_{L} = m_{W} \cdot C_{P} \cdot \frac{dT_{TS}}{dt} \quad (12)$$

Since electricity is not used for water heating or space heating, the fuel cell power is given by:

$$\dot{Q}_{FC} = r_{TE} \cdot \dot{E}_{FC}$$

$$\dot{Q}_{S} = \dot{Q}_{FC} = r_{TE} \left( \dot{E}_{LA} + \dot{E}_{AC} + \dot{E}_{F} + \dot{E}_{net} \right) \quad (13)$$

where the terms on the right side are known.
The heat available from the fuel cell sub-system is given by:

$$Q_{DW} = \dot{m}_{hw} \cdot C_p (T_{DW} - T_{CW})$$  \hspace{1cm} (14)$$

The heat loss from the thermal storage tank is given by:

$$\dot{Q}_L = U_L A_t (T_{TS} - T_{ZONE})$$  \hspace{1cm} (15)$$

Combining equations (12) – (15) it results the following energy balance,

$$C_p (T_{HW} - T_{CW}) - U_L A_t (T_{TS} - T_{ZONE}) = m_{in} \cdot C_p \frac{dT_{TS}}{dt}$$  \hspace{1cm} (16)$$

Equation 12 can be put in the form

$$\alpha \cdot \beta T_{TS} = m_{TS} \cdot C_p \frac{dT_{TS}}{dt}$$  \hspace{1cm} (17)$$

where:

$$\alpha = r_{TE} \cdot \dot{E}_{FC} - \dot{m}_{hw} \cdot C_p (T_{HW} - T_{CW}) - U_L A_t T_{ZONE}$$  \hspace{1cm} (18)$$

$$\beta = U_L A_t$$  \hspace{1cm} (19)$$

Solving this differential equation it results the tank temperature as a function of time $t_1 < t < t_2$ [0 < t < 1hr]

$$T_{TS,t_2} = \alpha + \left( T_{TS,t_1} - \frac{\alpha}{\beta} \right) \exp \left[ -\frac{3600 \beta}{m_{TS} C_p} (t_2 - t_1) \right]$$  \hspace{1cm} (20)$$

Equation 20 can be modified in order to obtain the time required to reach a particular tank temperature, $T_{TS,t_2}$;

$$t_2 = t_1 + \frac{T_{TS,t_1} - \alpha}{3600 \beta} \ln \left( \frac{T_{TS,t_1} - \alpha}{\beta} \right)$$  \hspace{1cm} (21)$$

System operation is modelled by calculating the temperature at the end of the hour from Eq. (16) and comparing it to the limits of Routine 2 ($T_{low}$ and $T_{high}$). If the calculated $T_{TS}$ is within the limits, it is kept and $t_2 = 1$, to indicate the end of the hour. However, if $T_{TS}$ exceeds the upper limit or is less than the lower limit, then the time, $t_2$, is determined using Eq. (21) for $T_{TS} = T_{high}$ or $T_{TS} = T_{low}$, respectively. In all cases, the equations of Routine 2 (derived below) are used to calculate the outputs from its activation, $t_1$, to its termination, $t_2$.

The program passes to the appropriate routine through the Partitioner code using the last calculated tank temperature and $t_2$ as the initial values for the next subroutine.

The individual outputs calculated in this Routine 2 are:

- The thermal energy for domestic water heating (QDW)
- Electricity output of the fuel cell sub-system (EFC)
- Fuel use (FFC)
- The thermal energy output of the fuel cell sub-system (QFC).

The heat transfer from the thermal storage tank to the domestic water is calculated with the following expression:

$$Q_{DW} = Q_{TDW} = \dot{m}_{hw} \cdot C_p (T_{HW} - T_{CW})(t_2 - t_1)$$  \hspace{1cm} (22)$$

The required fuel cell sub-system net electric output, thermal output, and fuel use can be calculated as follows:

$$E_{FC} = (\dot{E}_{LA} + \dot{E}_{AC} + \dot{E}_f + \dot{E}_f) (t_2 - t_1)$$  \hspace{1cm} (23)$$

$$\dot{Q}_{FC} = r_{TE} \cdot \dot{E}_{FC}$$  \hspace{1cm} (24)$$

$$F_{FC} = \frac{E_{FC}}{\eta}$$  \hspace{1cm} (25)$$

5.2. Conventional Energy System Regimes

The energy uses for conventional residential energy systems are calculated by addition of two special subroutines. These subroutines use some of the functionality of the cogeneration system routines. However, the thermal to electric ratio, $r_{TE}$, is set to zero, to indicate the unavailability of thermal energy to the system and the energy available from the thermal storage tank is set to zero. The conventional system are the following:

- Conventional System – all-electric
- Conventional System – electric cooling / gas heating

In the first one the regime is used to simulate a conventional system using only electricity as an
energy source (electric vapour compression heat pump and electric water heater), while in the second one the regime is used for the calculations of the conventional system with natural gas heating (a natural gas furnace for space heating, a natural gas water heater and an electric air conditioning unit for space cooling).

6. Results

6.1. Cogeneration System

The following sections discuss the design considerations and energy use characteristics of the cogeneration system. The effects of the heat pump and fuel cell sub-system performances on the cogeneration system are also presented. Therefore the energy savings relative to conventional systems are presented.

6.2 Cogeneration Control Strategy

The residential fuel cell cogeneration system is installed in place of the conventional hot water supply heater. The electricity generated is used to supply appliances, with the added benefit of the heat given off during power generation being used to heat water for baths and showers. Therefore, three control strategies are presented to identify the most efficient way to use a cogeneration system (FC based) for a single family house:

1. Operation adjustment for every hour power demand, Minimum \( F_{FC} \) (Fuel), (Electrical Demand Management ED-M)

2. Operation adjustment for every hour power demand, Minimum \( F_{FC} \) (Fuel) while \( T_{TS} = 60 \) °C always (if \( T_{TS} \geq 60 \) °C then \( Q_{DW} > 0 \))

3. Operation adjustment for every hour power demand, Minimum \( F_{FC} \) (Fuel) and Minimum \( Q_{TWD} \) (Limited Electrical Demand with Limited Thermal Waste Management LED-LTW-M).

In the following paragraphs are illustrated the EDM and LED-LTW-M management and the comparison with conventional systems.

6.3 Electrical Demand Management (EDM)

The net electric power, provided from the fuel cell sub-system (FCS), must be sufficient to meet the maximum hourly averaged demand, as predicted by the system model (Fig. 13). Short duration loads, such as motor starts, are supplied from batteries, which are part of the power conditioning system.

```
Fig. 13. Energy demand supplied from FCS in EDM mode
```

The electricity generated (Minimum \( F_{FC} \)) is used to supply the total electric demand (curve with box in Fig. 13). The maximum yearly electric and thermal output from FCS are presented in Table 2.

**Table 2 Energy consumption of FCS**

<table>
<thead>
<tr>
<th>1 Year (for 16 h in 1FCS, kW)</th>
<th>HP (kW/FC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lights, appl. &amp; Fan, ( E_{pump} ) (kWh)</td>
<td>466.3</td>
</tr>
<tr>
<td>Space cooling, ( E_{sp} ) (kWh)</td>
<td>3516</td>
</tr>
<tr>
<td>Electric space heating, ( E_{ps} ) (kWh)</td>
<td>2038.2</td>
</tr>
<tr>
<td>Electric water heating, ( E_{er} ) (kWh)</td>
<td>39.1</td>
</tr>
<tr>
<td><strong>TOTAL Electricity (kWh)</strong></td>
<td><strong>3911.3</strong></td>
</tr>
<tr>
<td>Thermal space heating, ( E_{ps} ) (kWh)</td>
<td>969.6</td>
</tr>
<tr>
<td>Thermal water heating, ( E_{ps} ) (kWh)</td>
<td>43.7</td>
</tr>
<tr>
<td>Heat rejected, ( E_{q} ) (kWh)</td>
<td>241.1</td>
</tr>
<tr>
<td>Heat loss from 1, ( E_{l} ) (kWh)</td>
<td>399.9</td>
</tr>
<tr>
<td><strong>TOTAL HEAT (kWh)</strong></td>
<td><strong>863.5</strong></td>
</tr>
<tr>
<td>FUEL LHR, ( F_{fuel} ) (kWh)</td>
<td>2690.2</td>
</tr>
</tbody>
</table>

In the following tables there is an example of displaying file “Formatted.csv” and “Debugging.xlsx”. The Regimes of Table 5 represent the routines of operating (regime 6,5 = routine 6 bis of Table 1).

**Table 1. Example of file regi.dat**

<table>
<thead>
<tr>
<th>n</th>
<th>( T_{h} ) (°C)</th>
<th>( Q_{h} ) (kWh)</th>
<th>( E_{p} ) (kWh)</th>
<th>( E_{sp} ) (kWh)</th>
<th>( E_{er} ) (kWh)</th>
<th>( E_{ps} ) (kWh)</th>
<th>( \mu_{heating} ) (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
</tr>
</tbody>
</table>
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Hour 19 is executed in 13 steps because $T_{ts}$ changing between Regime 5 and 7, while hour 20 is executed in two steps because $T_{ts}$ changes between Regime 5 and 6.5.

In the following Table 6 is showed a comparison between the cogeneration system in ED-M operation and two conventional systems (all electric and electric with natural gas).

### Table 5 Energy use in residences and energy saving with cogeneration system

<table>
<thead>
<tr>
<th>Hour (for all week)</th>
<th>HP (kWp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 1: 02:00-04:00</td>
<td>1.158143</td>
</tr>
<tr>
<td>Day 1: 04:00-06:00</td>
<td>1.136382</td>
</tr>
<tr>
<td>Day 1: 06:00-08:00</td>
<td>1.102567</td>
</tr>
<tr>
<td>Day 1: 08:00-10:00</td>
<td>1.063476</td>
</tr>
<tr>
<td>Day 1: 10:00-12:00</td>
<td>1.026345</td>
</tr>
<tr>
<td>Day 1: 12:00-14:00</td>
<td>0.993240</td>
</tr>
<tr>
<td>Day 1: 14:00-16:00</td>
<td>0.962100</td>
</tr>
<tr>
<td>Day 1: 16:00-18:00</td>
<td>0.932100</td>
</tr>
<tr>
<td>Day 1: 18:00-20:00</td>
<td>0.903100</td>
</tr>
<tr>
<td>Day 1: 20:00-22:00</td>
<td>0.874100</td>
</tr>
<tr>
<td>Day 1: 22:00-24:00</td>
<td>0.845100</td>
</tr>
</tbody>
</table>

6.4 Limited Electrical Demand with Limited Thermal Waste Management (LED-LTW-M)

In Fig 14 and in Table 6 are illustrated the management of FCS in LED-LTW-M mode and the energy consumption of FCS.

![Fig. 14. Energy demand supplied from FCS in LED-LTW-M mode](image)

The net electric power, provided by the fuel cell sub-system (FCS), must be sufficient to supply the maximum hourly averaged demand, as predicted by the system model, and minimum amount of $Q_{max}$. Short duration loads are supplied by batteries system.

### Table 6. Energy consumption of FCS

<table>
<thead>
<tr>
<th>Hour (for all week)</th>
<th>HP (kWp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 1: 02:00-04:00</td>
<td>1.158143</td>
</tr>
<tr>
<td>Day 1: 04:00-06:00</td>
<td>1.136382</td>
</tr>
<tr>
<td>Day 1: 06:00-08:00</td>
<td>1.102567</td>
</tr>
<tr>
<td>Day 1: 08:00-10:00</td>
<td>1.063476</td>
</tr>
<tr>
<td>Day 1: 10:00-12:00</td>
<td>1.026345</td>
</tr>
<tr>
<td>Day 1: 12:00-14:00</td>
<td>0.993240</td>
</tr>
<tr>
<td>Day 1: 14:00-16:00</td>
<td>0.962100</td>
</tr>
<tr>
<td>Day 1: 16:00-18:00</td>
<td>0.932100</td>
</tr>
<tr>
<td>Day 1: 18:00-20:00</td>
<td>0.903100</td>
</tr>
<tr>
<td>Day 1: 20:00-22:00</td>
<td>0.874100</td>
</tr>
<tr>
<td>Day 1: 22:00-24:00</td>
<td>0.845100</td>
</tr>
</tbody>
</table>

Then a comparison between FCS and two conventional systems (all electric and electric with natural gas) is evaluated.

### Table 7. Energy use in residences and energy saving with cogeneration system

<table>
<thead>
<tr>
<th>Hour (for all week)</th>
<th>HP (kWp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 1: 02:00-04:00</td>
<td>1.158143</td>
</tr>
<tr>
<td>Day 1: 04:00-06:00</td>
<td>1.136382</td>
</tr>
<tr>
<td>Day 1: 06:00-08:00</td>
<td>1.102567</td>
</tr>
<tr>
<td>Day 1: 08:00-10:00</td>
<td>1.063476</td>
</tr>
<tr>
<td>Day 1: 10:00-12:00</td>
<td>1.026345</td>
</tr>
<tr>
<td>Day 1: 12:00-14:00</td>
<td>0.993240</td>
</tr>
<tr>
<td>Day 1: 14:00-16:00</td>
<td>0.962100</td>
</tr>
<tr>
<td>Day 1: 16:00-18:00</td>
<td>0.932100</td>
</tr>
<tr>
<td>Day 1: 18:00-20:00</td>
<td>0.903100</td>
</tr>
<tr>
<td>Day 1: 20:00-22:00</td>
<td>0.874100</td>
</tr>
<tr>
<td>Day 1: 22:00-24:00</td>
<td>0.845100</td>
</tr>
</tbody>
</table>

7. Conclusions

This work has established a generalized system design and performance evaluation procedure for a building cogeneration system. The research indicates that it can be suitable in alternative to conventional grid connected energy systems in residential sector.
Table 8 Performances of FCS in accordance with different control strategies

| Time (h) | FCS | FCS-THP | FCS-THP-PI | FCS-THP-PI-P | FCS-THP-PI-P-T
|----------|-----|---------|------------|-------------|----------------
| ECO | 8 | 8 | 8 | 8 | 8 |
| 8 | 8 | 8 | 8 | 8 | 8 |
| 8 | 8 | 8 | 8 | 8 | 8 |
| 8 | 8 | 8 | 8 | 8 | 8 |
| 8 | 8 | 8 | 8 | 8 | 8 |
| 8 | 8 | 8 | 8 | 8 | 8 |
| 8 | 8 | 8 | 8 | 8 | 8 |
| 8 | 8 | 8 | 8 | 8 | 8 |
| 8 | 8 | 8 | 8 | 8 | 8 |
| 8 | 8 | 8 | 8 | 8 | 8 |

The most efficient control strategy is resulted LED-LTW-M, in fact FCS could achieve 70.60% of efficiency and just 10% of heat wasted, which is close to the practical cogeneration efficiency. Therefore in LED-LTW-M mode the maximum fuel cell output is approximately 2 kWe and the fuel cell size can be reduced with respect to original 3.5 kWe.

The cogeneration system simulation (LED-LTW-M) confirmed that more than 90% of the thermal energy generated in the FCS can be used to provide domestic water heating and space heating. This indicates the thermal and electric load requirements of a residence are a good match with the outputs of FCS; of course, the fuel utilization efficiency of the cogeneration system can be further increased if other low temperature thermal loads, such as swimming pools, are present.

Additionally, further design considerations have been taken into account for the optimum size of the thermal storage tank which was obtained for a 300 - 310 litre, in accordance with load profile adopted and with the maximum thermal energy utilization (Q<sub>th</sub>, Q<sub>thm</sub>). For both smaller and larger thermal storage tank sizes, more fuel is necessary to supply the residence demand.

At the beginning of the research a heat pump with COP=3 was selected for the cogeneration system. The residence considered has low space cooling loads and during the heating season, the heat pump works when the thermal energy available from the cogeneration system is not enough. Hence, the additional first cost of a more efficient heat pump is not compensated by the energy savings over its life cycle and the selected heat pump seemed to be the best choice.

Then FCS in LED-LTW-M mode introduces about 28% primary energy savings over conventional residential energy systems (and 8% over conventional system electric-natural gas) and seems quite attractive in northern locations due to high space heating.

The research was very successful in assessing the suitability of fuel cell based residential cogeneration systems. It represents a particularly promising system due to its high efficiency, excellent part load performance, small-scale applicability and quiet operation.

**Nomenclature**

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Specification</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Area</td>
<td>m²</td>
</tr>
<tr>
<td>As</td>
<td>Annual surface</td>
<td>kJ/kg</td>
</tr>
<tr>
<td>Cp</td>
<td>Specific heat</td>
<td>K</td>
</tr>
<tr>
<td>COP</td>
<td>Coefficient of performance</td>
<td>kW</td>
</tr>
<tr>
<td>D</td>
<td>Diameter</td>
<td>m</td>
</tr>
<tr>
<td>E</td>
<td>Energy</td>
<td>kW</td>
</tr>
<tr>
<td>e</td>
<td>Electrical power</td>
<td>kW</td>
</tr>
<tr>
<td>F</td>
<td>Fuel use</td>
<td>MJ</td>
</tr>
<tr>
<td>EER</td>
<td>Energy efficiency ratio</td>
<td>kW</td>
</tr>
<tr>
<td>EIR</td>
<td>Energy input ratio</td>
<td>kW</td>
</tr>
<tr>
<td>K</td>
<td>Thermal conductivity</td>
<td>W/m</td>
</tr>
<tr>
<td>m</td>
<td>Mass</td>
<td>kg</td>
</tr>
<tr>
<td>m</td>
<td>Mass flow rate</td>
<td>kg/sec</td>
</tr>
<tr>
<td>r&lt;sub&gt;TE&lt;/sub&gt;</td>
<td>Fuel cell thermal to electric ratio</td>
<td>kW</td>
</tr>
<tr>
<td>Q</td>
<td>Heat transfer</td>
<td>kW</td>
</tr>
<tr>
<td>Q</td>
<td>Heat transfer rate</td>
<td>kW</td>
</tr>
<tr>
<td>t&lt;sub&gt;0&lt;/sub&gt;</td>
<td>Phase constant</td>
<td>days</td>
</tr>
<tr>
<td>SEER</td>
<td>Seasonal energy efficiency ratio</td>
<td>°C</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Symbols</th>
<th>Specification</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Area</td>
<td>m²</td>
<td></td>
</tr>
<tr>
<td>As</td>
<td>Annual surface</td>
<td>kJ/kg</td>
<td></td>
</tr>
<tr>
<td>Cp</td>
<td>Specific heat</td>
<td>K</td>
<td></td>
</tr>
<tr>
<td>COP</td>
<td>Coefficient of performance</td>
<td>kW</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>Diameter</td>
<td>m</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>Energy</td>
<td>kW</td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>Electrical power</td>
<td>kW</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>Fuel use</td>
<td>MJ</td>
<td></td>
</tr>
<tr>
<td>EER</td>
<td>Energy efficiency ratio</td>
<td>kW</td>
<td></td>
</tr>
<tr>
<td>EIR</td>
<td>Energy input ratio</td>
<td>kW</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>Thermal conductivity</td>
<td>W/m</td>
<td></td>
</tr>
<tr>
<td>m</td>
<td>Mass</td>
<td>kg</td>
<td></td>
</tr>
<tr>
<td>m</td>
<td>Mass flow rate</td>
<td>kg/sec</td>
<td></td>
</tr>
<tr>
<td>r&lt;sub&gt;TE&lt;/sub&gt;</td>
<td>Fuel cell thermal to electric ratio</td>
<td>kW</td>
<td></td>
</tr>
<tr>
<td>Q</td>
<td>Heat transfer</td>
<td>kW</td>
<td></td>
</tr>
<tr>
<td>Q</td>
<td>Heat transfer rate</td>
<td>kW</td>
<td></td>
</tr>
<tr>
<td>t&lt;sub&gt;0&lt;/sub&gt;</td>
<td>Phase constant</td>
<td>days</td>
<td></td>
</tr>
<tr>
<td>SEER</td>
<td>Seasonal energy efficiency ratio</td>
<td>°C</td>
<td></td>
</tr>
</tbody>
</table>
U Overall heat transfer coefficient kW/m² K
V Volume liters
\dot{V} Volume flow rate m³/sec
\alpha Thermal diffusivity m²/sec
\varepsilon Heat exchanger effectiveness
\rho Density kg/m³

**Subscripts and superscripts**
- avg: Average
- AC: Air conditioning
- CW: Cold water from the city water line
- cap: Capacity
- db: dry-bulb (temperature of outside air)
- def: defrost
- DW: Domestic water
- e: Exit
- ESH: Electric space heating
- F: Supply fan
- fex: Limit for external heat rejection from the FC
- g: Ground
- hp: Heat pump
- FC: Fuel cell
- FCC: Fuel cell coolant
- HW: Hot water
- \( h_{wx} \): Limit for electric domestic water heating
- i: Inlet
- L: Lights and appliances
- m: Mean earth temperature
- \( r_{ej} \): Heat rejection to the environment
- s: Soil
- S: Loop between the thermal storage and the heat exchanger (to the fuel cell)
- SH: Space heating
- \( T_s \): Temperature of water entering TS from FC heat exchanger
- sup: Supplemental heating
- TS: Thermal storage
- TS_H: Thermal space heating
- TSL: Limit for thermal space heating
- \( T_{S,dyn} \): Maximum (design) temperature of TS in order to transfer the maximum possible waste heat from the FC to the TS
- TSL: Limit for thermal space heating
- \( T_{S,dyn} \): Maximum (design) temperature of TS in order to transfer the maximum possible waste heat from the FC to the TS
- w: water
- zone: controlled zone
- HVAC: building’s heating, ventilating, and air conditioning
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Abstract: In this paper, an analysis of different generating electricity systems with Stirling engine is made from the point of view of benefits and limitations, both operational and economic and environmental. Stirling engine has the ability to work at low temperatures, and can also use all fossil fuels and biomass, to realize an environmentally friendly electrical energy production. The Stirling engines are 15-30% efficient in converting heat energy to electricity, with many reporting a range of 25 to 30%. The goal is to increase the performance to the range of 30-40%. The major disadvantages of the Stirling engines include: the high cost and durability of certain parts is still an issue.
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1. Introduction

The Stirling engine was patented in 1816 by Robert Stirling [1,2], and the first solar application of record was by John Ericsson in 1872 [2].

NV Philips initiated a comprehensive research program to develop the Stirling engine in Sweden [3]. Thirty years later, in 1968, United Stirling AB (USAB) was licensed by Philips to continue research on Stirling engine. United Stirling began the design and development of the Mark I Stirling engine in 1975, based on a revised concept. In this design, the engine had a “U” configuration that simplified its design and manufacture. This configuration allowed the engine’s power to be controlled through variable pressure operation.

The free-piston Stirling engine was invented and patented by William Beale in 1971 [4]. RE-1000 is the first mature free-piston Stirling engine designed and built for 1 kW brake power output [4,5]. Since its invention, prototype Stirling engines have been developed for automotive purposes; they have also been designed and tested for service in trucks, buses, and boats [2]. The Stirling engine has been proposed as a propulsion engine in passenger ships, and road vehicles such as city buses [2,3]. The Stirling engine has also been developed as an underwater power unit for submarines, and the feasibility of using the Stirling engine for high-power space-borne systems has been explored by NASA. However, the Stirling cycle engine is well suited for stationary power [6].

Until recently, autonomous power systems based on traditional internal combustion engines were consistent with available technology, fuel and energy reserves, and ecological conditions [7]. At the present time Stirling engines are again coming to the scene because of their advantages on a fossil fuel shortage context [8].

Stirling engines can be operated on a wide variety of fuels, including all fossil fuels, biomass, solar, geothermal, and nuclear energy [9], with external combustion that facilitates the control of the combustion process and results in low air emissions, low noise and more efficient process [10]. In addition, best in class machines fewer moving parts compared to conventional engines limit wear on components and reduce vibration levels [10].

The most outstanding feature of the Stirling engine is its ability to work at low temperatures, namely below the temperature of boiling water [11]. More precisely, even the temperature of the human body is sufficient to put the engine into motion. Such a kind of an engine can use low temperature energy sources that are widespread in nature: the hot water from flat solar collectors, geothermal water, and hot industrial wastes.

Stirling motors are often used in the electricity-generating condensing boilers [12]. The Stirling engines are 15-30% efficient in converting heat energy to electricity, with many reporting a range of 25 to 30% [13]. Since these engines show high thermal efficiencies they are most suitable for applications where thermal requirements are significant [14], e.g. for CCHP (Combined Cooling, Heating and Power) or CHP (Combined Heat and Power) systems (fig. 1).

Development of Stirling engines is proceeding world-wide in spite of their admittedly higher cost.
because of their high efficiency, particularly at part load, their ability to use any source of heat, their quiet operation, their long life and their non-polluting character [16].

In this paper, an analysis of different generating electricity systems with Stirling engine is made from the point of view of benefits and limitations, both operational and economic and environmental.

In reviews of energy conversion, the Stirling engine is regarded as the most promising for further development in generating electricity systems for local use.

2. The Stirling engine

The ideal Stirling cycle combines four processes, two constant-temperature processes and two constant-volume processes [2]. Because more work is done by expanding high-pressure, high-temperature gas than is required to compress low-pressure, low-temperature gas, the Stirling cycle produces net work, which can drive an electric alternator.

In the ideal Stirling engine cycle [2], a working gas is alternately heated and cooled as it is compressed and expanded. The working fluid is contained in the motor and the mass of the fluid remains constant [14]. Gases such as helium and hydrogen, which permit rapid heat transfer and do not change phase, are typically used in the high-performance Stirling engines [2,14]. Also, air is used as working fluid [14,17]. Hydrogen, thermodynamically a better choice [2], is more conductive and has a lower viscosity and therefore lower flow losses than helium [18]; generally results in more efficient engines that does helium [2,18]. However, hydrogen is more hazardous, is more difficult to contain, and probably causes hydrogen embrittlement [18]. Helium, on the other hand, has fewer material compatibility problems and is safer to work with [2]. Helium is an environmentally benign gas [19] having an ODP and GWP of zero [20].

All Stirling engines fall into one of the following two basic categories [9,13,14,21]:

- Kinematic Stirling engines have a crank arrangement to convert the reciprocal piston motion to a rotational output, say to drive a generator. The displacer is actuated through some form of mechanical linkage.
- Free-piston Stirling engines have no rotating parts. In the majority of cases, output power is taken from a linear (usually permanent magnet) alternator attached to the piston, while the displacer is actuated by the pressure variation in the space beneath the piston.

In theory, the Stirling engine is the most efficient device for converting heat into mechanical work [2]. The efficiency of thermal conversion cycle/engine is limited by the Carnot cycle (ideal engine) efficiency derived from the second law of thermodynamics: the higher the temperature of thermal energy input, the higher the engine efficiency.

As it is expected, the nature and pressure of the working fluid influence the power performance of the Stirling engine.

Results obtained at various temperatures of heat source (700-1000°C) using air and helium (pressure range of 1-4.5 bar), for a gamma type Stirling engine with 276 cc swept volume, are shown in Figure 2 [17]. It is seen that an increase in the heater temperature results in an increase in power output. Comparison of curves for helium and air at the same conditions shows that for helium the engine power output is about twice that of air.

Fig. 1. A schematic representation of a CCHP/CHP system with Stirling engine (adapted from [15]).

Fig. 2. Variation of brake power with heat source temperature [17].
Several firms are mass-producing Stirling engines that outperform internal combustion engines and gas-turbine engines, with an efficiency of 40% even at 600–700°C [7]. In the best designs, the mass/power ratio is 1.2–3 kg/kW, while the efficiency is 40–45%. Since Stirling engines show high thermal efficiencies they are most suitable for applications where thermal requirements are significant, for example in geographical regions with a high annual heating demand [14].

3. Stirling converters

Stirling devices are usually developed for cogeneration and power generation units [14]. Kinematic Stirling engines rely on a separate electric generator or alternator to convert the mechanical power into gas electricity, while free-piston Stirling engines integrate the alternator into the engine [2]. The resulting engine/alternator with its ancillary equipment is often called a converter or a power conversion unit.

Electric capacities for kinematic Stirling units are between 5–500 kW [13], while the capacities for free-piston units are between 0.01 and 25 kW [13,22]. The last can immediately produce grid compatible AC electricity [23].

Larger sizes of free-piston Stirling units are feasible but unlikely to be commercially viable, as alternator volumes become excessive [22]. A solution long recognized but not as yet put into practice is the coupling of the free-piston engine to a pump and turbine [22]. The Stirling driver is comprised of two conventional, displacer type, free-piston engines configured as a dynamically balanced opposed pair. Each engine drives a simple single-acting blower (or low pressure ratio gas pump), using the outer end of its power piston. The single turbine/generator is separate from the engines and connected by ductwork. The engines and turbines utilize the same helium working fluid. This arrangement is shown schematically in Figure 3 (a). Both the engine/blowers and the turbine/generator are hermetically sealed within pressure vessels. The net output of the system is 7 kWc. A schematic of one half of the Stirling driver is shown in Figure 3 (b). Power control is accomplished by variation in the size of the turbine nozzle.

The electrical efficiency of generating electricity systems with Stirling engine is about 12–20%, with the target of higher efficiencies than 30% [14]. In higher value micro-CHP applications, electric efficiencies of more than 40% and system overall efficiencies of more than 95% have been achieved [9]. Table 1 [24] reports the main parameters of micro-CHP systems with Stirling engines. The high electrical efficiency of the large Stirling engine leads to the lowest GHG emissions [25].

Table 1. Characteristics of the various types of micro-CHP devices [24].

<table>
<thead>
<tr>
<th>Energy conversion device</th>
<th>Energy source</th>
<th>Conversion efficiency range (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal combustion engine</td>
<td>Liquid fuel, natural gas</td>
<td>30–38</td>
</tr>
<tr>
<td>Fuel cell</td>
<td>Hydrogen, hydrocarbon</td>
<td>30–40</td>
</tr>
<tr>
<td>Stirling engine</td>
<td>Any type of fuel, solar radiation</td>
<td>10–35</td>
</tr>
<tr>
<td>Rankine cycle engine</td>
<td>Any type of fuel, solar radiation</td>
<td>10–20</td>
</tr>
</tbody>
</table>

![Fig. 3. System schematic (a) and single engine and blower (b) [22].](image-url)
4. Stirling systems on biomass

The Stirling cycle engine can use different types of renewable sources of energy including biomass, solar and geothermal energy [6]. Biomass needs to undergo several processes so that it can be widely used as a source of energy [26]. These processes will transform its accumulated energy (carbon and hydrogen) into solid, liquid and gaseous fuels or into electricity. Fig. 4 displays the details of three kinds of conversion processes: physical, thermo-chemical and biological.

The problems concerning utilisation of biomass fuels in connection with a Stirling engine are concentrated on transferring the heat from the combustion of the fuel into the working gas [27]. The temperature must be high in order to obtain an acceptable specific power output and efficiency, and the heat exchanger must be designed so that problems with fouling are minimised.

Currently, given the exhaustion of organic-fuel reserves and the rising prices of oil and natural gas, the mass production of 3-500 kW power generators with modification of the Stirling engine for local fuel is of considerable interest [7]. Possible fuels include peat, ground coal, shale, agricultural wastes, and wood chips. Stirling engines fueled by wood chips are already in production.

Another option that may have merit is to consider fuel switching between biogas and natural gas with a Stirling engine which is a good concept applicable in the waste water treatment plants [28]. The biogas can be also obtained from the dairy facilities [29].

To analyze the potential technological option for the conversion of biomass into electricity, available technologies and their technical and commercial maturity should be taken into account [26]. The biomass energy technologies having the high and medium technological maturity and economic feasibility are the steam cycle, gasification with internal combustion and Stirling engine and biodiesel/internal combustion engines. For small power systems (5–200 kW), the situation is critical as they are not available technologies with high technological maturity and economical feasibility (Table 2).

Fig. 4. Biomass energy conversion routes [26].
Table 2. Available technologies for electricity generation out of biomass for 5–200 kW power range [26].

<table>
<thead>
<tr>
<th>Technology*</th>
<th>Technological maturity</th>
<th>Commercial feasibility</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gasification/ICE</td>
<td>X</td>
<td>X</td>
<td>Few commercial options and successful projects</td>
</tr>
<tr>
<td>Biodiesel/ICE</td>
<td>X</td>
<td>X</td>
<td>Initial commercialization. Biodiesel quality problems</td>
</tr>
<tr>
<td>Gasification/SE</td>
<td>X</td>
<td>X</td>
<td>Ongoing research projects</td>
</tr>
<tr>
<td>Combustion/SE</td>
<td>X</td>
<td>X</td>
<td>Commercial/demonstration units</td>
</tr>
<tr>
<td>Combustion/SC</td>
<td>X</td>
<td>X</td>
<td>High cost and low efficiency conversion</td>
</tr>
<tr>
<td>Gasification/GMT</td>
<td>X</td>
<td>X</td>
<td>Ongoing research projects</td>
</tr>
<tr>
<td>Gasification/FC</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* ICE—internal combustion engine, SE—Stirling engine, SC—steam cycle, GMT—gas micro-turbine and FC—fuel cell.

4. Stirling systems on solar

Existing and emerging solar thermal electric technologies are being positioned to provide a significant portion of the new electrical generation capacity that will be added around the world, particularly in regions where there is an abundance of sunshine [30].

Solar thermal electric power generating systems incorporate three different design architectures relative to concentrating solar systems [2,31]:

- Line-focus systems that concentrate sunlight onto tubes running along the line of focus of a parabolic shaped reflective trough.
- Point-focus central receiver (power tower) systems that use large fields of sun-tracking reflectors (heliostats) to concentrate sunlight on a receiver placed on top of a tower.
- Point-focus dish systems that use parabolic dishes to reflect light into a receiver at the dish's focus.

The most efficient solar thermal power plants on the ground are currently based on Stirling engines located at the focus of a parabolic dish solar concentrating mirror [32], although Bryton and organic-Rankine cycle engines have been used with dishes [31]. Stirling engines are preferred for these systems because their high efficiencies (thermal-to-mechanical efficiencies in excess of 40% have been reported) [31,32] and their high power densities (50 kW/liter for solar engines) [31].

A dish/Stirling system comprises a parabolic dish concentrator, a thermal receiver, and a Stirling engine/generator located at the focus of the dish [2,31].

Exceptional performance has been demonstrated by dish/Stirling systems, which belong to the third design architecture using a 25 kW e Stirling engine, which converted sunlight to electrical energy with 29.4% efficiency [2].

During the test period of a Stirling dish solar electric power system, temperature differences as high as 100 to 130°C of the Stirling engine working fluid (hydrogen gas) were observed [3]. These differences were usually the results of clods, uneven dirty mirrors, winds, etc. To maintain a constant hot gas temperature when the receiver high tube temperature varies, hydrogen gas is added to or removed from the cold section of the Stirling engine (Fig. 5). In contrast to pressure control, Stirling engines for dish/Stirling systems can be provided with a hydraulically-actuated variable swash plate to control piston stroke, and therefore engine power [18].

The size of collectors employed by today’s dish/Stirling systems ranges from approximately 7.5 m for a system which will produce 7 kW e under optimal sunshine conditions (1000 W/m²) up to 11 m for a 25 kW e system [30].

Thermal energy storage systems are required for continuous operation of advanced space power systems that use solar energy and Stirling engines [33]. Storage systems have been designed to use the latent heat of fusion of metals or salts. Energy is stored during the heating and melting of phase-change material in the sunlit portion of the orbit.

![Fig. 5. Description of USAB 4-95 Stirling engine operation [3].](image-url)
5. Stirling systems on other fuels

Stirling engines can operate on almost any fuel (gasoline, alcohol, natural gas or butane), with external combustion that facilitates the control of the combustion process and results in low air emissions, low noise and more efficient process [10]. Autonomous power units with Stirling engines (Stirling generators) are irreplaceable in the oil and gas industry, on introducing new fields; power is required here for prospecting, drilling, welding, and other uses [7]. In these conditions, possible fuels are unpurified natural gas, by-product gas extracted together with the oil, and gas condensate. Power units with 3-8 kW Stirling engines are expedient for automation, communications, and cathode-protection systems at gas pipelines, while more powerful systems (from 100 kW to 1 MW) are irreplaceable for marine and land drilling systems in the oil and gas industry.

In the longer term, once high efficiency and reliability have been demonstrated, the coal diesel may become the preferred option for small, low-emission coal-fueled power (below 50MW plant size) [34]. Among other advanced coal-power technologies, Stirling engine, indirectly fired with coal combustor, will compete with the direct coal-fired diesel for these future opportunities.

To convert the heat generated in a 7.5 kW(th) 90 Sr radioisotopic heat source to electricity for a space-isotope power project, the following systems were studied: Stirling, Brayton Cycle, three organic Rankines, and an organic Rankine plus thermoelectrics [35]. The Stirling engine system is a 1 kWe, free-piston Stirling engine (Fig. 6). Helium is the working fluid, and electricity is generated with a linear alternator. Stirling engine have the highest efficiency of any of the consider systems. If what is desired is a high efficiency system for whatever temperature heat source is designed, the Stirling engine is the best choice. The main uncertainty in the Stirling engine is in its reliability.

A generator which will be man-portable, which will produce 10 W of electrical power was successfully developed [36]. This system is designed for an operating lifetime of five years without maintenance or refueling. A small Radioisotope Stirling Generator has been developed. The energy source of the generator is a 60 W plutonium-238 fuel clad developed for space applications. A free piston Stirling engine drives a linear alternator to convert the heat to power. Although the authors demonstrated only 18.5% conversion efficiency, they expect, with further improvements in controlling heat loss, to approach the goal of 20% conversion efficiency.

Power sources capable of supplying tens of watts are needed for a wide variety of applications including portable electronics, sensors, micro aerial vehicles, and mini-robotics systems [37]. The utility of these devices is often limited by the energy and power density capabilities of batteries. A small combustion engine using liquid hydrocarbon fuel could potentially increase both power and energy density by an order of magnitude or more. Although other engine designs perform better at macro-scales, the Stirling engine cycle is better suited to small-scale applications due to:

- High heat transfer rates that are inherent with miniature devices.
- Combustor and engine can be scaled and optimized semi-independently.
- Continuous combustion that minimizes issues with flame initiation and propagation.

Today it is generally presumed that commercial geothermal power-plants work only with high temperature steam, while geothermal water is applicable only for direct use [11]. As a contrast to that, the new development of the Stirling engine showed that the low temperature geothermal sources can also be successfully used for the conversion of heat into the mechanical work and then into electric power.

6. Conclusions

Stirling engines can be used for primary power generation and as a bottoming cycle utilizing waste heat for power generation. Stirling engine

Fig. 6. Schematic of free-piston Stirling engine [35].
has the ability to work at low temperatures, and can also use all fossil fuels and biomass, to realize an environmentally friendly electrical energy production.

The two types of Stirling engines, kinematic Stirling and free-piston Stirling, show potential for generating electricity systems. Electric capacities for kinematic Stirling units are between 5-500 kW, while the capacities for free-piston units are between 0.01 and 25 kW.

To increase the electric capacity of free-piston Stirling generators, a solution long recognized but not as yet put into practice is the coupling of the free-piston engine to a pump and turbine.

The Stirling engines are 15-30% efficient in converting heat energy to electricity, with many reporting a range of 25 to 30%. The goal is to increase the performance to the mid-30% range or even more than 40%.

Autonomous power units with Stirling generators are irreplaceable in the oil and gas industry, where power is required for prospecting, drilling, welding, and other uses. In these conditions, possible fuels are unpurified natural gas, byproduct gas extracted together with the oil, and gas condensate.

Stirling engines have been identified as a promising technology for the conversion of concentrated solar energy into usable electrical power due to their high efficiency and high power density.

The major disadvantages of the Stirling engines include: the high cost, the engine needs a few minutes to warm up and durability of certain parts is still an issue.

In reviews of energy conversion, the Stirling engine is regarded as the most promising for further development in generating electricity systems for local use.
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Abstract: A thermodynamic model for accurately predicting the overall efficiency and power output of a solar assembly with cogeneration, using a Stirling engine is presented. An analytical method for calculating pressure losses, such as those due to finite speed, friction and throttling, and losses due to regeneration in Stirling engine combined with an analytical method for predicting their effect on engine performance in terms of efficiency and power output has been achieved. The influence of different parameters on the Efficiency and Power has been studied, such as Speed of the piston, Diameter of the Mirror, Emissivity of the Concentrated Solar Radiation Receiver, Reflectivity of the Mirror material, diurnal and seasonal insolation. This study could be used for a better design of the Combined Heat and Power Solar Stirling engines.
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1. Introduction

Cogeneration systems suitable for residential and small-scale commercial applications like hospitals, hotels or institutional buildings are available, and many new systems are under development. These products are used or aimed for meeting the electrical and thermal demands of a building for space and domestic hot water heating, and potentially, absorption cooling [1]. The performance of Stirling engines meets the demands of the efficient use of energy and environmental security and therefore they are the subject of much current interest. Especially solar-powered Stirling engines working with relatively low temperature with air or helium as working fluid are potentially attractive engines of the future [2]. Recently, a 10 kWel Eurodish dish/Stirling unit became operational at CNRS-PROMES laboratory in Odeillo, France. Its thermal model [3] is also available and it consists of a radiation transfer model for the cavity, which is coupled to the solar flux distribution, and on a thermodynamic model for the Stirling engine.

This paper presents an original scheme of computation for a Solar Stirling Engine with Cogeneration. For the Sunmachine Stirling Engine [developed by Sunmachine GmbH] [4] we have adapted the scheme of Computation and Optimization previously developed [5-8]. It is based on the First Law of Thermodynamics for processes with Finite Speed and uses the Direct Method. The First Law expression includes the effect of the pressure losses due to finite speed of the piston, friction and throttling and it also provides the method for calculating all the pressure losses as a function of the average piston speed. The Direct Method consists of integrating the mathematical expression of the First Law for each thermodynamic process with Finite Speed in an irreversible cycle. In this way, one obtains the equations of the irreversible processes and also the equations of the Heat and Work in each process of the cycle, in a similar way to the Classical Reversible Thermodynamics. The essential difference here is that in all these equations the Finite Speed of the Process generating irreversibilities appears as a parameter.

Combining the results of this systematic thermodynamic analysis, applied to an irreversible Solar Stirling Engine cycle with Cogeneration, an analytical method was developed for the study and optimization of the system performances. The proposed method has practical applicability to the design of the Solar Dish – Stirling Engine systems in terms of selection of elements dimensions, such as piston size and speed, regenerator size and its thermal configuration (wire diameter and path), the selection of the most appropriate working gas for some desired operating conditions for the Stirling engine and also in terms of the receiver cavity size for Solar Stirling Engines that use dish concentrators.

An important element of the model is that the performances (Power and Efficiency of the irreversible cycle) are computed as a function of solar insolation E. By using this method we are able to predict the Performances of a Solar Stirling...
The power of the Stirling engine is given by:

\[ P_{SE} = \eta_{SE} \cdot m_g \cdot R \cdot T_{H,g} \cdot \ln(e_v) \cdot \frac{w_p}{2} \]  

where \( z \) is an adjusting coefficient with the value \( z = 0.45 \). This value of \( z \) has been validated for 12 Stirling Engines (and 16 Regimes of functioning) with high performances (with Efficiencies up to 41% and Powers up to 55 kW), using H2 or He as a working fluid [6,8,11,14].

Incomplete regeneration represents a major loss in the Stirling engines. This loss is expressed by using a coefficient of regenerative losses, \( X \). An analysis for determining this loss has been made, obtaining the Second Law Efficiency due to imperfect regeneration [10-13]:

\[ \eta_{H,X} = \frac{1}{1 + X \cdot c_v \cdot \frac{R \cdot \ln(e_v)}{T_L,SL}} \]  

where

\[ X = \frac{X_1 \cdot y + X_2 \cdot (1 - y)}{1 + X_2 \cdot (1 - y)} \]  

with

\[ X_1 = \frac{1 + 2 \cdot M + e^{-B}}{2 \cdot (1 + M)} \quad \text{and} \quad X_2 = \frac{M + e^{-B}}{1 + M} \]  

Equation 6

with

\[ M = \frac{m_g \cdot c_v}{m_R \cdot c_R} \quad \text{and} \quad B = \left(1 + M \right) \cdot \frac{h \cdot A_R}{m_g \cdot c_v} - \frac{S}{w_p} \]  

Equation 7

in which the convection coefficient \( h \) is computed as [10-11,13-15]:

\[ h = \frac{w_p \cdot 0.424 \cdot c_v \cdot \left(T_m^o \right) \cdot v \left(T_m^o \right) \cdot 0.576}{\left(1 + \tau \right) \cdot \frac{\pi}{4 \left( \frac{b}{d} \right)^2 + 1} \cdot D_{H,L}^{0.576} \cdot \rho_L^{0.576}} \]  

Equation 8

where \( T_m \) is the mean gas temperature.

The expression of the Second Law Efficiency due to the pressure losses is [9,10,12]:

\[ \eta_{H,P} = \frac{w_p \cdot \left(1 + \frac{1}{\tau \cdot \eta_{SE} \cdot \eta_{H,X} \cdot \ln(e_v)} \cdot \frac{w_p}{w_{SL}} \cdot v \left(T_m^o \right) \cdot 0.576 \right) \cdot \left(0.94 + 0.045 \cdot w_p \right) \cdot 10^0}{4 \cdot \rho \cdot \eta_{SE} \cdot \eta_{H,X} \cdot \ln(e_v)} \]  

Equation 9

where: \( w_{SL} \) is the speed of sound:

\[ w_{SL} = \sqrt{\gamma \cdot R \cdot T_{SL}} \]  

Equation 10

\( \tau \) – gas temperature ratio, \( e_v \) – volume ratio and \( \gamma \) – adiabatic exponent.

The piston speed \( w_p \), is directly connected to the rotation speed \( n_r \) [rpm]:

\[ w_p = \frac{2 \cdot R \cdot S \cdot n_r}{60} \]  

Equation 11

The gas in the Stirling Engine is Nitrogen [4].

The regenerator parameters have been determined based on its dimensions and material characteristics. A Copper regenerator with the interior composed by a matrix of screens is used [16].

The hydraulic diameter of the regenerator is given by the expression:

\[ D_H = D_{ext} - D_{int} \]  

Equation 12

Taking into account that the regenerator has the shape of a cylindrical annulus, its equivalent diameter \( D_R \) is given by the formula:

\[ \eta_{SE} = \eta_{CC,g} \cdot \eta_{H,prev} = \left(1 - \frac{T_{L,SL}}{T_{H,g}} \right) \cdot \eta_{H,prev} \]  

Equation 1

where the second law efficiency is expressed as a product between the efficiency regarding losses due to imperfect Regeneration (X) and the efficiency regarding the pressure losses (\( \Delta p \))[10].

\[ \eta_{H,X} = \eta_{H,P} \]  

Equation 2

The value of \( y \) has been determined from experimental data of 4 solar Stirling ensembles.

\[ \eta_{SE} = \eta_{CC,g} \cdot \eta_{H,prev} = \left[1 - \frac{T_{L,SL}}{T_{H,g}} \right] \cdot \eta_{H,prev} \]  

Equation 3

The other terms are:

\[ X_1 = \frac{1 + 2 \cdot M + e^{-B}}{2 \cdot (1 + M)} \quad \text{and} \quad X_2 = \frac{M + e^{-B}}{1 + M} \]  

Equation 4

\[ \eta_{SE} = \eta_{CC,g} \cdot \eta_{H,prev} \]  

Equation 5

The power of the Solar Stirling Engine calculations

The aim of the model is to determine the Efficiency and the Power output of Solar Stirling Engines over a range of operating conditions. The thermal efficiency of the Stirling engine is expressed as a product of the Carnot cycle efficiency and a second law efficiency [8,9]:

The Solar Concentrated Radiation Receiver is designed to be adapted for the Sunmachine Stirling Engine [4], (Fig.3). As an example for using the developed method here, the values of the Efficiency and Power have been estimated for 45° North latitude, in the four seasons of the year. The energy balance for the whole system with combined heat and power configuration is used.
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\[ D_R = \sqrt{D_{ex}^2 - D_{int}^2} \]  

(13)

where \( D_{ex} \) and \( D_{int} \) are the exterior and interior diameters of the regenerator.

The mass \( m_R \) and the heat transfer area \( A_R \) of the Regenerator are given by the expressions (14) and (15):

\[ m_R = \frac{1}{16} \cdot \pi^2 \cdot D_R^2 \cdot L_R \cdot \frac{d}{b+d} \]  

(14)

\[ A_R = \frac{1}{4} \cdot \pi^2 \cdot D_R^2 \cdot \frac{L_R}{b+d} \]  

(15)

where: \( L_R \) – width of the regenerator and \( \rho \) – Copper density.

The gas speed that is circulating through the regenerator is:

\[ w_g = w_p \left( \frac{D}{D_R} \right)^2 \]  

(16)

The above analysis shows that the pressure losses and their effect on efficiency and power output of the engine depend on the mean piston speed and hence the engine rotation speed.

### 2.1. Performances of Solar Stirling Engine

The analyzed solar assembly is composed of a solar radiation concentrator (a dish parabolic mirror), a solar concentrated radiation Receiver, a Stirling Engine and an Electric Generator [6,8,15].

\[ \eta_{mirr} = \frac{\pi \cdot D_{mirr}^2}{4} \]  

(18)

The electric power output and the total power of the solar Stirling engine are predicted as a function of the solar insolation \( E \).

In order to make estimations as close as possible to the reality, we have to take into account that the solar radiation striking the surface of the mirror is not entirely arriving in the solar receiver.

The first factor that we have to consider is the shadow made by the receiver on the surface of the mirror. Subtracting from the total surface of the mirror this shadowed part we obtain the actual surface that reflects the radiation towards the receiver:

\[ A_{mirract} = A_{mirr} - A_{recshadow} \]  

(19)

where:

\[ A_{recshadow} = \frac{\pi \cdot (D_{rec} + 2 \cdot \delta)^2}{4} \]  

(20)

Then the geometrical efficiency of the mirror is calculated as:

\[ \eta_{mirract} = \frac{A_{mirract}}{A_{mirr}} \]  

(21)

Another factor that has to be taken into account is that the surface of the mirror is not perfect and this affects also the amount of radiation reflected towards the solar receiver. The material from which the mirror is manufactured is also very important.

A total efficiency of the concentrator may be determined as:

\[ \eta_{con} = R_{mirr} \cdot \eta_{int,BC} \cdot \eta_{mirract} \]  

(22)

By applying the First Law, the cylindrical Radiation Receiver efficiency is given by the formula [6,8,15,17]:

\[ \eta_{rec} = \alpha \cdot \left[ 1 - \frac{C}{\alpha} \cdot \eta_{mirr} \cdot E \cdot C \right. \]  

\[ \left. - \frac{A_{rec} \cdot h_{int} \cdot (T_{int} - T_0)}{\alpha \cdot \eta_{mirr} \cdot E \cdot C \cdot A_{rec}} \right] \]  

\[ + \frac{A_{int} \cdot h_{int} \cdot (T - T_0)}{\alpha \cdot \eta_{mirr} \cdot E \cdot C \cdot A_{int}} \]  

(23)

where the geometrical concentrator factor is:

\[ C = \left( \frac{D_{mirr}}{D_{rec}} \right)^2 \]  

(24)

and the geometrical sections are computed from the geometric characteristics:

\[ A_{rec} = \pi \cdot (D_{rec} + 2 \cdot \delta) \cdot (L_{rec} + \delta) \]  

(25)

\[ A_{mirract} = A_{mirr} - A_{recshadow} \]  

(19)

Fig. 1: A solar assembly: Parabolic Dish Mirror, Radiation Receiver, Stirling Engine, Generator.

The analytical expression for the electric power output of the solar assembly is:

\[ P_{el} = E \cdot A_{mirr} \cdot \eta_{con} \cdot \eta_{rec} \cdot \eta_{SE} \cdot \eta_{EG} \]  

\[ P_{el} = P_{SE} \cdot \eta_{EG} \]  

(17)

where the mirror area is:
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\[ A_{int} = \pi \cdot D_{rec} \cdot L_{rec} + \frac{\pi \cdot D_{rec}^2}{4} \]  
(26)

\[ A_{ext} = \frac{\pi \cdot D_{rec}^2}{4} \]  
(27)

Also:

\[ T_{ext} = \frac{k}{\delta} \cdot A_m \cdot T + A_{ext} \cdot h_{ext} \cdot T_0 \]  
(28)

where: \( T_{ext} \) is the external temperature of the Solar Receiver and \( A_m \) is the average area:

\[ A_m = \frac{A_{int} + A_{ext}}{2} \]  
(29)

In order to optimize the heat transfer process, the following condition is imposed: the rate at which the heat is transferred to the engine equals the rate at which heat is received by the mirror times the receiver efficiency. Assuming a stationary state, this condition is:

\[ \dot{Q}_{\text{avail}} = \eta_{rec} \cdot \dot{Q}_{\text{mirror}} = \eta_{rec} \cdot \eta_{conv} \cdot E \cdot A_{mirror} \]  
(30)

Hence, this heat transfer rate is not more than the Stirling engine requires for operation at a particular piston speed. The optimum engine rotation speed is then:

\[ n = \frac{60 \cdot \dot{Q}_{\text{avail}}}{z \cdot m \cdot R \cdot T_H \cdot \ln \epsilon} \]  
(31)

where \( z \) is another adjusting coefficient. The numerical value of \( z \) was determined \[6,8\] in a similar manner to the determination of the coefficient \( y \); that is based on experimental data from operating solar Stirling engines, using their real operating parameters and conditions \[18\].

The total efficiency of the Solar/Dish Stirling engine assembly is:

\[ \eta = \eta_{conv} \cdot \eta_{rec} \cdot \eta_{SE} \cdot \eta_{EG} \]  
(32)

This is a function of the solar insolation \( E \), through the Receiver Efficiency expression (23).

### 3. Results

The flux diagram is computed with maximum value of \( E = 1000 \text{ W/m}^2 \) (Fig. 2 and 4), \[19,20\]. It is important to remark the significant value of \( Q_{\text{cogen}} = 4987 \text{ W} \), in comparison with Electrical Power produced \( P_e = 1843 \text{ W} \).

![Fig. 2: Flux diagram for the Stirling/Dish assembly](image-url)
Adopting Cogeneration will improve the total efficiency of the Solar System from 22 % (producing only electricity and no heat cogenerated) to 59 % (which takes into account both electricity production and heat production). The results obtained with the mathematical model for the performances of the Stirling engine are similar with those stated by the producer experimental data [4] (see Table 1). For this Stirling Engine [4] we have determined a new value for the adjusting parameter for z, denoted $Z_N=0.2875$ (N subscript from Nitrogen). One expected smaller performances regarding heat transfer in the Receiver in the case of using Nitrogen instead of Hydrogen or Helium, as in the case of high performance engines. In addition, for this engine [4], the power goes up to 3 kW for an average pressure of 33 bar, which are smaller values in comparison with those high performance engines, for which z=0.45[11,14].

![Sankey Diagram for the Solar/Dish/Stirling assembly. It is important to remark the significant value of $Q_{cogener}=4987 \text{ W}$, in comparison with Electrical Power produced $P_e=1843 \text{ W}$.](image)

In the next graphs (Fig.6-14), the influence of different parameters on the Efficiency and Power have been studied, (Speed of the piston, Diameter of the Mirror $D_{mirr}$, Emissivity of the Concentrated Solar Radiation Receiver, Reflectivity of the Mirror material R, diurnal and seasonal insolation E).

The results obtained with the analytical model for the performances of the Stirling engine are similar with those experimentally stated by the producer [4].

**Table 1. Performances of the Stirling engine:**

<table>
<thead>
<tr>
<th>Speed</th>
<th>Power</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mathematical model</td>
<td>0.87 m/s</td>
<td>1.57 kW</td>
</tr>
<tr>
<td></td>
<td>1.73 m/s</td>
<td>2.86 kW</td>
</tr>
<tr>
<td>Producer</td>
<td>0.87 m/s</td>
<td>1.5 kW</td>
</tr>
<tr>
<td>(Experimental)</td>
<td>1.73 m/s</td>
<td>3 kW</td>
</tr>
</tbody>
</table>

![Fig. 6. Power of the Stirling Engine](image)

![Fig. 7. Efficiency of the Stirling Engine](image)
One of the most important parameters that influence the performance of a solar Stirling engine is the direct insolation \( E \). Unfortunately this quantity does not have a constant value. It depends upon location (latitude, altitude), hour and season. It strongly influences the performances of the solar ensemble as illustrated in Fig. 8 and 9. As expected, that the best performances are reached during summer and the worst during winter.

\[
E = S \cdot \cos Z \quad (33)
\]

where \( E \) = insolation, \( S \sim 1000 \text{ W/m}^2 \), \( Z \) = zenith angle \([20,21]\)

\[
Z = \cos^{-1} \left( \sin \Phi \sin \delta + \cos \Phi \cos \delta \cos H \right) \quad (34)
\]

where \( \Phi \) = latitude, \( H = \) hour angle = 15° x (time - 12), \( \delta \) = solar declination angle

![Fig. 8. Power of the Stirling Engine on a day long for various insolation values depending on season](image)

![Fig. 9. Efficiency of the Stirling Engine on a day long for various insolation values depending on season](image)

![Fig. 10. Power of the Solar/Dish Stirling for emissivity=0.2 and the D_mirr=2…6m](image)

![Fig. 11. Efficiency of the Solar/Dish Stirling for emissivity=0.2 and the D_mirr=2…6m](image)

![Fig. 12. Comparison between the electrical and total power of the Solar/Dish/Stirling engine for emissivity=0.2 and emissivity=0.87](image)

![Fig. 13. Comparison between the efficiencies of the Solar/Dish/Stirling engine for emissivity=0.2 and emissivity=0.87](image)

![Fig. 14. Efficiency of the Dish/Stirling assembly for different values of the reflectivity](image)
4. Conclusion

The objective of this approach was to closely simulate the operation of actual Solar/Dish/Stirling engines with cogeneration without losing insight to the mechanisms that generate the irreversibilities (internal and external). Losses generated by finite speed of the actual processes were computed, based on the first Law of Thermodynamics for Processes with Finite Speed.

This technique of computation for Stirling engine processes has been combined with a losses analysis and optimization of the Solar Concentrated Radiation Receiver system for the Solar/Dish/Stirling engine. The result is a technique of computation and optimization of the performances of such systems. The influence of different parameters on the Efficiency and Power have been studied, (Speed of the piston, Diameter of the Mirror $D_{\text{mirr}}$, Emissivity of the Concentrated Solar Radiation Receiver, Reflectivity of the Mirror material $R$, diurnal and seasonal insolation $E$). This study could be used for better design of Combined Heat and Power Solar Stirling engines. It has applicability to the design of the engine in terms of selection of elements such as piston size and speed, regenerator size and its internal configuration, and the properties of the working gas. The results also have applicability to the design of the Solar Receiver of the Stirling Engine, in terms of size of the Receiver cavity and more generally to the design of the Receivers for any Stirling engines that use solar dish concentrators.

Nomenclature

\begin{itemize}
  \item $A$ area, m$^2$
  \item $b$ distance between wires (in regenerator), m
  \item $C$ geometric concentration factor
  \item $c$ specific heat, \( J/(\text{kg K}) \)
  \item $D$ diameter, m
  \item $d$ wire screen diameter (in regenerator), m
  \item $E$ solar radiation density, W/m$^2$
  \item $h$ convection heat transfer coeff., W/(m$^2$ K)
  \item $k$ thermal conductivity, W/ (m K)
  \item $m$ mass of the working gas, kg
  \item $N_s$ number of screens of the regenerator
  \item $n_r$ revolutions per minute, 1/s
  \item $p$ pressure, Pa
  \item $\Delta p$ pressure loss, Pa
  \item $Pr$ Prandtl number
  \item $R$ gas constant, \( J/(\text{kg K}) \)
  \item $S$ piston stroke, m
  \item $T$ temperature, K
  \item $V$ volume, m$^3$
  \item $w$ piston speed, m/s
  \item $X$ coefficient of regenerative losses
  \item $y, z, z'$ adjusting coefficients
\end{itemize}

Subscripts

\begin{itemize}
  \item $\text{avail}$ available
  \item $\text{cav}$ receiver cavity
  \item $\text{conc}$ concentrator
  \item $\text{CC}$ Carnot cycle
  \item $\text{EG}$ electrical generator
  \item $\text{ext}$ receiver external wall
  \item $g$ working gas
  \item $H$ hot end
  \item $\text{int}$ receiver internal wall
  \item $L$ cold end
  \item $m$ mean value
  \item $\text{mirr}$ mirror
  \item $p$ at constant pressure or piston
  \item $R$ regenerator
  \item $\text{rec}$ receiver
  \item $S, L$ sound speed at sink temperature
  \item $\text{SE}$ Stirling engine
  \item $\text{II, irrev}$ second law efficiency
  \item $v$ at constant volume
  \item $X$ incomplete regeneration
  \item $I$ initial state (inlet condition)
\end{itemize}

Greek symbols

\begin{itemize}
  \item $\alpha$ global absorbptivity of receiver
  \item $\delta$ insulation depth, m
  \item $\epsilon_v$ volumetric ratio
  \item $\epsilon_m$ global emissivity of receiver
  \item $\rho$ mirror global reflectivity
  \item $\gamma$ specific heat ratio
  \item $\eta$ efficiency
  \item $\sigma$ Stefan – Boltzmann constant, W/(m$^2$ K$^4$)
  \item $\nu$ viscosity of the working gas, m$^2$/s
  \item $\tau$ ratio of the gas extreme temperatures
\end{itemize}
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Abstract: Free piston Stirling engines are ideally suited for the Combined production of Heat and Power in residential homes. Environmental considerations and the raising fuel cost prompted a renewed interest for small CHP-units, heated from outside by continuous combustion with minimal pollutant output. They supply homes with the required heating energy and provide a major share of the domestic electricity needs. Any surplus of electricity produced e.g. during night may also be used to recharge batteries of e.g. hybrid cars, whose market share is expected to raise rapidly. At current fuel prices, these CHP-units will become economically attractive when produced in series.
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1. Introduction

During the last few decades, remarkable progress has been made in the heating appliance industry. Condensing burner systems reach efficiencies beyond 100\% (based on the lower calorific value of the fuel). The size of these units and their cost have been reduced considerably, driven mainly by the highly competitive market situation.

In spite of these very remarkable achievements, it must be recognized that in conventional heating units, the energy released in flames at high temperature is finally used in radiators or for preparing hot sanitary water at merely 40 to 50\°C; this downgrading of the heat is a highly irreversible process, involving considerable qualitative losses. To reduce them, the high temperature potential of the combustion products must be used more efficiently.

In combined heat and power (CHP) plants, the heat released in the flames at high temperature first serves to drive a thermal engine; the engine waste heat (flue gas and engine cooling water) is released at sufficiently high temperature levels for heating purposes.

Small-scale external combustion engines, i.e. Stirling engines appear to be particularly suited for distributed power generation in residential areas. The required long-term operation with minimum demand of maintenance strongly advocates for free-piston solutions. Stringent economic criteria impose products which are suited for industrial mass production. These free piston systems must remain as simple as possible and operate in a stable mode (under full- and part-load conditions) without relying on sophisticated control systems.

In the past decades, different engine configurations were conceived, essentially by highly specialised laboratories. Manufacturers of heating equipment observed these developments for many years, without making any substantial contribution to the basic engine development phase. In the past 2 years, several major European heating equipment suppliers concluded licence agreements for the manufacture of such engines. Since then, hundreds of field test engines were built and their reliability tested. Industrial preoccupations became predominant for achieving long, maintenance-free operating periods of engines which may be produced in series at affordable cost.

This radical change of attitude of the main actors was obviously triggered by the recent, considerable increase of fossil fuel cost, making it mandatory to apply more efficient heating technologies than in the past. With the substantial effort spent for industrialising these products, it is only a matter of time for these products to appear on the market. Unfortunately, the considerable economic pressure associated with this effort hampers the
basic engine development necessary to bring this technology to its full maturity.

In the following, a particular engine concept will be explained, which has been developed by a small team over many years. This independent position makes it possible to assess the basic engine technology proposed by competitors and to point out some of the technical shortcomings, where further conceptual improvements of these engines appear to be mandatory. Some economic considerations may help to better assess the market position of small-scale CHP-units on the future heating equipment market.

2. Single Free-Piston Stirling Engine

A new free-piston Resonance-Stirling concept has been conceived, which is well suited for the above-described purposes. The concept is derived from former work on a Vuilleumier system (an integrated Stirling unit with an engine part driving a heat pump) making use of a resonance tube, which in part was investigated in collaboration with Prof. D. Favrat at EPFL in Lausanne. With the recent development of efficient linear electric generators, engine units producing electricity appear more favourable than Vuilleumier systems.

The proposed engine comprises one single displacer-power piston, which is directly coupled with the moving magnets of the linear generator. The displacer part separates the working volume into a hot expansion space and a cold compression space, which communicate one with each other through heater tubes, a regenerator and a cooler (see fig. 1). By the sole piston movement, the pressure of the working gas varies in phase with this movement, what precludes that any work will be produced.

A conveniently shaped and tuned resonance tube is appended to the variable compression volume. A standing pressure wave is set up in the tube, with a considerably higher pressure amplitude than the initial wave induced by the piston displacement. Highest pressure amplitudes are set up in the Stirling compartment under resonance conditions; these waves are delayed against the exciting pressure variation by a quarter cycle period. By their action, compression occurs in the Stirling compartments when the cold compression volume is large, expansion when the hot expansion volume is important. The resonance tube exerts a purely mechanical action upon the gas, serving as an impedance of the oscillating circuit formed by the Stirling volumes and its piston. The phase of the pressure variation is shifted against the volume variation, in a way that work is produced.

![Prototype Stirling Engine](image-url)
2.1. Free Piston

The free piston is arranged between the hot expansion volume and the cold compression volume. The piston rod section corresponds approximately to half the total piston area, reducing the compression volume and its cyclic variation accordingly to half of the expansion volume. The piston movement thus induces a relatively small periodic pressure change (but which then is augmented by the resonance wave).

The piston is elastically suspended by planar flexure springs, maintaining it precisely centred within its cylinder. Contact-free clearance seals may be used, which are little exposed to wear; reliable operation for long periods with low demand in maintenance may be expected.

A major advantage of the proposed system results from the fact that only one piston needs to be centred relative to its cylindrical housing. This considerably simplifies the manufacture of the units, as well as their accurate assembly.

2.2. Resonance Tube

The tube is dimensioned for its operation at the desired resonance frequency, which also corresponds to the piston frequency. In appropriately shaped tubes (section as a function of the tube length), standing waves with periodic, nearly sinusoidal pressure variations are obtained. The resonance tube losses correspond to flow friction losses of the periodic gas movement within the tube.

The developed concept comprises a single resonance tube passing axially through the linear electric generator. In this way, side forces are minimised and do not impair the dynamic movement of the piston. In addition, this single tube can be bent and arranged within a compact volume.

When exciting a standing pressure wave in a simple tube, lowest resonance frequency is reached when half a wavelength is established over the tube length (velocity nodes at both ends). By appending an appropriately dimensioned Helmholtz volume to the free tube end, its length is further shortened. Also, the system may be operated with a heavier working gas than helium, having a correspondingly lower sound velocity. The optimum working gas needs to be selected as a compromise between the losses in the Stirling compartment and in the tube. Suitable solutions were determined for He/N2 gas mixtures with molecular masses of between 10 and 16. For an operation at 50Hz frequency, the optimal tube length then lies between 1.50 and 2.00m. These lengths are acceptable when considering that the tube may be placed within standard casing dimensions of the heating equipment.

The use of gas mixtures considerably facilitates the tuning of the system: the tube may be brought to resonance at the selected operating frequency by adjusting the molecular mass of the working gas; the free piston itself may then be tuned by adjusting the gas pressure. Once the system is sealed, it operates at its design frequency, exactly under resonance conditions.

2.3. Electric Linear Generator

A new electric generator has been conceived, which is specifically adapted for the operation with the existing prototype Stirling engine. It consists of a set of electric coils arranged coaxially within a mobile support cylinder, which is equipped with permanent NdFeB – magnets. This cylinder is appended directly upon the displacer-power piston and is guided at both ends by planar flexure bearings. Their restoring force action are further augmented by means of additional mechanical and/or magnetic springs. The electric windings are closely packed and fully embedded within radial stator iron sheets.

Performance measurements were made on a separate test bench, yielding an electric power output of 1500 W at an amplitude of +/- 11 mm, with a measured electric efficiency of between 80 and 83%.

3. Prototype Engine

A first prototype engine was built with a nominal electric power output of 1.5 kWEL at a frequency of 50Hz (see fig. 1). Average gas pressure is 2.5MPa. At nominal stroke of 22mm, the displaced expansion volume...
is 220cm$^3$, the displaced compression volume 115cm$^3$.

The engine is equipped with a commercially available FLOX-burner of 15kW$_{TH}$ nominal power rating. The reliable operation of this heating source, delivering an exactly adjustable heat output, considerably facilitated the start-up operations. In fact, a smaller burner with only 9kW$_{TH}$ power output would be better suited for the prototype and might be more efficient.

By recirculating flue gas within the combustion chamber, the combustible mixture is diluted and burns completely, without producing any noticeable NOX$\_\text{out}$ output. A minimal excess air is required and the exhaust gases are cleaner than those produced in standard heating equipments; these burners are particularly well suited for their use in residential areas.

3.1. Experimental results

For starting up the engine, the heater tubes need to be heated above 500°C; the displacer-power piston is then excited electrically and put into a small, oscillating movement, which immediately is enhanced by the onset of the Stirling process. The engine can then be adjusted by varying the working gas pressure and its composition, for an operation at exactly 50 Hz.

The electric power output depends upon the heating power input and the electrically controlled piston amplitude. Nominal power output of 1500 W was achieved with an overall efficiency (electric output/heat input of consumed propane gas) of $\eta_{\text{TOT}} = 15.5\%$. A pressure variation up to $\pi = p_{\text{MAX}} / p_{\text{MIN}} = 1.35$ is reached, what corresponds to the design value of the unit. The piston amplitude was +/- 11 mm, which closely meets the analytical predictions.

By reducing fuel gas supply, the electric power output is reduced proportionately, down to about half the nominal power rating. In this range, the heater tube temperatures drop only by 60 to 80°K and the engine efficiency remains virtually constant. The frequency and the piston amplitude, hence the voltage output can be kept constant, making this concept ideally suited also for part-load operation.

The efficiency measured on the basis of the cooling water output amounts to $\eta_{W} = 22 - 24\%$, indicating a heater efficiency in the range of $\eta_{\text{HEAT}} = 65 - 70\%$.

3.2. Further envisaged development

The experimental results obtained are highly satisfactory when considering that this assembly was the first power engine built according to the described concept. A number of improvements have been identified, which successively will be incorporated into the system, essentially in view of further augmenting the engine efficiency:

- the resonance tube will need to be adjusted in view of lowering its associated losses;
- a randomly packed wire regenerator has been used, which should be replaced by a mesh structure, ensuring a more uniform flow distribution, hence an improved thermal performance;
- the existing displacer-power piston is provided with mechanical ring seals, which will need to be replaced by contact-free leakage seals;
- by equipping the unit with an insulating shroud for noise abatement, heat released from the heater head will be recovered and serve to preheat the combustion air.

By adopting these measures, it is expected that the initial objective of building a 1.5kW$_{EL}$ engine with 20 to 22% overall efficiency may be reached. Hereby, the engine must remain as simple as possible. Several machines will then have to be built and fully equipped for performing prolonged field tests under real operating conditions.

3.3. Comparison with competing technologies

In all free piston Stirling engine projects, major emphasis needs to be put on improving the performance figures. Their electric power output, hence their economic value considerably depend on these figures, which still remain well below achievable limits. Furthermore, long-lasting reliable operation, and low manufacturing costs are decisive factors which will determine the commercial success of these units.
Major advantages attributable to our concept may be summarised as follows:

- only one mechanical piston is necessary, what considerably reduces the problems associated with contact-free leakage seals of the piston(s);
- the engine can be operated at full load or under part-load conditions, simply by adjusting the fuel supply to the engine. Its operation can be adjusted with great flexibility to the power needs of the dwelling;
- no sophisticated engine control system is required, neither for the start-up phase, nor for maintaining steady-state operation. The engine operation depends on external parameters and is entirely stable.

This latter argument is of major importance, deserving some more detailed explanations:

In conventional free-piston Stirling systems, the engine operation is controlled by means of the linear generator which is coupled to the power piston, as well as by the fuel supply to the burner. The displacer piston movement may only be influenced indirectly by these control functions, hence also the mass flow through the regenerator and the periodic heat exchange between the working gas and the matrix material. The pressure amplitude depends directly upon this heat exchange, what in turn affects the displacer piston movement, an interdependency that tends to an unstable behaviour of the entire system.

Intelligent and rather complex control systems have been conceived [4, 5] which are able to surmount these difficulties. Nevertheless, if laboratory units have been shown to operate in a stable mode, it is supposed that this inherent difficulty strongly hampers the commercialisation of these systems, which will have to operate trouble-free for decades.

In the proposed single-piston engine, the **displacer movement is controlled directly by the associated linear electric generator**. The stability of the periodic process is considerably improved, what simplifies the engine control. This also permits to conceive these units for an operation at higher pressure amplitudes than conventional engines, hence with higher power densities.

The inherent problem of the single-piston units is related with the resonance tube; even if the tube can be bent, the overall packaging volume is larger than for conventional free piston units. In addition, the periodic flow pressure drop in this tube represents a non-negligible performance loss. A major development effort is presently devoted to reduce the drawbacks of the proposed concept.

4. Economic Appreciation

Decentralised CHP-units must comply with many requirements which are listed in the introduction of this paper. Only rather simple concepts with a low demand for maintenance, manufactured in large series at low cost may be sold successfully in the highly competitive heating equipment market.

The energetic benefit of a decentralised CHP can most suitably be appreciated when considering its operation in combination with a heat pump (HP). The CHP and the HP-units normally operate at similar power levels, according to the heat demand of the respective homes. Seasonal electric peak demand of HP can thus be alleviated by supplying electric energy from CHP. The overall savings can then be appreciated on hands of the thermal energy balance of the following scheme:

![Fig 2. Energy balance of a CHP-unit driving a Heat Pump (HP)](image-url)
With an assumed electric conversion efficiency of 25%, the combined CHP and HP system produces 1.75 to 2 times more heating energy than released by combustion. The fuel savings are comprised between 42 and 50%, attributable to the CHP as well as to the HP. With an electric efficiency of the CHP-unit of only 20%, the realised energy savings still amounts to 37 - 45% (lower figures of the scheme indicated in brackets).

CHP thus play a complementary role to HP. These units can easily be installed in houses as a retrofit to existing heater systems. As compared to HP, CHP supply higher heating temperatures without reducing efficiency; they are suitable for equipping many existing buildings.

The indicated energy savings become important when considering the threatening shortage of fossil fuel. Also, production of electricity at home (as a by-product of heating) will make it possible to partly refuel hybrid cars. This represents a highly attractive economic perspective, which undoubtedly will strongly promote the introduction of this heating technology.

5. Conclusion
The past century, characterised by an indiscriminate consumption of the fossil fuels, precluded the widespread use of Stirling engines. Their development proves to be demanding, particularly when considering the many requirements imposed by the competition with the traditional heating equipment industry.

Only during the past 5 years, since the Kyoto Agreement came into force, a more serious effort may be observed to conserve energy on a world-wide basis. The enhanced public awareness of threatening climate change effects and of the dwindling fossil fuel reserves provide new opportunities for conceiving improved energy conserving technologies.

The recent doubling of fuel cost within one single year give a considerable incentive for promoting CHP-units for residential homes. The customer is knocking at the doors and the product will be ready in a foreseeable future. It may be expected that within the next few years small CHP-units will replace as retrofit many conventional, fossil-fired heating equipment.

The speed at which these CHP will be introduced on the market will largely depend on the realised energy savings, hence their efficiency, but also on their reliable operation. The potential for future improvements remains considerable and successful products will have to undergo a maturing process. New engine concepts, offering improved performances and good reliability will continue to attract industrial promoters. Qualities like flexible part-load operation, adjustable to the heat and electricity demand of the home, will play an ever growing role.

Scale-up to larger units, which may then be applied in multi-family homes will be the consecutive step of development. This would immediately pave the way for operating these units also with regenerative energies (biomass and solar).

Acknowledgement: The present development has been carried out on behalf of the private Swiss foundation ESMOG. The encouragement received from the members of this foundation and their financial support are highly appreciated.
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Abstract: An irreversible solar-driven Stirling heat engine system is established, in which not only radiation-convection heat losses from the solar collector to ambience but also the regeneration loss and other irreversibilities of the heat engine cycle are taken into account. Based on thermodynamic analysis and the optimal control theory, the optimum relationship between the overall efficiency of the solar-driven Stirling heat engine system and the operating temperature of the collector is derived and the related performance bounds and design parameters are evaluated and determined. Moreover, the effects of several important parameters including the compositive factor $c_1$, the regenerative factor $a$ and the radiation and convection heat loss coefficient ratio $\rho$ on the optimal performance characteristics of the system are investigated in detail. The results obtained here may provide some theoretical bases for the optimal parameter design of solar-driven heat engines.
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1. Introduction

Of the renewable energy sources, solar energy is one of the most abundant energy sources and more and more attentions have been paid to it. A number of novel conceptive designs and apparatus for exploiting and applying solar energy have been investigated from both theory and experiment in recent years. Solar-driven heat engines are one of the most important apparatus which can convert solar energy to work as electricity or heat [1-5]. Some scholars explored the performance characteristics of solar-driven Carnot [6], Brayton [7, 8], Ericsson [9] and Braysson [10, 11] heat engines and employed the radiation heat transfer law to the heat transfer process of the high temperature side. These investigations, which have further included radiation heat losses besides the other irreversibilities in the heat engine cycles, can reveal the effects of multi-irreversibilities on the performance characteristics of the solar-driven heat engines and are closer to the practical solar-driven heat engine systems.

The solar-driven Stirling heat engine cycle is one of the most actual solar-driven heat engine cycles and some performance characteristics have also been investigated by some scholars [12-16]. For example, Chen [13] and Wu [16] studied the effects of imperfect regeneration and heat-transfer irreversibilities on the optimal performance of the solar driven Stirling heat engines. However, the radiation heat loss of the solar collector was not considered in these investigations. In fact, for those solar-driven heat engines or other solar thermal equipments operating at high temperatures [17], it is necessary to consider the radiation heat loss in the investigation of analyzing and evaluating their performance characteristics. Therefore, for the optimal parameter design and performance improvement of the solar-driven Stirling heat engine, it is a significant work to take multi-irreversibilities including the radiation-convection heat losses of the collector into account.

In the present paper, an irreversible solar-driven Stirling heat engine system is modeled, in which multi-irreversibilities including not only the finite-rate heat transfer between the collector and the cyclic working fluid and between the cyclic working fluid and the ambience but also radiation-convection heat losses from the solar collector to the ambience are taken into account. On the basis of thermodynamic analysis and the optimal control theory, the analytical expressions for the overall efficiency of the solar-driven Stirling heat engine system and the operating temperature of the collector are derived and the related performance bounds and design parameters are evaluated and determined. The effects of several important irreversible parameters on the performance
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characteristics of the system are also investigated in detail.

2. A Stirling heat engine cycle and its mathematical description

It is well known that a Stirling heat engine cycle consists of two isothermal and two constant-volume branches. When the cyclic working fluid is an ideal gas, the amounts of heat \( Q_1 \) absorbed from the hot reservoir at temperature \( T_h \) and \( Q_2 \) released to the heat sink at temperature \( T_c \) by the working fluid during the two isothermal processes are, respectively,

\[
Q_1 = nRT_1 \ln\left(\frac{V_2}{V_1}\right) \quad (1)
\]

\[
Q_2 = nRT_1 \ln\left(\frac{V_2}{V_1}\right) \quad (2)
\]

where \( n \) is the mole number of the working fluid, \( R \) is the universal gas constant, \( T_1 \) and \( T_2 \) are the temperatures of the working fluid in the two isothermal branches, \( V_1 \) and \( V_2 \) are the volumes of the working fluid along the constant-volume heating and cooling branches, as shown in Fig. 1. It is assumed that heat transfer between the working fluid and the two heat reservoirs obeys Newton’s law, so that one has

\[
Q_t = k_1(T_h - T_1)t_1 \quad (3)
\]

\[
Q_t = k_2(T_2 - T_c)t_2 \quad (4)
\]

where \( k_1 \) and \( k_2 \) are, respectively, the thermal conductances between the working fluid and the high and low temperature heat reservoirs, and \( t_1 \) and \( t_2 \) are the corresponding heat transfer times.

It should be pointed out that the two constant-volume branches are generally used as two regenerative ones and the regeneration is implemented by means of a regenerator. In fact, owing to finite-rate heat transfer, the regenerative loss is inevitable and may be modeled as [13,18]

\[
\Delta Q = x n C(T_1 - T_2) \quad (5)
\]

where \( C \) is the mole heat capacity of the working fluid, \( x \) is the fractional deviation from perfect regeneration, and \( x = 0 \) indicates perfect regeneration.

Owing to the existence of regenerative loss, the net amounts of heat \( Q_{h1} \) and \( Q_{h2} \) absorbed from the hot reservoir and released to the heat sink per cycle are given by

\[
Q_{h1} = Q_1 + \Delta Q \quad (6)
\]

\[
Q_{h2} = Q_2 + \Delta Q \quad (7)
\]

respectively.

For the convenience of calculation, it is assumed that the time spent on the regenerative branches is proportional to that of the isothermal ones, i.e. [15]

\[
t_{h1} = b(t_1 + t_2) \quad (8)
\]

where \( b \) is a proportional constant. Thus, the cyclic period

\[
t = t_{h1} + t_1 + t_2 = (1 + b)(t_1 + t_2) \quad (9)
\]

From Eqs. (1)-(7) and (9), one can derive the efficiency of the Stirling heat engine

\[
\eta = \frac{T_1 - T_2}{T_1 + a(T_1 - T_2)} \quad (10)
\]

and the average rate of heat supplied by the high temperature reservoir [13]

\[
q = \frac{Q_{h1}}{t} = \frac{T_1 + a(T_1 - T_2)}{(1 + b)(T_1 / (k_1(T_h - T_1)) + T_2 / (k_2(T_2 - T_c)))} \quad (11)
\]

where \( a = n C / [R \ln(V_2 / V_1)] \) which may be called as the regenerative factor. It may be proven from Eqs. (10) and (11) that for a given \( q_h \), the maximum efficiency of the Stirling heat engine is given by
\[ \eta = \frac{q_h / (1+a)T_c + (2+a)T_c - T_e}{(1+a)[q_h / k - (1+a)T_h + (2+a)T_e - T_c] - 2(1+a)T_c} \]

where
\[ T_c = \sqrt{[(1+a)T_h + aT_e - q_h / k] + 4a(1+a)T_c} \]
\[ k = \frac{k_1}{(1+b)(1+\beta)} \quad \text{and} \quad \beta = \sqrt{\frac{k_1}{k_2}}. \]

3. The overall efficiency of the solar-driven Stirling heat engine system

A solar-driven Stirling heat engine system consisting of a solar collector and a Stirling heat engine is shown in Fig.1, where the solar collector acts as the high temperature reservoir and supplies thermal flow \( q_h \) to the Stirling heat engine. The overall efficiency of the solar-driven Stirling heat engine system
\[ \eta = \frac{P}{IA_c} = \frac{q_h}{IA_c} \quad \text{is the efficiency of the solar collector,} \]
\[ \eta = \eta_h / IA_h \]

where \( \eta_h = q_h / IA_h \) is the efficiency of the solar collector, \( I \) is the solar irradiance, \( A_c \) is the aperture area of the collector, and \( P \) is the power output of the heat engine.

For a solar collector, when the radiation-convection heat losses from the solar collector to the ambience are considered, the energy balance equation and the efficiency of the collector may be written as [11]
\[ q_h = \tau \alpha IA_c - \sigma \varepsilon A_c (T_h^4 - T_e^4) - U_c A_c (T_h - T_e) \]
\[ \eta_c = q_h / (IA_c) = \tau \alpha D \]

where \( D = 1 - M_2 \left[ \rho (T_h^4 / T_e^4 - 1) + (T_h / T_e - 1) \right] \)
\[ \rho = M_1 / M_2 \]
\[ \sigma = \sigma \varepsilon A_c \]
\[ M_2 = U_c / (\alpha d F) \]
\[ F = A_c / A_e \]
\[ \alpha \]

are, respectively, the concentration ratio and the absorber area of the collector, \( \tau \alpha \) is the effective transmittance-absorbance product, \( \varepsilon \) is the effective infrared emittance of the absorber plate, \( \sigma \) is the Stefan-Boltzmann constant, and \( U_c \) is the convective heat loss coefficient.

Using Eqs (12) and (16), one can obtain the overall efficiency of the solar-driven Stirling heat engine system as follows

\[ \eta = \frac{c_1 D - (1+a)T_h + (2+a)T_e - T_c}{(1+a)[c_1 D - (1+a)T_h + (2+a)T_e - T_c] - 2(1+a)T_c} \]

where \( c_1 = \tau \alpha IA_h / k \), which depends on the heat-transfer coefficients and the other parameters and may be called as a compositive factor.

4. The optimally operating temperature of the solar collector

The efficiency of the solar collector decreases as its operating temperature \( T_h \) increases, whereas the efficiency of the Stirling heat engine increases as \( T_h \) increases. Therefore, there exists a maximum overall efficiency \( \eta_{\text{max}} \) of the solar-driven heat engine system when the operating temperature \( T_h \) of the collector attains its optimum value \( T_{h,\text{opt}} \).

Using the extreme condition \( d\eta / dT_h = 0 \) one can derive the optimally operating temperature of the collector, which is determined by
\[ (T_{h,\text{opt}}^2 - 2T_{h,\text{opt}} - 2T_e c_1 D)D + 2T_e D[T_e - (1+a)] = 0 \]

where \( T_{h,\text{opt}} = c_1 D - (1+a)T_h + (2+a)T_e - T_c \)
\[ D = 4M_1 T_h^3 / T_e - M_2 / T_e \]
\[ T_e = (1+a)T_h - aT_e - c_1 D \]

Using Eq. (18), one can, in principle, solve out the optimally operating temperature \( T_{h,\text{opt}} \) of the collector. Furthermore, substituting \( T_{h,\text{opt}} \) into Eq.(17), one can attain the maximum overall efficiency \( \eta_{\text{max}} \) of the solar-driven Stirling heat engine system. However, Eq.(18) is a transcend equation and it will be dealt with by means of the numerical calculation.

5. Discussion

Equations (17) and (18) are two important analytical expressions of the solar-driven Stirling heat engine system. Based on Eqs. (17) and (18), the effects of some important irreversible parameters on the performance characteristics of the solar-driven Stirling heat engine system may be analyzed and discussed through the numerical calculation technology.
5.1 Influence of the parameter $c_i$

Figure 2 shows that the overall efficiency of the solar-driven Stirling heat engine system decreases as the parameter $c_i$ increases for a set of other given parameters. This is natural, because $c_i$ is inversely proportional to the equivalent thermal conductance $k$ such that when $k$ decreases, $c_i$ increases. Thus, the heat supplied to the Stirling heat engine by the collector for a small $k$ or a large $c_i$ is fewer than that for a large $k$, so that the overall efficiency of the system becomes smaller. Moreover, it can be seen from Fig.2 that the larger $c_i$ is, the higher the optimally operating temperature of the collector. In this case, the maximum overall efficiency of the system becomes smaller. For example, when $c_i=10, 100, 200,$ and 400, $\eta_{\text{max}} \approx 0.279, 0.254, 0.229$ and 0.188. Furthermore, Fig.3 also shows the variations of $\eta_{\text{max}}$ and $T_{h,\text{opt}}$ with the parameter $c_i$.

Fig 2  The $\eta \sim T_h$ curves for different $c_i$, where $T_i = 300 \, \text{K}$, $a=0.1$, $M_s=0.2$, and $\rho = 0.02$ are chosen

5.2 Influence of the parameter $a$

It can be found from Fig 4 that the maximum overall efficiency of the solar-driven Stirling heat engine system is a monotonically decreasing function of the parameter $a$. The more the heat losses among the cycle processes are, the lower the efficiency $\eta_h$ of the Stirling heat engine, and this will result in lower overall efficiency of the system. Therefore, it is clear that decreasing the regenerative loss coefficient $x$ or the parameter $a$ will be beneficial to the performance improvement of the

5.3 Influence of the parameter $\rho$

Since the heat loss coefficients of the collector are two important parameters, one should pay more attention to them. Figure 5 shows the effects of the radiation and convection heat loss coefficient ratio $\rho$ on the $\eta \sim T_h$ curves. It can be seen from Fig.5 that for a given $M_s$, both $\eta_{\text{max}}$ and $T_{h,\text{opt}}$ decrease as the parameter $\rho$ increases. For example, when $\rho = 0.001, 0.005, 0.02,$ and 0.1, $\eta_{\text{max}} = 0.313, 0.303, 0.279,$ and 0.221 for $M_s = 0.2$. Moreover, the variations of the maximum overall efficiency $\eta_{\text{max}}$ of the system and the optimally operating temperature $T_{h,\text{opt}}$ of the collector with
the parameter $\rho$ are shown in Fig.6. Figure 6 indicates that both $\eta_{\text{max}}$ and $T_{h,\text{opt}}$ decrease as the parameter $\rho$ increases.

$$\eta = \frac{\alpha D (c_1 D - T_h + T_e)}{c_i D - T_h}$$  \hspace{1cm} (21)

$$0 = (2 T_{e,\text{opt}}^* - T_h T_{e,\text{opt}} - T_e c_i D) D' + T_e D (2 - c_i D)$$  \hspace{1cm} (22)

where $T_{e,\text{opt}}^* = c_i D - T_h + T_e$. In this case, there does not exist any regenerative loss in the solar-driven Stirling heat engine and the corresponding $\eta - T_h$ curve with $a = 0$ is shown in Fig. 4.

7. Conclusions

The irreversible solar-driven Stirling heat engine system is put forward. The overall efficiency $\eta$ of the system is analyzed and optimized with respect to the operating temperature $T_h$ of the solar collector. The optimal values of some important parameters such as the optimally operating temperature $T_{h,\text{opt}}$ of the collector, the maximum overall efficiency $\eta_{\text{max}}$ of the system are determined by a set of characteristic curves. The effects of three parameters $c_i, a$ and $\rho$ related to irreversibility on the optimal performance of the system are analyzed and discussed through the numerical calculation technology. The results obtained are more general than those in literature and may provide some bases for the parameter design and performance improvement of solar-driven heat engines.
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Abstract: The rising cost of energy and the global warming in recent years have highlighted the need of more advanced systems with higher efficiency and less gas emissions. Consequently, plenty of researches have done on waste heat recovery and renewable sources of energy recently. The target of the present research is feasibility study of heat recovery in automobiles' paint ovens and designing an efficient system to use the lost energy. Research has been carried out on the theory, evaluating the amount of lost and available energy through Thermodynamics and heat transfer principle and choosing applicable design and construction of heat exchanger, especially for their use in ovens for energy recovery, reduction of air pollution and environmental conservation. Experimental measurements were done for data gathering in the case study of ovens in paint shop of Iran Khodro Industrial which is the oldest and biggest automotive corporation in the Middle East. Based on a feasibility study, a system to use this recovered energy was designed. This is then followed by cost analysis of this project which showed economical benefits of the project. The investment return period of the project is also determined.

Keywords: Heat Recovery, Paint Oven, CHP, Exhaust Gas

1. Introduction
The availability of energy plays an important role in the development and prosperity of a nation. In recent years, waste heat recovery and renewable energy sources, are receiving a great deal of attention. To produce heat in industrial processes, fuel and electricity is taking advantage in a plenty amount. Some part of this heat gets out of system as mortality heat and comes into environment. Most of the heat recovery systems transfer the heat from high sources to low ones. The recovered heat may be used for preheating of entering current or used in the HVAC systems. Typical examples of pre heating are combustion air, space heating, or pre-heating boiler feed water or process water. With high temperature heat recovery, a cascade system of waste heat recovery may be practiced to ensure that the maximum amount of heat is recovered at the highest potential. Waste heat can be re-consume for produce electricity and running pumps, fans, and other mechanical equipment. There are many works on heat recovery in buildings, Fehrm et al. [1] have presented different means of heat recovery from the ventilation system, and discussed the benefit for the environment by using heat pumps for heat recovery from exhaust air in buildings. In their study, on the basis of the measured energy consumption for space heating, ventilation and domestic hot water production, a forced ventilation system featuring a heat pump reduces final energy consumption by 20\% and primary energy consumption by 20\% when compared installation work is inadequate or the use of heat from the heat recovery system is not given priority. Talom and Beyene [2] modified a three ton absorption chiller and matched it to a 2.8 L V6 internal combustion engine. They prove that the concept is feasible by the experiments which are conducted on the system. The concept could be used for refrigeration and air conditioning of transportation vehicles. El-Baky and Mohame [3] have experimented changing of inlet temperature of fresh air and discussed its results on temperature changes of fresh and return air and heat transfer, also they studied on effects of mass flow rate ratio for both evaporator and condenser sections of heat pipe heat exchanger for air conditioning. Regarding to their results, the enthalpy ratio between the heat recovery and conventional air
mixing is increased with increasing the inlet fresh air temperature and decreased with increasing mass flow rate of return air. Moreover, the heat recovery is increased with increasing inlet fresh air temperature and attained about 85%. Messerer et al. [4] have presented a novel approach for small wood-fired appliances for heat recovery from combustion exhaust. They demonstrate the applicability of specially designed heat exchangers for simultaneous heat recovery and efficient combustion particle deposition. Lui et al. [5] developed a looped separate heat pipe (SHP) as waste heat recovery facility for the air-conditioning exhaust system. A one-dimensional steady-state model was developed to calculate the upper and lower critical values of the SHP operation envelope as a function of the initial filing ratio. Their separate heat pipe heat recovery facility was made of two flat-plate heat exchangers sealed by four copper bars, which could not only enhance the heat exchange rate greatly, but also suppress the reduction of heat recovery efficiency due to compact thermal resistance between fins and tube surface. Furthermore, it also made the course of manufacture simply. Franco and Giannini [6] analyzed the use of a particular kind of compact heat exchanger for heat recovery steam generators(HRGS), their analysis was based on the e-NTU method seems useful in order to optimize both the single HRSG section and a complete HRSG. It was concluded that increasing in HRSG performance can be obtained if the minimization of the total pressure drop on the gas side and the minimization of the weight are considered as design objectives for the two optimization steps with respect to a preliminary design. Cenusa et al. [7] analyzed HRSG performance based on both performance and the capital cost of heat transfer area. Zhang and Zhuang [8] introduced some typical cases of industrial applications which included the equipment for the waste heat recovery and the industrial process equipment. Yang et al. [9] developed a method for using heat pipe heat exchangers for heating applying automotive exhaust gas. Soylemez [10] estimated the optimum heat exchanger area for energy recovery applications. His method claims a feasible solution range not an exact result. The formulation seems to be helpful, especially for industrial applications which have high energy saving potential. Karthikeyan et al [11] have reported some preliminary trends regarding steam generation and work output for an industrial waste heat recovery based on cogeneration system.

The present study indicates a great scope to recover waste heat from various industries ovens and propose a methodology to use this recovered heat in pre-heating air combustion and water consumption. Indeed, this study focuses on paint ovens in an automobile manufacturing. Generally, paint process in automobile industry has three main stages namely pre-treatment, electro coating and drying [12]. First, the exterior surfaces and the cavities of each body are washed and become ready for painting. Then, during the Electro Deposition Coating (EDC) procedure the car body is dipped into a bath of lacquer and an electric potential between the car (cathode) and an anode is applied. Due to the local electric current density on the car body structure the lacquer adheres on the all internal and external body surfaces. Finally, the surface finishing coats have been applied on the car body. Then after each stage which are mentioned above, the surface of the car body must be dried. Industrial ovens are usually used for this purpose [13]. The paint process and utilization of ovens in this process are depicted schematically in Fig. 1.

It is obvious that a large amount of heat waste in these ovens via exhaust air. Recovery of waste heat from oven exhaust has a direct effect on the efficiency of the paint process in automobile industries. This is reflected by reduction in the fuel consumption, pollutant generation and process cost. So in this research a methodology is proposed which has been carried out on the theory, evaluating the amount of lost and available energy based on Thermodynamics and heat transfer principals and choosing applicable design and construction of heat exchanger, especially for their...
use in ovens for energy recovery, reduction of air pollution and environmental conservation.

Based on a feasibility study, an efficient system is designed to use this lost energy. This is then followed by cost analysis of this project which showed economical benefits of the project. The investment return period of the project is also determined.

2. Methodology

Understanding the process is essential for development of Waste Heat Recovery System (WHR). This can be accomplished by reviewing the process flow sheets, layout diagrams, combustion equation etc. Detail review of these will help in identifying sources and uses of waste heat, upset conditions occurring in the plant due to heat recovery, availability of space and dew point occurring in equipments, such as H₂O dew point. After identifying source of waste heat and the possible use of it, the selection of suitable heat recovery system and equipments is the next step. Natural gas is used for many industrial purposes, most of them involving combustion and having a heated exhaust stream. The amount of thermal energy remains in that stream varies widely, but probably it has average between 20% and 40% of the thermal energy budget. Combustion equation for theorectical natural gas in this case study which burns with 10% additional air is as below:

\[
\text{CH}_4 + 2.2\text{O}_2 + 8.27\text{N}_2 \rightarrow \text{CO}_2 + 2\text{H}_2\text{O} + 0.2\text{O}_2 + 8.27\text{N}_2
\]  

The volume rate and temperature of the discharges are the main effective parameters. A low-volume rate, high-temperature discharge is a more favourable target than a high-volume rate, low-temperature discharge. Not all of the heat is recoverable. Recovering low grade heat discharges less than 120°C is generally not practical with today’s technology. Discharges in the 200 to 400°C range may be near the condensing point of many vapors in the stream. Exhaust discharges above this temperature level are often good candidates for heat recovery using a variety of methods. Thus, the exhaust discharges have a potentiality of producing work. This work ability can be determined by considering of difference of exergy level of exhaust flow in respect to the environmental condition:

\[
\text{Obtainable Energy} = \psi_e - \psi_0
\]  

where \(e\) and \(o\) stand for exit and environmental conditions respectively. The exergy of exhaust flow calculated by [14]:

\[
h_{\text{mix}} = \sum y_i h_i
\]

\[
S_{\text{mix}} = \sum y_i S_i
\]

In which \(y_i\) is mass ratio. Due to the fact that the temperature of combustion products must not be lower than the temperature of its dew point because of distillation H₂O and production of acid, a maximum work ability which is obtainable from exhausted gases is computed by:

\[
\text{Maximum Obtainable Energy} = \psi_e - \psi_{dp}
\]

In which \(\psi_{dp}\) is the exergy of combustion products in dew point temperature. So the efficiency of 2nd law for exhaust gases can be calculated by [14]:

\[
\eta_{2\text{nd law}} = \frac{\psi_e - \psi_{dp}}{\psi_e - \psi_0}
\]

Energy of exhaust gases is transferred to inductor liquid with a heat exchanger for the purpose that it uses in an appropriate situation for pre-heating or heating consumable water. Different heat recovery systems can be used like Recuperative and Regenerative heat exchanger. Heat exchangers are so efficient for heat transfer from gas to liquid. Recuperative heat exchanger capture heat from exhaust gases and transfer it to incoming combustion air. They use metallic heat exchange surfaces to capture the heat through radiation and convection. Typical shapes are long concentric lengths of piping with the discharge gas in the inner part, or convective recuperators, with hot gases passing through small pipes in a large shape containing combustion air for pre-heating. A third group is regenerative heat exchanger, using a variety of methods to route the hot gas through a chamber, which is heated and rotated to serve as a route for supply air. In the present study, the specifications of the considered oven in the automobile manufacturing company are summarized in Table1.
Table 1. Paint oven of complement room, Specification of the oven’s production

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>% O₂</td>
<td>2.60</td>
</tr>
<tr>
<td>ppm CO</td>
<td>221.00</td>
</tr>
<tr>
<td>% CO₂</td>
<td>10.43</td>
</tr>
<tr>
<td>FT</td>
<td>310.40</td>
</tr>
<tr>
<td>ppm NOₓ</td>
<td>0.00</td>
</tr>
<tr>
<td>ppm SO₂</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Velocity of exhaust gas is measured by Testo 450 portable vane anemometer. In addition, measurement of the air velocity was performed using portable hot wire anemometer with an accuracy of ±0.1 m/s over the measuring range. Moreover, the products’ temperature during the curing process was measured through Dataq log with an accuracy of ± 0.5°C. Due to the qualification of the present case study, heating the consumption water was found more effective. Because of the fact that it needs less investment, it can be utilized in every season and it has an appropriate efficiency. The results of above explanation for selecting the applicable method for heat recovery are summarized in the below chart.

As it can be seen in the chart, shell and tube heat exchanger was selected for heating consumption water. Therefore, the 2nd law efficiency of the heat exchanger can be computed as below [14]:

\[ n_{2\text{nd law, heat exchanger}} = \frac{n_{\text{2nd law}}}{\left(\frac{m_w \psi_{2w}}{m_w \psi_{1w}} + m_a \psi_{2a}\right)} \]  

where, \( \psi_{2w} \) is the exergy of water after increase in its temperature and \( \psi_{1w} \) is the exergy of inlet water at environment temperature which is 25 °C.

**Design of heat exchanger**

Due to the selecting of heat exchanger for heat recovery process, the surface which is needed for heat transfer should be computed. At first heat flow rate for a particular increase in water temperature is calculated by [15]:

\[ q_w = m_w C_{pw} (T_{2w} - T_{1w}) \]  

In which \( m_w \) and \( C_{pw} \) are mass flow and special thermal volume of water respectively. Also 2 and 1 are related to the second and first condition of
water. The temperature of exhaust discharge ($T_{2\text{m}}$) can be calculated by below equation [15]:

$$q_{\text{eg}} = \dot{m}_{\text{eg}} C_{\text{p,eg}} (T_{\text{2eg}} - T_{\text{1eg}})$$  \hspace{1cm} (10)

In which $\dot{m}_{\text{eg}}$ indicates the exhaust gas.

For computing the surface of heat transfer thebelow equation is used [15]:

$$q = U A \Delta T_{\text{mean}}$$  \hspace{1cm} (11)

Where $U$ is the heat transfer coefficient and is defined by [15]:

$$U = \frac{1}{\frac{1}{h_{\text{w}}} + \frac{A_{\text{h}}}{2\pi K L \ln \left( \frac{T_{\text{2h}}}{T_{\text{1h}}} \right) + \frac{A_{\text{i}}}{A_{\text{o}}}}}$$  \hspace{1cm} (12)

where $h_{\text{w}}$ is convective heat transfer coefficient for water and $h_{\text{o}}$ is convective heat transfer coefficient for discharges and these computed by Nusselt Formula which is $h = \frac{N_u K}{d}$ [15].

Also $\Delta T_{\text{LMTD}}$ is logarithmic mean temperature difference and is defined by [15]:

$$\Delta T_{\text{mean}} = \ln \left( \frac{T_{\text{2m}} - T_{\text{1w}}}{T_{\text{1m}} - T_{\text{2w}}} \right)$$  \hspace{1cm} (13)

So the required pipe length in heat exchanger is obtained by $L = \frac{A_{\text{i}}}{\pi d_{\text{h}}}$.

Due to the selection of a shell and tube heat exchanger with fin, specifications of the fin such as thickness ($w_{\text{f}}$), height ($b$), inner and outer radius ($r_1$, $r_2$) can be obtained from related tables. Moreover, the efficiency of the surface of heat transfer with fin is computed by [15]:

$$\eta_{\text{wo}} = 1 - \frac{S_{\text{f}}}{S_{\text{i}}} (1 - \eta_{\text{f}})$$  \hspace{1cm} (14)

Where $S_{\text{f}}$ is external surface of heat transfer and is defined as below [15]:

$$S_{\text{f}} = S_{\text{f}} + S_{\text{u}}$$  \hspace{1cm} (15)

Also $S_{\text{f}}$ and $S_{\text{u}}$ are fin surface and tube surface of heat transfer respectively. These are calculated by [15]:

$$S_{\text{f}} = 2\pi r_2 w_{\text{f}} + 2\pi (r_2^2 - r_1^2)$$  \hspace{1cm} (16)

$$S_{\text{u}} = 2\pi r_1 (\delta - w_{\text{f}})$$

In addition $\eta_{\text{f}}$ in equation 16 is fin efficiency and can be obtainable from diagram for disk fin by $m$ and $\frac{r_2^2}{r_1^2}$ which $m$ is defined as [15]:

$$m = \frac{2k_{\text{o}}}{\sqrt{K_{\text{wo}}}}$$  \hspace{1cm} (17)

So total heat transfer coefficient will be defined as [15]:

$$U = \frac{1}{h_{\text{w}}} + \frac{A_{\text{h}}}{2\pi K L \ln \left( \frac{T_{\text{2h}}}{T_{\text{1h}}} \right) + \frac{A_{\text{i}}}{A_{\text{o}}}}$$  \hspace{1cm} (18)

In which $A_{\text{h}}$ and $A_{\text{i}}$ are external and internal surfaces respectively and are calculated by [15]:

$$A_{\text{h}} = S_{\text{f}} \times \frac{L}{\delta}$$  \hspace{1cm} (19)

$$A_{\text{i}} = \pi d_{\text{h}} L$$

3. Result and discussion

The oven which is considered is Electro Deposition(ED) paint oven. The specifications of the oven are shown in Table2.

<table>
<thead>
<tr>
<th>Table 2. Technical specification of ED paint oven</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
</tr>
<tr>
<td>Outer Width (m)</td>
</tr>
<tr>
<td>Inner Width (m)</td>
</tr>
<tr>
<td>Outer Height (m)</td>
</tr>
<tr>
<td>Amount of Exhausting Air (Nm³/hr)</td>
</tr>
<tr>
<td>Total Processing Time (min)</td>
</tr>
<tr>
<td>Total Number of Nuzzles</td>
</tr>
</tbody>
</table>

The result of exergy or potentiality of producing work is summarized in Table3.

<table>
<thead>
<tr>
<th>Table 3. Exergy and efficiency of the heat exchanger</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi_2 - \psi_{\text{w2}}$ (kJ)</td>
</tr>
<tr>
<td>$\psi_2 - \psi_{\text{w1}}$ (kJ)</td>
</tr>
<tr>
<td>$\psi_{\text{w2}} - \psi_{\text{w1}}$ (kJ)</td>
</tr>
<tr>
<td>$\eta_{\text{2nd law}}$</td>
</tr>
<tr>
<td>$\eta_{\text{2nd law heat exchanger}}$</td>
</tr>
</tbody>
</table>

Due to the 10°C increasing in water temperature, the result of ordinary heat exchanger design is summarized in Table4.
Table 4. Results of $\Delta T_{water} = 10^\circ C$ for ordinary heat exchanger

<table>
<thead>
<tr>
<th>Q (kW)</th>
<th>$T_{in} (^\circ C)$</th>
<th>$U(m^2 K/\text{W})$</th>
<th>$\Delta T_{mean} (^\circ C)$</th>
<th>$A_{heat	ext{,exchanger}} (m^2)$</th>
<th>L (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>29.055</td>
<td>266</td>
<td>15.457</td>
<td>274.11</td>
<td>6.825</td>
<td>136.83</td>
</tr>
</tbody>
</table>

In this case we have a long heat transfer's length so it cannot be acceptable because of limited area and dramatic decrease in pressure. Thus, the shell and tube heat exchanger which is more efficient was designed for $35^\circ C$ temperature increasing of water. The result is shown in Table 5. In regards to maintenance heat exchanger better and due to limited area, the whole capacity is divided to the two heat exchangers (8005W). Also 20 tubes with 2.5 meter long and 5/8 inch diameter are considered in each heat exchanger. Therefore, schematic view of the design is as figure 2.

Table 5. Results of $\Delta T_{water} = 35^\circ C$ for shell and tube heat exchanger

<table>
<thead>
<tr>
<th>Q (kW)</th>
<th>$T_{in} (^\circ C)$</th>
<th>$\eta_f$</th>
<th>$S_f (mm^2)$</th>
<th>$S_c (mm^2)$</th>
<th>$\eta_{opp}$</th>
<th>$U_{(m^2 K/\text{W})}$</th>
<th>$\Delta T_{mean} (^\circ C)$</th>
<th>$F(R,P)$</th>
<th>$A_{heat	ext{,exchanger}} (m^2)$</th>
<th>L (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>101.7</td>
<td>155.25</td>
<td>0.98</td>
<td>1988.38</td>
<td>168.33</td>
<td>0.9815</td>
<td>115.5</td>
<td>194.17</td>
<td>0.99</td>
<td>4.9169</td>
<td>98.6</td>
</tr>
</tbody>
</table>

By using heat exchanger, the amount of recoverable energy will be 366100kJ/hr. By considering natural gas and oil gas as the most prevalent fuels in ovens and their thermal value, scouring in fuel consumption will be 9.6154$m^3$/hr for natural gas which has a direct impression on increasing the efficiency of the oven by 6.1%. The total saving of the fuel is computed for 3,600 work hours in a year. Thus, it is 35096.2$m^3$ which is equivalent to 600S by considering the cost of fuel in Iran. Furthermore, the total executive cost would be 9,600S regarding to the cost of material and segments in Iran.

4. Conclusion

In this study, waste heat recovery from exhaust gas of automotive paint oven was considered by exergy, thermodynamics and heat transfer analysis. Regarding to the limitation of maximum dew point, the amount of recoverable heat was computed. Also appropriate devices and technology are obtained. Due to the using ovens in
several parts of cars' painting process, the amount of recoverable energy from these ovens is considerable. Therefore, this heat recovery has a myriad of benefits in diverse aspects. As the results of the study, the following remarks can be obtained:

The efficiency of the oven increased dramatically because of the considerable saving in fuel consumption. Consequently, investment on the fuel had a significant decreased. In addition, this waste heat recovery has a great role in declining the cost of pollution since for each m$^3$ of producing CO$_2$ about 100$ should be paid. It is necessary to evaluate the selected waste heat recovery system on the basis of financial analysis such as investment, depreciation, payback period, rate of return etc. Attending to the total cost of construction and execution for the designed system and the economized costs, payback period will be 16 years in Iran; however, by considering global costs it will be decreased to 2 years. The same analyses are considered for oil gas which is used in cold weather widely as ovens' fuel. The results are summarized in the following Table:

Table 6. Results of the study

<table>
<thead>
<tr>
<th></th>
<th>Thermal value(Kcal/m$^3$)</th>
<th>Total Saving (m$^3$)</th>
<th>Increase in efficiency of the oven (%)</th>
<th>Providence in the cost of fuel($)</th>
<th>Providence in the cost of pollution</th>
<th>Payback period (Iran)</th>
<th>Payback period (World)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural gas</td>
<td>9100</td>
<td>35096.2</td>
<td>6.1</td>
<td>600</td>
<td>165</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>Gas oil</td>
<td>88000000</td>
<td>36.2926</td>
<td>6.1</td>
<td>740</td>
<td>190</td>
<td>13</td>
<td>1</td>
</tr>
</tbody>
</table>
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Nomenclature

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>surface area[m$^2$]</td>
</tr>
<tr>
<td>b</td>
<td>fin's height[m]</td>
</tr>
<tr>
<td>$C_p$</td>
<td>special thermal capacity[$\frac{J}{kg \cdot ^\circ C}$]</td>
</tr>
<tr>
<td>d</td>
<td>Diameter[m]</td>
</tr>
<tr>
<td>h</td>
<td>enthalpy [$\frac{J}{kg}$]</td>
</tr>
<tr>
<td>$h$</td>
<td>convective heat transfer coefficient [$\frac{w}{m \cdot ^\circ C}$]</td>
</tr>
<tr>
<td>L</td>
<td>Length of heat exchanger[m]</td>
</tr>
<tr>
<td>m</td>
<td>Mass[kg]</td>
</tr>
<tr>
<td>q</td>
<td>heat transfer rate[w]</td>
</tr>
<tr>
<td>r</td>
<td>Radius[m]</td>
</tr>
<tr>
<td>S</td>
<td>Entropy [$\frac{J}{kg}$]</td>
</tr>
</tbody>
</table>

Greek symbols

- $s$: fin's area[m$^2$]
- $T$: Temperature[^\circ C]
- $\Delta T_{mean}$: logarithmic mean temperature difference[^\circ C]
- $U$: total heat transfer coefficient [$\frac{w}{m \cdot ^\circ C}$]
- $w_0$: Fin’s thickness[m]
- $\gamma$: mass ratio

Subscripts

- $s$: mixture
- $dp$: dew point
- $e$: exit condition
- $0$: environmental condition
- $w$: water
- $a$: air
- $eg$: exhaust gas
- $i$: inner
- $o$: outer
- $FT$: final temperature

www.ecos2010.ch
References


Energy and exergy analysis of an ethanol fueled solid oxide fuel cell power plant.

Yannay Casas\textsuperscript{a}, Luis E. Arteaga\textsuperscript{a}, Mayra Morales\textsuperscript{a}, Elena Rosa\textsuperscript{b}, Luis M. Peralta\textsuperscript{a} and Jo Dewulf\textsuperscript{c}.

\textsuperscript{a}Chemical Engineering Department. Central University of Las Villas. Road to Camajuaní Km 5.5. Santa Clara, c/p 54830, Villa Clara, Cuba.
\textsuperscript{b}Applied Chemistry Center, Central University of Las Villas. Road to Camajuaní Km 5.5. Santa Clara, c/p 54830, Villa Clara, Cuba.
\textsuperscript{c}Research Group ENVOC, Ghent University, Coupure Links 653, 9000 Ghent, Belgium

Telf: (53) (422)-81164 Fax: (53) (422)-81608

Abstract: A solid oxide fuel cell (SOFC) system integrated with an ethanol steam reforming stage is evaluated considering the first and second laws of thermodynamics. The irreversibility losses distribution and the plant energy and exergy efficiencies are studied under different process conditions (823<T<973K) and water to ethanol molar ratios (5<R_{AE}<6.5). The post combustion of the cell off gases for the heat recovery is also taken into account to maintain the system operation within the auto-sustainability boundaries. An increase of efficiency and irreversibility at the stack is reported when the reactants ratio is increased. The higher losses are placed at the steam reformer (280kW – 350kW) and the cell (400kW – 590kW) due to the combination of the chemical composition and stream conditions on chemical and physical components of the exergy.

Key Words: Exergy Efficiency, Fuel cell, Irreversibility, Steam reforming.

1. Introduction

Fuel cells are considered to be the propulsion system of the near future, since they can produce electricity without polluting the environment, and possess the necessary specific power, power density and durability to replace conventional internal combustion engines from their current applications [1]. In recent years, the solid oxide fuel cell (SOFC) running on pure hydrogen or crude gases has drawn great attention, due to its high efficiency and degree of integration even with turbine cycles [2-4]. SOFCs support internal conversion of light hydrocarbons, alcohols and carbon monoxide without using noble metals as electrodes [1,2,5].

A traditional method to study a power generation system is the energetic analysis applying the first law of thermodynamics; it has been widely used to assess the solid oxide fuel cells. In that paper the effect of the steam reforming kinetic pattern was taken into account and the pinch methodology was applied to minimize the use of utilities. However, it is clear that instead, an exergetic analysis with exergy as the measure of the quality (useful part, transformable to work) of energy can be used to specify design optima which are different from those resulting from the energy conservation law [7].

In this sense Douvartzides et al. [9] developed an energy–exergy analysis in order to optimize the operational conditions of a SOFC power plant, considering only the hydrogen oxidation within the fuel cell, and rejecting the effect of the cell losses, in-situ methane reforming and carbon monoxide conversion. Moreover, Douvartzides et al. [8-9] did not take into account the effect of the kinetic pattern of the ethanol steam reforming (ESR) on syngas composition and instead they use the extent of the reaction (ε). The optimal condition was reached for a SOFC fuel utilization factor of 79.85%, an ethanol conversion of 100%, water to ethanol ratio 3:1 and no energy integration was developed.

The exergy analysis of an integrated internal methane reforming - solid oxide fuel cell - gas turbine (IRSOFC—GT) power generation system was performed by Pegah [10].
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The in-situ partial oxidation of methane and the electrochemical oxidation of hydrogen at the cell anode were taken as main reactions. Fuel cell off gas was used to feed a turbine fulfilling in this way the power requirements for fuel compression. The thermodynamic losses in each unit were calculated and no energy integration strategy was taken into consideration.

The use of renewable fuels coupled to SOFCs have been also reported by Panopoulos et al. [11-12] and Fryda et al. [13] which studied the exergy efficiency of a biomass steam gasification reactor integrated with a high temperature SOFC in a combined heat and power scheme.

In the present paper, the first and second laws of thermodynamics are combined to obtain a system configuration and optimal operational conditions for an external catalytic ethanol steam reformer coupled to a solid oxide fuel cell system. The system combines the renewable character of ethanol with the technical advantages of fuel cells to design a zero emission system with a high degree of efficiency. On the other hand, a detailed thermodynamic model for the evaluation of the SOFC is provided and a kinetic model is used to study the process and to design various scenarios considering variations of the reformer operational parameters.

Since the λSOFC ratio of the syngas fed into the anode is higher than two, no carbon deposition problems are supposed to occur on the anode of the SOFC and the in-situ methane reforming; this is studied using a kinetic reactor model which considers the power law pattern with a negative reaction order for water [23]. Moreover, the shift conversion of the carbon monoxide is simulated using a Gibbs reactor model (equilibrium), in this way the offgas composition is calculated rigorously and the energy recuperation in the post-combustor agrees with the real picture of the problem. The fuel utilization factor is defined by (Eq. 1).

The heat balance in the cell considers the heat consumed in the methane reforming and the heat produced by the electrochemical reaction and shift conversion.

\[
\eta_f = \frac{LHV_{\text{H}_2} + 4X_{\text{CH}_4}LHV_{\text{CH}_4} + X_{\text{CO}}LHV_{\text{CO}} - LHV_{\text{H}_2}}{LHV_{\text{H}_2} + 4X_{\text{CH}_4}LHV_{\text{CH}_4} + X_{\text{CO}}LHV_{\text{CO}}}
\]

The SOFC exhaust containing H\textsubscript{2}, CH\textsubscript{4}, O\textsubscript{2}, N\textsubscript{2}, CO, H\textsubscript{2}O, and CO\textsubscript{2} is cooled (to avoid NO\textsubscript{x} formation) and burned downstream in the post-combustion system. The post-combustion unit is modeled as an adiabatic conversion reactor (ConvReact) and the depleted heat is used to balance the energy requirements in the process.
3. Second Law Analysis

Exergy analysis is a thermodynamic method of using the conservation of mass and energy principles together with the Second Law of Thermodynamics for the design and analysis of thermal systems. The purpose of an exergy analysis is generally to identify the location, the source, and magnitude of true thermodynamic inefficiencies in a given process. Exergy is the maximum work that can be produced when a heat or material stream is brought to equilibrium in relation to a reference environment. In this study a temperature of \( T_0 = 298.15 \) K, pressure \( P = 1.013 \) bar and environment composition of 75.67 \% \( \text{N}_2 \), 20.35 \% \( \text{O}_2 \), 0.03 \% \( \text{CO}_2 \), 3.03 \% \( \text{H}_2\text{O} \) and 0.92 \% \( \text{Ar} \) are assumed as reference [18].

In the present article the exergy of each material stream is expressed as the sum of two components, physical and chemical; more precisely, the physical exergy expresses the useful work that a substance can produce when brought reversibly from its state to the “restricted dead state” and it can be written as:

\[
e_i^{\text{ph}} = (H - H_0) - T_0\left(S - S_0\right)
\]  

(2)

Chemical exergy is obtained when the components of the energy carrier are first converted to reference compounds and then diffuse into the environment, which is in reference (dead) state. For a gaseous stream flow, the molar chemical exergy \( (e_i^{\text{ch}}) \) of all species is given by the (2) Fryda et al. [13]:

\[
e_i^{\text{ch}} = \sum x_i \cdot e_i^0 + RT_0\sum x_i \ln(x_i)
\]  

(3)

No deviations between real environmental and reference conditions are considered. The standard chemical exergies of all components of each stream represented in the PFD (Fig. 1) are showed in the Table 1.

<table>
<thead>
<tr>
<th>Species</th>
<th>Formula</th>
<th>Stds. Chem. Exergy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitrogen</td>
<td>( \text{N}_2 )</td>
<td>720</td>
</tr>
<tr>
<td>Oxygen</td>
<td>( \text{O}_2 )</td>
<td>3970</td>
</tr>
<tr>
<td>Water</td>
<td>( \text{H}_2\text{O} )</td>
<td>1.171.10^4</td>
</tr>
<tr>
<td>Water</td>
<td>( \text{H}_2\text{O} )</td>
<td>3120</td>
</tr>
<tr>
<td>Carbon Dioxide</td>
<td>( \text{CO}_2 )</td>
<td>2.014.10^4</td>
</tr>
<tr>
<td>Carbon Monoxide</td>
<td>CO</td>
<td>2.754.10^5</td>
</tr>
<tr>
<td>Argon</td>
<td>( \text{Ar} )</td>
<td>1.169.10^5</td>
</tr>
<tr>
<td>Ethanol</td>
<td>( \text{C}_2\text{H}_5\text{OH} )</td>
<td>1.371.10^6</td>
</tr>
<tr>
<td>Ethanol</td>
<td>( \text{C}_2\text{H}_5\text{OH} )</td>
<td>1.365.10^6</td>
</tr>
<tr>
<td>Methane</td>
<td>( \text{CH}_4 )</td>
<td>8.365.10^5</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>( \text{H}_2 )</td>
<td>2.385.10^5</td>
</tr>
<tr>
<td>Carbon</td>
<td>C</td>
<td>4.108.10^5</td>
</tr>
</tbody>
</table>

Note: All the exergy values are presented in kJ. Kmol\(^{-1}\).

An exergy balance for a control volume at steady state is formulated to calculate the exergy destruction (\( E_{\text{Dest}} \)) of the system at different operational conditions. In the present work all the inlet and outlet streams are considered to determine the irreversibility distribution, which include the sum of matter, energy and power. The mixer, heat exchangers (HEX-1 to HEX-6),
ethanol steam reforming reactor, the SOFC module, the post-combustion unit and the auxiliary equipments (pumps and compressor) are included into the limits of the system (Dashed lines area in Fig. 1). The process global exergy balance, by ignoring the changes in kinetic and potential exergies, is expressed as:

$$E_{irrev} = \left(\sum_j f_j \cdot e_j\right)_{inlet} - \left(\sum_j f_j \cdot e_j\right)_{outlet} + \sum_j \left(1 - \frac{T_0}{T_j}\right)Q_j - W$$

(4)

Where $E_{irrev} = \frac{\Delta S_{irrev}}{T_0}$ (the Gouy -Stodola theorem) represents the rate of exergy destruction into the device due to irreversibilities, $e$ is the total exergy of each chemical species $i$, which is the sum of the physical and chemical exergies.

### 3.1. Definition of the irreversibilities

Irreversibility at each stage of the process is calculated based on the approaches described previously. The equations for the evaluation of this parameter are present below.

#### 3.1.1 Steam reforming reactor

Exergy destruction of the ESR can be expressed by the following equation.

$$E_{ESR} = f_{S05} \cdot e_{S05} + f_{S14} \cdot e_{S14} - f_{S06} \cdot e_{S06} - f_{S15} \cdot e_{S15}$$

(5)

#### 3.1.2 Heat Exchanger equipment

The exergy balances in all heat exchanger devices can be expressed as follows:

$$E_{HEX, j} = \left(1 - \frac{T_0}{T_j}\right)Q_j + f_j \left(e_{\text{inlet}}^{\text{ph}} - e_{\text{outlet}}^{\text{ph}}\right)_{\text{hot}} + f_j \left(e_{\text{inlet}}^{\text{ph}} - e_{\text{outlet}}^{\text{ph}}\right)_{\text{cold}}$$

(6)

Where $j$ is the heat exchangers and $k$ represent each stream of process (inlet and outlet).

The previous equation is not affected by chemical exergy due to the chemical compositions of the hot and cold inlet streams are constants in the heat exchange equipment.

#### 3.1.3 Solid Oxide Fuel Cell

The chemical transformations into the fuel cell cathode and anode, the dissipated heat to the environment and the power delivered by the electrochemical reaction are considered into the irreversibilities. Then the exergy destruction in the SOFC is calculated as below:

$$E_{SOFC} = \left(1 - \frac{T_0}{T_{SOFC}}\right)Q_{SOFC} - p_{SOFC}$$

$$+ \sum_j \left(f_{S09} \cdot e_{S09} - f_{S11} \cdot e_{S11}\right)_{\text{cathode}}$$

$$+ \sum_j \left(f_{S06} \cdot e_{S06} - f_{S10} \cdot e_{S10}\right)_{\text{anode}}$$

(7)

#### 3.1.4 Compressor

The expressions to determine the compressor irreversibilities are reported by Pegah [10]. It takes into account the compression ratios, polytropic efficiencies and fluid conditions.

$$E_{C} = f_{\text{air}} \cdot R \cdot T_0 \left(\frac{1 - \eta_{p,C}}{\eta_{p,C}}\right) \ln(CPR)$$

(8)

#### 3.1.5 Post-Combustion unit

In the after burner the irreversibility is defined considering the chemical and physical components, the losses by heat transfer are zero because the combustor operates adiabatically:

$$E_{PC} = \left(f_{S13} \cdot e_{\text{ch}}^{\text{S13}} - f_{S14} \cdot e_{\text{ch}}^{\text{S14}}\right)$$

$$+ \left(f_{S13} \cdot H_{S13} - f_{S14} \cdot H_{S14}\right)_{\text{cathode}}$$

$$- T_0 \left(f_{S13} \cdot S_{S13} - f_{S14} \cdot S_{S14}\right)$$

(9)

### 4. System energy and exergy efficiencies

Energy efficiency of the whole system (Eq.10) is defined by the ratio between the delivered power and the amount of energy contained in the ethanol molecular structure it is referred to the LHV.

$$\eta_{\text{energy}} = \frac{\sum_j W_j}{I^{\text{in}} \cdot \text{LHV}_{\text{ethanol}}}$$

(10)

Where $\sum_j W_j$ is the global power generated by the system (work produced – work consumption).
On the other hand, exergy efficiency (Eq.11) is referred to the exergetic potential of the primary fuel (standard exergy of ethanol).

\[
\text{exergy} = \frac{w_j}{i_{\text{in}}^j - e_{\text{ethanol}}^o}
\]

(11)

5. Results and discussion

5.1. Exergy analysis considering operation parameters

An exergy study has been developed in order to simulate the power plant using the Solid Oxide fuel cell technology represented in the Fig. 1. This simulation program is able to calculate the flow rate, temperature, pressure, energy and the exergy content in every stream of inlet and outlet as well as the exergy destruction by irreversibilities of each stage involved in the plant.

The results of the exergy analysis applied to the base case are shown in the Table 2. The conditions selected were \(T_{\text{ESR}} = T_{\text{SOFC}} = 923 \, \text{K}, \, R_{\text{AE}} = 6.0, \, U_{\text{c}} = 80 \%, \, V_{\text{cell}} = 0.64 \, \text{V}, \) compressor polytrophic efficiency \(\eta_{\text{c}} = 0.8 + 0 \, \text{SOFC} > 2\). Considering the standard chemical potential of ethanol as the inlet flow availability, the irreversibilities represent approximately 66 % of the flow availability, so the exergy efficiency takes a value of 34 %.

<table>
<thead>
<tr>
<th>Cell voltage (V)</th>
<th>Inlet flow availability (kW)</th>
<th>Stack power (kW)</th>
<th>Net power (kW)</th>
<th>Energy efficiency (%)</th>
<th>Exergy efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>1480</td>
<td>569</td>
<td>502</td>
<td>37.6</td>
<td>33.9</td>
</tr>
</tbody>
</table>

Table 2. Base case simulation results.

The effect of the reforming temperature and reactants molar ratio on exergetics efficiency and losses are presented in the Fig. 2 and Fig. 3 respectively.

The fuel cell power and the ethanol flow have a notable influence on the exergy efficiency according to the definition written previously. On the other hand, the cell power is directly proportional to the hydrogen obtained in the reformer. Because of this; the higher hydrogen yield allows the increase of the SOFC power as well as the exergy efficiency. According to the explanation above; the exergy efficiencies are favored by higher reformer temperatures and water to ethanol feed ratios. Exergetic efficiencies reach values ranging from 32 % to 35 % approximately in all analyses; the higher efficiencies are obtained at 973 K and \(R_{\text{AE}}\) of 6.5.

From an irreversibility point of view, the system studied is not favored by the increase of the reformer operation variables. The lower irreversibility values are obtained at lower temperature and \(R_{\text{AE}}\), nevertheless it corresponds to lower exergy efficiency of the process (less than 30%), and so there should always be a balance between system efficiency and system irreversibility.

Further on, it is important to express that the flow diagram is designed on integration principles allowing an optimal use of the hot streams and keeping the design of the plant to operate autonomously, without any interaction between external sources of heat and power (auto-sustainability).

![Figure 2. Effect of the reforming temperature and \(R_{\text{AE}}\) on exergetic efficiency.](image-url)
The irreversibility of the stages involved in the plant at reforming temperature of 923 K is illustrated in Fig. 4. The total exergy destruction in the system is caused mainly by the SOFC, reformer and post-combustor, which represents more than the 50 % of the inlet flow availability, similar results are reported by Pegah [10]. Changes in the chemical exergies are more relevant than the changes of the physical contributions; this phenomenon is related fundamentally with the chemical reactions extents. The exergy destruction of the reformer is increased from 276.13 kW to 336.53 kW for feed molar ratios of 5 and 6.5 respectively. That change in performance is due to the increase on the demands of heat in the reformer with R_{AE}, which is caused by the increase of reactions conversion taking place in this stage and the total flow.

In order to investigate the performance of the exergetic losses in the fuel cell, we assumed that the heat rejected by the electrochemical reaction is a waste, because of this; the exergy destructions by heat losses are significant, reaching values of 70% of the exergy destruction of the SOFC for water to ethanol molar ratio of 6.5. The efficient use of wasted heat by the cell in a turbine, heat engines or in a combined cycle can reduce the irreversibilities in this stage and the global system, as well as to improve the exergy and energy efficiencies [19].

The increase of R_{AE} produce a higher hydrogen flow to the fuel cell, converting more chemical energy into electricity, which means more current and power produced. Nevertheless at the same condition, the irreversibility is increased in the fuel cell stack due to the increase of the waste heat and dissipative phenomena (overpotential losses).

The exergy destruction in the post-combustor presents a little decrease for different R_{AE}. Those losses are associated to the irreversibility of the combustion process of H_{2}, CO and CH_{4}, the amounts of reactants, the temperature of the combustor and the stoichiometric ratio of the combustion. In this case the amounts of fuels take an important role; especially the energetic content of the inlet stream is reduced with
the increase of the water to ethanol molar ratio, allowing lower losses by the heat transfer.

6. Conclusions
The evaluation presented in this paper allows obtaining a complete idea of the real work delivered by an integrated solid oxide fuel cell and an ethanol steam reforming unit and it relationship with the most relevant operation variables. The effect of water to ethanol ratio and the reforming temperature on the energy and exergy efficiency of the system was also discussed. The higher exergy efficiencies (35% at 973 K and $R_{AE} = 6.5$) also coincide with higher total irreversibility losses (1050kW) due to the effect of the change in both the chemical and physical components. It was also demonstrated that a balance should be established by the process engineer considering equilibrium between power production and process efficiencies.

Nomenclature
CPR compression ratios
$E$ exergy destruction, kW.
$e_i$ total exergy of each chemical species, kJ/kmol.
$e_{ch}^i$ molar chemical exergy of species, kJ/kmol.
$e_{ph}^i$ molar physical exergy of species, kJ/kmol.
$F_{ethanol}$ ethanol flow feed to the reactor, kmol/s.
$H$ molar absolute enthalpy, kJ/mol.
$H_0$ molar enthalpy at reference state, kJ/mol.
$P_{SOFC}$ cell power output, kW.
$Q$ heat duty of component, kW.
$R$ universal gas constant, J/(K mol).
$R_{AE}$ water/ethanol molar ratio.
$S$ molar absolute entropy, kJ/(mol K).
$S_a$ molar entropy at reference state, kJ/(mol K).
$T$ temperature of component $j$, K.
$T_0$ temperature of reference state, 298.15 K.
$x$ mole fraction of species.

Greek Letters
$\eta_{exergy}$ exergy efficiency, %.
$\eta_{energy}$ energy efficiency, %.

Subscripts
C compressor.

ESR reformer.
HEX heat exchanges.
Hot stream of HEX.
Cold stream of HEX.
PC post-combustion.
SOCF solid oxide fuel cell.
i each chemical species of the stream.
j each component of system (mixer, reformer…fuel cell).
k streams of process (inlet and outlet).
S06, S07…S15 streams of the flow diagram.
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Abstract: Gas micro turbines have become an efficient form of energy generation which offers several advantages compared with other energy technologies to small scale production. Among these advantages are lower weight and dimensions, fewer moving parts, and heat concentration in a single stream of high temperature which facilitates its installation and its application in the recovery of products that can be used as fuels, such as the combustion of lower calorific value like the biogas. Besides that, the micro turbines have great flexibility and can be applied to different sectors such as micro-generation, transport vehicles, drying processes among many others. The aim of this paper is to present the results obtained by the use of a one-dimensional compressor design tool developed in FORTRAN code, which enables to calculate the main characteristic parameters of a centrifugal compressor. This application is based on non-dimensional parameters. The results obtained were validated with results taken from specialized literature, as well as with results obtained from simulations performed using applications based on CFD techniques. These results show that the developed application delivers results with a very good approximation, at very low computation times and without requiring a high computational cost.

The code was developed as a preliminary tool of design owing to the fact that the commercial codes are blocked and do not permit modify their calculate routines, this prevents the possibility of implement and evaluate any others possibilities, which is of great importance in researching tasks.

Keywords: CFD, centrifugal compressors, gas turbines engines

1. Introduction

In recent years, distributed generation (DG) has received increasing interest due to some advantages such as: improved security of supply, greenhouse gases emission reduction, efficiency gains and greater flexibility in investment [1-3]. The resource conservation and the use of renewable and clean energy sources are some of the alternatives presented to prevent some current environmental problems. Therefore distributed generation systems play an important role as energy sources, not to replace conventional sources of electricity but complementing them.

Among the different types of primary energy sources mostly used are distributed generation fuel cells (chemical energy), small gas turbines and internal combustion engines (heat energy from fossil fuels), photovoltaic cells (solar energy) and wind generators (wind energy) [4-6].

Small gas turbines engines present some advantages over other DG technologies, such as reasonable capital costs, a wide range of power (15-300 kW) [7], operation possibility with different fuels at reasonable efficiency (30 -33% with regenerator) and low levels of emissions [8].

In the development of turbo-machines analytical methods for predicting performance, by means of parametric studies, are used to demonstrate the influence of geometry changes on performance under design and off-design conditions. Computational Fluid Dynamics (CFD) codes are used as reliable design tools for centrifugal compressors avoiding expensive experimental development. The impeller is one of the key components of the industrial centrifugal compressors and turbochargers. The impeller design is critical to the success of a compressor stage design. Basic sizing information to establish the initial parameter scan saves development time for the industrial centrifugal compressor. The diffuser also plays an important role in the compressor operating range once a poorly designed diffuser reduces the compressor operating range and stage efficiency.

This work presents the results of the preliminary compressor design of a simple cycle gas turbine engine obtained with the use of a one-dimensional
FORTRAN code [9]. This permits the calculation of the main characteristics of a centrifugal compressor by means of the application of non-dimensional parameters, with a vast reduction of computational cost. Comparisons are made with full three dimensional CFD analysis and experimental measurement data to validate the results of the developed code. The purpose of this study is to demonstrate that the use of a simple code can produce fast and reliable results in order to avoid large computer running times and storage requirements.

2. Thermal performance analysis

The GE Gate Cycle Enter software 5.51 [10] was used to predict the steady state condition design performance of a simple cycle gas turbine. The aim of this simulation was to obtain the air conditions at the compressor entrance. The simulation scheme used for the simple gas turbine cycle is shown in Fig. 1.

Fig. 1. Scheme used for the simple gas turbine cycle thermal simulation.

The input design parameters used in the GCS simulation are shown in Table 1. These data are based on current technologies for radial turbo-machine. The turbine inlet temperature of 1123K was chosen as this is the maximum temperature put up by the materials for the manufacture of radial turbines, maintaining the mechanical resistance and the useful life without blade cooling [11].

Table 1. Design point input parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient temperature</td>
<td>288</td>
<td>K</td>
</tr>
<tr>
<td>Ambient pressure</td>
<td>101.32</td>
<td>kPa</td>
</tr>
<tr>
<td>Turbine inlet temperature</td>
<td>1123</td>
<td>K</td>
</tr>
<tr>
<td>Fuel temperature</td>
<td>288</td>
<td>K</td>
</tr>
<tr>
<td>Pressure ratio</td>
<td>4</td>
<td>--</td>
</tr>
<tr>
<td>Compressor adiabatic efficiency</td>
<td>80</td>
<td>%</td>
</tr>
<tr>
<td>Combustion adiabatic efficiency</td>
<td>99</td>
<td>%</td>
</tr>
<tr>
<td>Turbine efficiency</td>
<td>85</td>
<td>%</td>
</tr>
</tbody>
</table>

2.1. Engine design point

The design of a compressor starts with the establishment of the design point obtained by a preliminary simulation of the thermal cycle. The output results of the thermal simulation are shown in Table 2, according to Fig. 1.

Table 2. Thermal simulation results.

<table>
<thead>
<tr>
<th>Stream</th>
<th>Temperature</th>
<th>Pressure</th>
<th>Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>288</td>
<td>101.32</td>
<td>4.288</td>
</tr>
<tr>
<td>S2</td>
<td>461</td>
<td>405.28</td>
<td>4.288</td>
</tr>
<tr>
<td>S3</td>
<td>288</td>
<td>500.00</td>
<td>0.071</td>
</tr>
<tr>
<td>S4</td>
<td>1123</td>
<td>397.17</td>
<td>4.395</td>
</tr>
<tr>
<td>S5</td>
<td>846</td>
<td>101.32</td>
<td>4.395</td>
</tr>
</tbody>
</table>

3. Compressor design

The objective of the developed centrifugal compressor design code is to find out the basic geometry of a centrifugal compressor from some input data. This information defines the expected performance of the designed compressor. This work is part of the design of a 600kW simple cycle gas turbine, with annular combustion chamber, so the designed compressor does not have a volute.

A vaned diffuser model with fixed blades in the shape of a circle arc was selected. The mathematical model applied for the calculation was developed by Japikse [12], which allows determining the recovery pressure that can be attained, and the ideal length of the blade, the number and radius of the curvature thereof.

3.1. One-dimensional calculation

In the development of any calculation code that intends to conceive a turbo-machine one must take into account a range of features and/or limitations imposed by the aerodynamic condition, as well as the materials used for such construction.

First, it is necessary to establish the pressure ratio as the design parameter. This and other important input parameters for the one-dimensional code are shown in Table 3. The slip factor of 0.85 is proposed by Dixon [7] as a usual value for centrifugal compressors.

From these variables, the code determines the velocity triangles as a function of the inlet Mach number, and the thermodynamic relations to the entry, after that it determines the velocity triangles in the discharge, and then sets the relative Mach number in the discharge.
Once the velocity triangles at the inlet and output are determined, the performance dimensionless parameters calculation is initiated. The code computes the non-dimensional parameters listed in Table 4. Finally the basic dimensions of the compressor are computed. The geometry obtained by the code is shown in Table 5.

### Table 4. Non-dimensional parameters [9]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incidence factor</td>
<td>( \lambda = \frac{\mu}{1 - \tan \beta_2 / \tan \alpha_2} ) (1)</td>
</tr>
<tr>
<td>Impeller Speed</td>
<td>( \frac{U_2}{a_{01}} = \left[ \frac{\mu}{\eta \lambda (k - 1)} \right]^{1/2} ) (2)</td>
</tr>
<tr>
<td>Flow Coefficient</td>
<td>( \varphi = \frac{a_{02}}{\rho_{01}} \left( \frac{r_1}{r_2} \right)^2 (1 - \gamma^2) \frac{C_{aw}}{a_{01} U_2} ) (3)</td>
</tr>
<tr>
<td>Mass Flow Parameter</td>
<td>( \theta = \varphi \frac{U_2}{a_{01}} ) (4)</td>
</tr>
<tr>
<td>Blade Loading Coefficient</td>
<td>( \psi = 2 \lambda \eta ) (5)</td>
</tr>
<tr>
<td>Specific Speed</td>
<td>( N_s = \left( \frac{\gamma}{\varphi} \right)^{1/2} ) (6)</td>
</tr>
<tr>
<td>Power Coefficient</td>
<td>( \dot{W}<em>{ND} = \psi \varphi \left( \frac{U_2}{a</em>{01}} \right)^2 ) (7)</td>
</tr>
</tbody>
</table>

The results obtained were compared with experimental measurements. The differences obtained between the computed and the measurement data are shown in Table 6. The measurements were made by Krain [7] and the results calculated were determined by the one-dimensional code. Table 6 shows that these differences are reasonably small. The greatest differences show deviation below 4%. No information related to other parameters is presented once the author does not report any additional information.

### Table 5. Basic compressor geometry

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impeller</td>
<td></td>
</tr>
<tr>
<td>Shroud radius</td>
<td>95.25 mm</td>
</tr>
<tr>
<td>Hub radius</td>
<td>26.67 mm</td>
</tr>
<tr>
<td>Inlet area</td>
<td>26270 mm²</td>
</tr>
<tr>
<td>Discharge radius</td>
<td>190.51 mm</td>
</tr>
<tr>
<td>Blade height</td>
<td>10.84 mm</td>
</tr>
<tr>
<td>Axial length</td>
<td>95.25 mm</td>
</tr>
<tr>
<td>Discharge area</td>
<td>12970 mm²</td>
</tr>
<tr>
<td>Blades number</td>
<td>19 ----</td>
</tr>
</tbody>
</table>

| Diffuser                |       |
| Inlet radius            | 209.56 mm |
| Discharge area          | 14270 mm² |
| Discharge radius        | 282.90 mm |
| Blade length            | 143.00 mm |
| Blade spacing           | 93.55 mm |
| Blades number           | 19 ---- |

### Table 6. Basic impeller geometry

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Experiment</th>
<th>Code</th>
<th>Dev [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hub Radius</td>
<td>35.4</td>
<td>35.5</td>
<td>0.28</td>
</tr>
<tr>
<td>Shroud Radius</td>
<td>91.7</td>
<td>92.0</td>
<td>0.36</td>
</tr>
<tr>
<td>Exit Radius</td>
<td>200.0</td>
<td>200.9</td>
<td>0.44</td>
</tr>
<tr>
<td>Rotation [rpm]</td>
<td>22360</td>
<td>22839</td>
<td>2.14</td>
</tr>
<tr>
<td>Exit Absolute Mach</td>
<td>0.96</td>
<td>0.92</td>
<td>3.89</td>
</tr>
<tr>
<td>Tangential Velocity</td>
<td>468.3</td>
<td>480.5</td>
<td>2.60</td>
</tr>
</tbody>
</table>

### 3.2. CFD simulation

A numerical CFD modeling was performed using ANSYS CFX® three-dimensional code [8], this applies the Finite Volume Method (FVM) technique to solve the Navier-Stokes equations. The CFD modeling was performed based on the values presented in Table 1.

The physic domain was conformed for two passages one for the rotor and another for stator. The modeled domain of the whole stage was dissected by hexahedron structural multi-block grid topology. H-topology was used in the inlet, outlet and main flow passage domains. H grid used, provided good resolution at the leading and...
trailing edge. The grids are refined at the near-wall, end wall, leading edge, and trailing edge of both the rotor and diffuser.

Preliminary simulations showed that the impeller inlet area could restrict the required air flow, so it was build the geometry of the impeller with 10 passages; each passage of the rotor is composed for a blade and a splitter. The splitter has a 30% reduction by the leading edge. The computational mesh for both rotor and diffuser is shown in Fig. 2. The Fig. 2(a) show the rotor mesh composed of 79552 nodes and 69800 elements.

For stator a single blade passage was modeled. The blade is located in the center of the domain and nodes are buried in the width of the blade to improve resolution of the leading and trailing edges, and to reduce grid skewness in these regions. The computational mesh, shown in Fig. 2(b) consists of 103114 nodes and 92244 elements.

The characteristics of the mesh generated for both the impeller and the diffuser are shown in Table 7. The dimensions used for the generation of the mesh required for the CFD simulation, were obtained from the data produced by the one-dimensional code. Fig. 3 shows the configuration of the geometry achieved for both the impeller and the diffuser.

Table 7. Mesh characteristics

<table>
<thead>
<tr>
<th>Domain</th>
<th>Nodes</th>
<th>Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impeller - R1</td>
<td>79552</td>
<td>69800</td>
</tr>
<tr>
<td>Diffuser - S1</td>
<td>103114</td>
<td>92244</td>
</tr>
<tr>
<td>All Domains</td>
<td>182666</td>
<td>162044</td>
</tr>
</tbody>
</table>

Fig. 2. Mesh section at 50% span: a) Rotor, b) Diffuser

A rotational domain with an angular velocity of 25149 rpm and a stationary domain for both the impeller and the diffuser respectively were used. A reference pressure of 101.32 kPa was setting up. The option for the heat transfer was Total Energy, which includes the high-speed energy effects. The turbulence model used was the k-ω based Shear-Stress-Transport (SST) model, whose superior performance has been demonstrated in several validation studies [9-11].

The rotor-stator interface was connected by a general grid connection interface using the Stage Frame Change Model.

The boundary conditions used was total pressure at inlet and static pressure at outlet. This combination was chosen in order to determine the system mass flow as part of the solution. Both boundary conditions at inlet and outlet were configured with subsonic flow regime. The relative pressure at inlet was set up in 0 kPa. The inlet total temperature was 288 K. The relative pressure at outlet was set up in 274.52 kPa. A summary of the main parameters used in the simulation is shown in Table 8.
Table 8. Boundary Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet</td>
<td></td>
</tr>
<tr>
<td>Domain</td>
<td>R1</td>
</tr>
<tr>
<td>Flow direction</td>
<td>Normal to Boundary</td>
</tr>
<tr>
<td>Flow regime</td>
<td>Subsonic</td>
</tr>
<tr>
<td>Heat transfer</td>
<td>Stat. frame total temp.</td>
</tr>
<tr>
<td>Stat. frame total temp.</td>
<td>288 [K]</td>
</tr>
<tr>
<td>Mass and momentum</td>
<td>Stat. Frame Total Pressure</td>
</tr>
<tr>
<td>Relative pressure</td>
<td>0 [kPa]</td>
</tr>
<tr>
<td>Turbulence:</td>
<td>Medium Intensity and Eddy Viscosity Ratio</td>
</tr>
<tr>
<td>Outlet</td>
<td></td>
</tr>
<tr>
<td>Domain</td>
<td>S1</td>
</tr>
<tr>
<td>Mass and momentum</td>
<td>Average static pressure</td>
</tr>
<tr>
<td>Pressure profile blend</td>
<td>0.05</td>
</tr>
<tr>
<td>Relative pressure</td>
<td>274.52 [kPa]</td>
</tr>
<tr>
<td>Wall</td>
<td></td>
</tr>
<tr>
<td>Domain</td>
<td>R1, S1</td>
</tr>
<tr>
<td>Location</td>
<td>Hub, Shroud, Blade</td>
</tr>
<tr>
<td>Heat transfer</td>
<td>Adiabatic</td>
</tr>
<tr>
<td>Wall roughness</td>
<td>Smooth wall</td>
</tr>
<tr>
<td>Interface</td>
<td></td>
</tr>
<tr>
<td>Domain interface</td>
<td>R1 to S1</td>
</tr>
<tr>
<td>Interface type</td>
<td>Fluid-Fluid</td>
</tr>
<tr>
<td>Frame change</td>
<td>Stage</td>
</tr>
<tr>
<td>Mesh connection</td>
<td>General Grid Interface</td>
</tr>
</tbody>
</table>

Fig. 4 shows the compressor performance curve to the design speed achieved by CFD analysis; the design point for the projected one-dimensional code is also plotted.

A comparison between the results obtained by the one-dimensional code and the CFD simulation is shown in Table 9.

Table 9. 1-D and CFD comparison results

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CFD Code</th>
<th>Dev [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage Performance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mass flow rate</td>
<td>4.11</td>
<td>4.28</td>
</tr>
<tr>
<td>Input power</td>
<td>780.4</td>
<td>752.2</td>
</tr>
<tr>
<td>TPR</td>
<td>4.08</td>
<td>4.23</td>
</tr>
<tr>
<td>TTR</td>
<td>1.69</td>
<td>1.61</td>
</tr>
<tr>
<td>n1</td>
<td>74.58</td>
<td>80.00</td>
</tr>
<tr>
<td>Stage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Static Pressure</td>
<td>89.84</td>
<td>89.84</td>
</tr>
<tr>
<td>Total Pressure</td>
<td>101.3</td>
<td>101.3</td>
</tr>
<tr>
<td>Static temperature</td>
<td>278.3</td>
<td>278.3</td>
</tr>
<tr>
<td>Total temperature</td>
<td>288.1</td>
<td>288.0</td>
</tr>
<tr>
<td>Absolute Mach</td>
<td>0.41</td>
<td>0.42</td>
</tr>
<tr>
<td>Tangential velocity</td>
<td>228.6</td>
<td>250.9</td>
</tr>
<tr>
<td>Absolute velocity</td>
<td>138.5</td>
<td>144.8</td>
</tr>
<tr>
<td>Impeller</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Static pressure</td>
<td>280.0</td>
<td>232.4</td>
</tr>
<tr>
<td>Total pressure</td>
<td>512.4</td>
<td>429.0</td>
</tr>
<tr>
<td>Static temperature</td>
<td>402.7</td>
<td>386.6</td>
</tr>
<tr>
<td>Total temperature</td>
<td>486.6</td>
<td>463.0</td>
</tr>
<tr>
<td>Absolute Mach</td>
<td>0.93</td>
<td>0.98</td>
</tr>
<tr>
<td>Relative Mach</td>
<td>0.58</td>
<td>0.56</td>
</tr>
<tr>
<td>Absolute velocity</td>
<td>377.2</td>
<td>386.5</td>
</tr>
<tr>
<td>Diffuser</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute velocity</td>
<td>380.6</td>
<td>349.5</td>
</tr>
<tr>
<td>Absolute Mach</td>
<td>0.94</td>
<td>0.88</td>
</tr>
<tr>
<td>Flow angle</td>
<td>26.36</td>
<td>24.32</td>
</tr>
<tr>
<td>Absolute velocity</td>
<td>144.7</td>
<td>142.3</td>
</tr>
<tr>
<td>Absolute mach</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>Flow angle</td>
<td>33.78</td>
<td>35.19</td>
</tr>
<tr>
<td>Static pressure</td>
<td>375.8</td>
<td>375.8</td>
</tr>
<tr>
<td>Total pressure</td>
<td>413.6</td>
<td>405.3</td>
</tr>
<tr>
<td>Static temperature</td>
<td>486.1</td>
<td>463.0</td>
</tr>
</tbody>
</table>

4. Assessment of results

The one-dimensional code developed permits the calculation of the basic dimensions, the velocity triangles at the inlet and outlet, and the operating conditions of the two components, the impeller and the diffuser. The set of results obtained by this code was compared with both experimental measurements and CFD simulation. Results show that the discrepancies obtained are significantly lower, being those lesser than 4% when compared with experimental data, and lesser than 5%, in most parameters evaluated for comparison with the results obtained by CFD simulation. In the latter case, the greatest differences are found in the...
output impeller pressure, which differs around 17%. Although these variations are significant these could be substantially reduced considering the calculation the different kind of compressor losses which is part of future work. Another reason for this difference is because the code developed ignores the effect of impeller-diffuser interface, and the area near at the interface impeller-diffuser is a highly unstable area.

The computational cost represents a significant difference; because the computational time required for the one-dimensional code is lesser than two seconds and the computational time spent for each simulation of the whole impeller-diffuser is about 10 hours. However, the aim of this paper is not to replace the use of CFD, but rather to serve as a tool to facilitate the design work, helping to define appropriate geometries that can subsequently be validated by CFD applications.

Conclusions
The application of non-dimensional parameters, applied to the design of centrifugal compressors, facilitates the design tasks, generating reliable results in significantly less computation time.

The developed one-dimensional code constitutes a practical and reliable preliminary design tool for determining the basic configuration of centrifugal compressors.

The code was validated by means of values obtained through experimental measurements and through simulations based on CFD techniques and the results have shown good approximation.

The main contribution of this paper is to demonstrate that by the use of a simple code it is feasible to obtain fairly close results in comparison with those which can be obtained by laborious iterative processes such as those developed through the analysis using CFD techniques.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>area, m²</td>
</tr>
<tr>
<td>a</td>
<td>speed of sound, m/s²</td>
</tr>
<tr>
<td>b</td>
<td>blade height, mm</td>
</tr>
<tr>
<td>C</td>
<td>absolute velocity, m/s</td>
</tr>
<tr>
<td>CFD</td>
<td>computational Fluid Dynamics</td>
</tr>
<tr>
<td>D</td>
<td>diameter, m</td>
</tr>
<tr>
<td>DG</td>
<td>distributed generation</td>
</tr>
<tr>
<td>GCS</td>
<td>gate Cycle Software</td>
</tr>
<tr>
<td>k</td>
<td>specific heat ratio</td>
</tr>
<tr>
<td>M</td>
<td>mach number</td>
</tr>
<tr>
<td>m</td>
<td>mass flow rate, kg/s</td>
</tr>
<tr>
<td>Nc</td>
<td>specific speed</td>
</tr>
<tr>
<td>p</td>
<td>pressure, kPa</td>
</tr>
<tr>
<td>P</td>
<td>power, kW</td>
</tr>
<tr>
<td>PR</td>
<td>pressure ratio</td>
</tr>
<tr>
<td>R</td>
<td>gas constant, J/(kg k)</td>
</tr>
<tr>
<td>r</td>
<td>radius, mm</td>
</tr>
<tr>
<td>T</td>
<td>temperature, K</td>
</tr>
<tr>
<td>TPR</td>
<td>total pressure ratio</td>
</tr>
<tr>
<td>TTR</td>
<td>total temperature ratio</td>
</tr>
<tr>
<td>U</td>
<td>tangential velocity, m/s</td>
</tr>
<tr>
<td>V</td>
<td>relative velocity, m/s</td>
</tr>
<tr>
<td>FVM</td>
<td>finite volume elements</td>
</tr>
</tbody>
</table>

Greek symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>flow angle</td>
</tr>
<tr>
<td>β</td>
<td>blade angle</td>
</tr>
<tr>
<td>φ</td>
<td>flow coefficient</td>
</tr>
<tr>
<td>η</td>
<td>efficiency</td>
</tr>
<tr>
<td>λ</td>
<td>incidence factor</td>
</tr>
<tr>
<td>μ</td>
<td>slip factor</td>
</tr>
<tr>
<td>θ</td>
<td>mass flow parameter</td>
</tr>
<tr>
<td>ρ</td>
<td>density</td>
</tr>
<tr>
<td>υ</td>
<td>hub/Shroud Radius Ratio</td>
</tr>
<tr>
<td>ψ</td>
<td>blade loading coefficient</td>
</tr>
</tbody>
</table>

Subscripts and superscripts

<table>
<thead>
<tr>
<th>Subscript or Superscript</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Stagnation</td>
</tr>
<tr>
<td>1</td>
<td>Impeller inlet</td>
</tr>
<tr>
<td>2</td>
<td>Impeller discharge</td>
</tr>
<tr>
<td>5</td>
<td>Diffuser inlet</td>
</tr>
<tr>
<td>6</td>
<td>Diffuser exit</td>
</tr>
<tr>
<td>h</td>
<td>Hub</td>
</tr>
<tr>
<td>i</td>
<td>Impeller, input</td>
</tr>
<tr>
<td>m</td>
<td>Meridian component</td>
</tr>
<tr>
<td>s</td>
<td>Shroud, stage</td>
</tr>
</tbody>
</table>
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CFD Simulation of Spray Ignition and Combustion in Like Diesel Conditions

Alvaro Delgado Mejía, Elkin I. Gutiérrez Velásquez, Luis Hernández Ariano

Abstract: A numerical simulation of ignition and combustion process of n-heptane sprays, at like diesel engine conditions, were made using the OpenFOAM CFD (Computational Fluid Dynamics) code. The combustion chamber consisted in a cubic shaped mesh where an Eulerian – Lagrangian approach was carried out for the computations. In the study, a gas reaction scheme involving 56 species and 300 reactions was employed, other parameters such pressure injection, orifice diameter or injection rate were typical for a diesel engine, whereas parameters like ignition delay, flame lift-off and combustion temperature were considered in the analysis. The results were validated with some experimental data reported by Sandia National Laboratories, on a high pressure and high temperature constant volume vessel. The simulations indicate that CFD codes are a suitable tool for spray ignition, combustion, and even harmful emissions studies, although is evident a strong grid dependence.

Keywords: CFD, combustion, diesel, spray.

1. Introduction

Nowadays the manufacturers of internal combustion engines are facing a serious challenge with the emission restrictions, and for this reason it has been necessary to improve the mixture formation and combustion processes in order to reduce engine raw emissions and to optimize its performance and emission characteristics. For that reason, simulation of such processes are becoming more and more important in contrast to experimentation, because of their lower cost and the flexibility in changing operational conditions and because it allows to calculate the temporal and spatial behavior of main variables of the process. For this purpose, they have to be predictive in terms of combustion description and pollutant emissions. Nevertheless, the success of any simulation lays on the predictive capabilities and the reliability of the models adopted for the treatment of governing processes, these models including cavitation, fuel spray and break-up, auto-ignition, turbulent combustion and pollutant chemistry models [1]. In diesel engine combustion, these processes have a very complex heterogeneous as well as transient nature, which results in a big challenge to deal with.

2. Computational model

The simulation was carried out in a cubic shaped combustion chamber, Fig. 1, with the same dimensions of the Sandia constant volume vessel [2], and validated with the data currently available on its website, including reacting and non-reacting sprays in a constant volume chamber, at conditions that span or exceed those typically experienced in a diesel engine.

Fig. 1, Schematic cross - section view of the experimental combustion chamber [2]

The corresponding mesh model used for this study consisted of a 108 mm side cubic box, with approximately 250,000 cells. A previous study of
grid dependence was carried out, in order to determine the appropriated mesh size. Thus, four grids with 200,000 cells, 225,000 cells, 250,000 cells and 300,000 cells were simulated with a reactions scheme involving just one reaction and five species. The analysis allowed to conclude that from 250,000 cells, the results was practically the same, and for that reason that was the mesh density selected.

The conditions in which simulations were performed are listed in Table 1, and try to be representative of an ordinary diesel engine:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient O(_2) concentration</td>
<td>21</td>
<td>%</td>
</tr>
<tr>
<td>Ambient gas temperature</td>
<td>800, 900, 1000</td>
<td>K</td>
</tr>
<tr>
<td>Ambient gas pressure</td>
<td>3.4, 3.8, 4.25</td>
<td>MPa</td>
</tr>
<tr>
<td>Ambient gas density</td>
<td>14.8</td>
<td>kg/m(^3)</td>
</tr>
<tr>
<td>Injector Orifice diameter</td>
<td>0.1</td>
<td>mm</td>
</tr>
<tr>
<td>Injection pressure</td>
<td>150</td>
<td>MPa</td>
</tr>
<tr>
<td>Fuel</td>
<td>n-heptane</td>
<td>----</td>
</tr>
<tr>
<td>Fuel temperature</td>
<td>373</td>
<td>K</td>
</tr>
</tbody>
</table>

Both, ambient temperature and injection pressure are feasible for a turbocharged diesel engine with a compression ratio about 18.

2.1. The CFD code

OpenFoam is a free, open source CFD software package to deal with complex fluid flows involving chemical reactions, turbulence and heat transfer. It has been written in the object oriented C++ programming language and uses finite volume numerics to solve systems of partial differential equations on any 3D unstructured mesh of polyhedral cells. The fluid flow solvers are developed within a robust, implicit, pressure-velocity, iterative solution framework, although alternative techniques are applied to other continuum mechanics solvers. Domain decomposition parallelism is fundamental to the design of OpenFOAM and integrated at a low level so that solvers can generally be developed without the need for any 'parallel-specific' coding [3]. For this work, the simulation was based on the case aachenbomb which is computed with the dieselFoam solver.

2.2. Model formulation

In diesel engines, both mixture formation and combustion process are simultaneous and with a strong dependence and interaction with each other, being the liquid atomization, the collision ant the secondary break up of fuel droplets, the energy, mass and momentum exchange, the most influencing phenomena. At the same time several chemical reactions take place allowing the auto ignition, the burnout of the premixed phase and the posterior diffusion combustion. Even with the best computational tools, the modeling of these processes is a demanding task.

Following a methodology where the numerical simulation of flow and mixture formation is a combination of the Eulerian approach for the gas-phase and the Lagrangian description for the droplet-phase, some submodels for the spray atomization and break up, droplet collision and evaporation, turbulence, ignition and combustion were implemented.

2.2.1 Spray

As In CFD simulation of diesel combustion, the predictive capabilities of the spray model play an important role, the spray model employed in this work was the wave break up model, proposed by Reitz [4-6] and has been widely applied in primary as well as in secondary break up models [7]. This model is based in the assumption that the growing of the instabilities of Kelvin – Helmoltz over the surface of a cylindrical liquid jet that penetrates into a stationary gas, is linear.

2.2.2 Auto ignition

In explosions of hydrogen and hydrocarbons – air mixtures, it has been observed that temperature increase take place after a certain induction time or ignition delay time, characterized for radical – chain explosions which are extremely temperature dependent [8].

The model adopted for simulating the auto ignition process was one of the most widely used, the so called Shell Model, developed originally by Halstead et al [9] in order to predict knock in spark ignition engines, but later adjusted and applied to modeling diesel ignition, as described in [10, 11]. The Shell ignition model involves eight reaction steps between five species that represents a virtual mechanism that attempts to reflect the actual ignition behavior of hydrocarbon air mixtures, including multistage ignition and cool flames. This model has been largely used in diesel fuel ignition.
simulation by several authors [12-15] and even lately applied with soybean biodiesel blends [16].

2.2.3 Turbulence

There are numerous models formulated to describe the turbulent combustion, each one based on its own assumptions and leading to different levels of complexity and CPU time consumptions. Based on the RNG k–ε model, modified for consider the effect of compressibility and the interaction with the spray, and assuming a fast chemistry, the flame surface density model is able to provide accurate results for CPU times compatible with industrial applications.

2.2.4 Combustion

An appropriated combustion model must be capable to solve the flow equations and model the chemical reactions involved, requiring a coupling between CFD solver and the chemistry of the process. Thus, the mesh density and the level of detail for the chemistry scheme determine the CPU time consumption.

Such interactions were modeled by means of the Chalmers PaSR (partially stirred reactor model) model [17] which is based in the concept that each computational cell can be divided into a reacting zone, and a non reacting zone; the former is treated like a perfect stirred reactor, in which all present species are homogeneously mixed and reacted. After reactions, the species are assumed to be mixed due to turbulence for the mixing time, 

$$k_f = AT^b \exp \left( \frac{-E_a}{RT} \right)$$  \hspace{1cm} (3)

$$\kappa = \frac{\tau_{chem}}{\tau_{mix} + \tau_{chem}}$$  \hspace{1cm} (4)

Where $A$ is the pre exponential factor, $b$ the temperature exponent, $E_a$ activation energy, $R$ the ideal gas constant, $T$ the temperature, $\tau_{chem}$ is the chemical time, proportional to the inverse of $k_0$, $\tau_{mix}$ is the mixing time which is calculated according to:

$$\tau_{mix} = C_{mix} \frac{k}{\epsilon}$$  \hspace{1cm} (5)

Where $C_{mix}$ is a model constant varying between $0.001 – 0.3$, depending on the flow; $k$ the turbulent kinetic energy and $\epsilon$ is the turbulent kinetic energy dissipation rate. In the present work the CFD solver assumes the Taylor timescales with $C_{mix} = 0.03$.

Additionally, for the simulations, a gas phase reaction scheme including 56 species and 300 reactions was considered.

3. Results and discussion

Next, the results of the CFD simulation are presented, first for the ignition and then for the lift-off and temperature evolution inside the vessel, compared in any case with the measurements.

3.1. Ignition

There are several criteria used to measure and define the ignition delay of sprays injected into high pressure, high temperature, and constant volume vessels, depending on which variables are chosen to model it, but the most common are the pressure rise, the temperature rise and the burnt fuel associated to ignition. Fig. 2 to 4 shows the CFD results for the pressure rise, compared with the corresponding experimental measurements, for the case in which ambient temperature vary from 800 to 1000 K and injection pressure is 150 bar.

After the injection there is a slight fall in the pressure and temperature inside the vessel, due mainly to the evaporation, but in a short interval of time, in the order of 1 ms, occurs a sudden increase due to the chemical reactions and allowing the auto ignition to take place. It is usual to assume that when such increase is positive, or
about 10 kPa, then ignition has occurred. In this context, it seems that the CFD simulations match very well the experimental delay time reported for the same conditions, as can be seen in Fig. 5, where the results of simulations and the corresponding measured data are summarized for all the cases studied.

3.2. Flame lift-off length

When the vaporized fuel is mixed with air due to the effects of turbulence, then ignition occurs and the flame front develops, resulting in a flame lift-off or a separation from the injection location. In the case of lift-off length, for the simulation conditions, the experimental results reported are in a good agreement. Understanding the lift-off as the axial distance from injector to location of high-temperature reaction, then from the simulation it can be established that this is achieved when OH concentration is significant, because it exists as an equilibrium product in regions of high temperature and results from chemical reactions in near-stoichiometric, high-heat-release regions [18]. Figure 6 shows the CFD result for the OH concentration in the interval from 2 to 2.4 ms, which gives a lift-off about 50 mm.

In Fig 7, a comparison between CFD simulation and experimental data is presented, and it is clear...
the good approximation of the CFD results compared with the experimental, despite of the limited gas phase reaction scheme used.

Fig. 7. Flame lift-off length for the simulation and the experimental results.

3.3. Temperature Evolution
A way to visualize flame formation and development is by means of the temporal temperature evolution, which is presented in Fig. 8, compared with the corresponding view of the chamber. It can be seen the great influence of turbulence on the flame propagation.

Fig. 8. Temperature profile for ambient temperature at 900 K: a) simulation (up in t = 6 ms), b) experimental (down in t = 6.7 ms)

4. Conclusions
Ignition and combustion process of n-heptane sprays, at like diesel engine conditions were simulated in the OpenFoam CFD code. The work focused in to determine the convenience of the models employed for the simulation, especially with the ignition and flame lift-off.

Although the results of the CFD simulation give coherent values, it is observed a little difference with measurement data, represented in a under prediction for both, ignition delay time and flame lift-off, by the simulation.

As many other works concerning combustion simulation, the modeling of turbulence is a serious challenge that must be improved.

It is necessary to perform additional simulations to establish a clear tendency about the ignition and flame lift-off phenomena, in order to establish a dependency with the injector orifice diameter or the injection pressure, for example.

Nevertheless, not only OpenFoam, but any CFD code, demonstrate the capabilities to simulate the combustion process.
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One of the greatest challenges in today's developing world is to develop efficient and low cost systems as well as low gas emission to supply energy demand of residential areas. It is very convenient to introduce a system, which has the ability to supply electricity and cooling demand of a building. Although, there are some well-developed combined heat and power (CHP) systems, e.g. gas turbine CHP, there is an increasing trend to use fuel cells as the main part of CHP systems, especially for residential applications. On the other hand Absorption Chillers have the ability to supply cooling demand using low grade waste heat. Thus, fuel cells are combined with absorption chillers, as CHP systems, to produce electricity and cooling load of a building or a residential area. In this paper, a parametric study of a Solid Oxide Fuel Cell/ Gas Turbine/CHP system is performed to investigate the effect of some major design and operational parameters on the system performance. Moreover, the effects of SOFC stack temperature, compressor pressure ratio, and absorption chiller design parameters on the first and second laws of thermodynamics are investigated. Results show that SOFC Stack Temperature has a significant and direct effect on the CHP system overall efficiencies. Moreover, compression pressure ratio increases net power output, but the overall efficiency of the system decreases.

Keywords: Solid oxide fuel cell, hybrid CHP system, absorption chiller, energy and exergy analysis.

1. Introduction

Energy management and reducing carbon dioxide emission rate are two major concerns in today developing world. A great portion of world’s energy consumption is produced by power generation for residential areas, which also release a substantial amount of carbon dioxide into the atmosphere. Many researchers and energy engineers are working on developing new electricity generation systems with high efficiency and low emission characteristics. Among them Solid Oxide Fuel Cell (SOFC) seems to have a great chance in dominating the world’s future power generation market. SOFCs generate electricity based on electrochemical reactions, and have the capability to use a diverse range of fuels, e.g. natural gas, ethanol, biogas, pure hydrogen, etc. Moreover, SOFCs’ outlet gas temperature is high enough to be used in a hybrid or combined cycle to produce more power or heat energy. Indeed, SOFCs’ stack outlet temperature is typically about 1000 °C. Therefore, in many manufactured plants, the SOFC flue gas enters to a micro gas turbine (MGT) to generate electricity. Many researchers work on SOFC-MGT systems to study the hybrid system performance under different operational conditions. Chan et.al [1] presented a model for simple SOFC-Gas Turbine hybrid systems. They studied the effect of operating pressure and SOFC fuel consumption on the performance of the components and overall systems. Motahar and Alemrajabi [2] performed an exergy analysis for a SOFC and steam injected gas turbine hybrid power system. Hot gas turbine exhaust gases is directed to a heat recovery steam generator to produce steam and inject it into the gas turbine. Exergy values and efficiencies are calculated for each component. The components with the highest proportion of irreversibility in the hybrid system are identified and compared. A parametric study is also performed for different values of compression pressure ratio, current density and pinch point temperature difference in the heat recovery steam generator. Thermo-Economic optimization of a Solid Oxide Fuel Cell, Gas Turbine hybrid system by Autissier [3] is another example of previous works on SOFC-GT modeling. In this paper, a systematic method to select a design according to user specifications is presented. The optimization is based on the multi-objective approach, and a thermo-economic approach is then used to compute the integrated system performances, size, and cost. Besides the researches on Solid Oxide Fuel Cell-Gas Turbine hybrid systems, some researchers have worked on
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the integration of SOFC in a combined heat and power (CHP) system. This CHP system provides heat and power for a consumer simultaneously. Akkaya [4] et al. performed an analysis of SOFC-GT/CHP systems based on exergy analysis. Detailed exergy calculation for each component and investigating the performance response of the system to the design and operation parameters are among the main parts of the work. Their model consists of a SOFC module, a gas turbine, and a heat recovery steam generator (HRSG) which provides steam for the CHP consumer. Hawkes [5] et al. studied SOFC micro CHP systems to provide electricity and heat for a residential area. Different heat demand profiles for a typical UK residential dwelling are considered along with a detailed model of SOFC based micro-CHP technical characteristics. Economic and environmental outcomes are modeled for each heat demand profile.

The SOFC-CHP addresses a high efficiency system that reduces heat loss and carbon emission to the atmosphere. It also eliminates the consumer dependence on the electricity grid. The development of such systems relies vigorously on the solid oxide fuel cell development both from engineering and economical aspects. In addition, the exact behavior of SOFCs in a CHP system should be addressed. This requires studying different configurations and possibilities for using fuel cells in a combined heat and power system. Velumani [6] et al. proposed a hybrid SOFC/micro gas turbine/ Absorption Chiller in order to provide electricity and cooling demand of a residential area. They proposed a model to provide up to 230 kWe and 55 kW cooling media for a building and the hybrid CHP system parameters were determined. However, the effect of SOFC/GT/Absorption design and operation parameters on the system performance has not been carrying out. In this paper, a detailed thermodynamic analysis is performed for a SOFC/MGT/Absorption Chiller system to investigate its performance behavior. Therefore, the effect of SOFC inlet air pressure (compressor pressure), SOFC stack temperature and absorption chiller design parameters are investigated.

2. SOFC/Micro GT/Absorption chiller hybrid CHP system

The SOFC/MGT schematic is shown in Fig. 1. The SOFC module is fed by natural gas (CH₄) and serves the main power generation system. CH₄ is reformed to hydrogen and carbon dioxide in the anode side of the SOFC. The produced hydrogen then goes to an electrochemical reaction with oxygen ions in the anode. This electrochemical reaction forms electrons, which serve as the electricity in an external circuit.

The SOFC/MGT schematic is shown in Fig. 1. The SOFC module is fed by natural gas (CH₄) and serves the main power generation system. CH₄ is reformed to hydrogen and carbon dioxide in the anode side of the SOFC. The produced hydrogen then goes to an electrochemical reaction with oxygen ions in the anode. This electrochemical reaction forms electrons, which serve as the electricity in an external circuit.

The oxygen ions are formed in the cathode side of the fuel cell. In SOFCs ambient air serves as oxygen source. The product gases leave anode at a temperature about 1000 °C, and are fed to the combustion chamber, where they go through a combustion process with the cathode excess air. To control the micro gas turbine inlet temperature, a precise amount of fuel is fed to the combustion chamber, too. The combustion gases then enter the micro gas turbine and perform work. Gas turbine flue gas still has a lot of energy to be recovered, since its temperature is somehow 600 °C. Therefore, the MGT flue gas is used to preheat the SOFC inlet air, and to produce saturated steam in the HRSG. The HRSG outlet steam enters the Absorption Chiller in order to provide space cooling.

Absorption cooling is a well-known technology that utilizes low value heat for chilled water production. In absorption chillers the refrigerant is water and the working fluid is usually Lithium Bromide water solution, therefore; there is no environmental concern about releasing CFCs to the atmosphere. Absorption chillers are manufactured in single, double, and triple effect configurations. The single effect absorption chiller schematic is shown in Fig. 2. In the evaporator (9-10), water evaporates in low pressure environment and takes heat from chilled water in heat exchange pipe. In the absorber, LiBr solution absorbs steam
coming from the evaporator. The absorption yields the condensation heat and dilutes the solution. So, the absorber is cooled by cooling water, and its solution (1) is pumped up (2) to the heat exchanger and then to the generator (3). In the generator, the solution is heated by heating steam from HRSG so that the solution boils to remove some of its water (7). Then the solution becomes concentrated and returns to the absorber (4). In the condenser, the steam from the generator is condensed to water (8), so the latent heat is released. The condenser is cooled by cooling water.

Fig. 2. Absorption chiller schematic

2. Thermodynamic modeling

The analysis is performed based on the first and second law steady-state analysis. The detailed thermodynamic model is based on the works by [1], [2], [4], and [7]. A brief review of the SOFC/MGT/Absorption Chiller is presented here.

2.1. SOFC

Thermodynamic modeling of solid oxide fuel cell is a well-performed scientific procedure. The electrochemical reactions in the SOFC are as follow:

Reforming:

\[ CH_4 + H_2O \rightarrow CO + 3H_2 \]  

(1)

Shifting:

\[ CO + H_2O \leftrightarrow H_2 + CO_2 \]  

(2)

Overall anode-cathode reaction:

\[ H_2 + \frac{1}{2}O_2 \rightarrow H_2O \]  

(3)

Cell voltage is modeled according to Eq. 4:

\[ V_c = V_N - (V_{ohm} - V_{act} - V_{conc}) \]  

(4)

In Eq. 4, VN is the Nernst Voltage, and is related to reacting components’ Gibbs free energy, and their partial pressure. The second term on the right hand side of Eq. 4 in the parentheses is the sum of voltage losses in the fuel cell due to irreversibilities comprising Ohmic, Activation, and Concentration polarizations, respectively.

The equilibrium constants of reforming and shifting reactions are temperature dependent and can be obtained from the following equations [1-2, 4]:

\[ \log K_p = AT^4 + BT^3 + CT^2 + DT + E \]  

(5)

The constants in Eq. 5 are listed in Table. 1

Table 1: Values of equilibrium constants of reforming and shifting processes

<table>
<thead>
<tr>
<th></th>
<th>Reforming</th>
<th>Shifting</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>(-2.6312 \times 10^{-11})</td>
<td>(5.47301 \times 10^{-12})</td>
</tr>
<tr>
<td>B</td>
<td>(1.24095 \times 10^{-7})</td>
<td>(-2.57479 \times 10^{-8})</td>
</tr>
<tr>
<td>C</td>
<td>(-2.25232 \times 10^{-4})</td>
<td>(4.63742 \times 10^{-5})</td>
</tr>
<tr>
<td>D</td>
<td>(1.95928 \times 10^{-1})</td>
<td>(-3.91980 \times 10^{-2})</td>
</tr>
<tr>
<td>E</td>
<td>(-8.61395 \times 10^{1})</td>
<td>(1.23979 \times 10^{1})</td>
</tr>
</tbody>
</table>

When the temperature is known, the equilibrium constants can be calculated from Eq. 5, and the reactant molar components are determined by solving Eqs. 6-7:

\[ K_{pr} = \frac{P_{H_2}^2P_{CO}}{P_{CH_4}P_{H_2O}} \]  

(6)

\[ K_{ps} = \frac{P_{H_2}P_{CO_2}}{P_{CO}P_{H_2O}} \]  

(7)

SOFCs are manufactured in stacks, and each stack is made of series of single cells. The cell’s specifications are based on the Siemens Tubular Solid Oxide Fuel Cells with 834 cm² active area, and up to 0.35 A/cm² current density. The SOFC power output is:

\[ W_{SOFC} = i \times V_c \times N_{SOFC} \times A \]  

(8)

Having known the electrochemical reacting molar components, one can calculate SOFC power and outlet gas composition. Therefore, the composition of the SOFC stack flue gas which enters the combustion chamber of the gas turbine is precisely determined. As shown in Fig.1 a part of anode gases is re-circulated for methane reforming.

2.2. Micro Gas Turbine
Thermodynamic modeling of MGT and air compressor is related to compressor pressure ratio, and MGT and compressor isentropic efficiencies.

**Air compressor outlet temperature**

\[
T_{oc} = T_{ic} \left\{ 1 + \frac{1}{\eta_c} \left( \frac{y_s}{r_c} \frac{y_c - 1}{y_s - 1} \right) \right\}
\]  

**Micro gas turbine outlet temperature**

\[
T_{mGT} = T_{ITT} \left\{ 1 - \eta_{mGT} \left( 1 - \left[ \frac{P_{in}}{P_{out}} \right]^{\frac{y_p}{y_s}} \right) \right\}
\]  

In the combustion chamber, the fuel cell stack flue gas and supplementary fuel react. Molar flow rate of gases at the outlet at the specified MGT inlet temperature can be determined using the combustion energy balance.

Finally, the SOFC-MGT net power output is calculated:

\[
W_{net} = W_{SOFC} \times \eta_{conv} + W_{mGT} - W_c - W_{fuel}
\]

In which \( \eta_{conv} \) is DC/AC power converter.

### 2.3. Absorption chiller

Gas turbine outlet flue gas enters the heat recovery steam generator, and saturated steam is produced. The produced steam mass flow rate depends on the flue gas temperature and mass flow rate, and the HRSG pressure. The thermodynamic model for absorption chiller is based on the model presented by Sencan [7].

In modeling the SOFC-MGT, the thermodynamic reference state is ambient air at \( T=35^\circ C \) and 1 bar atmospheric pressure for summer seasons, and \( T=10^\circ C \) for winter seasons. The reference state for LiBr solution in the absorption chiller is pure water at \( T=35^\circ C \).

### 3. SOFC/MGT/Absorption chiller performance Analysis

Knowing how the design and operation parameters affect the SOFC/MGT/Absorption chiller CHP system is important in development and implementation of the systems in the residential areas.

To study such behaviors a computer code is developed based on the mathematical model as mentioned briefly in the previous sections. The basic input data to the computer code are presented in table 2. As these data determine the hybrid CHP system performance specifications, one can study the performance changes by changing any of them. It has much more sense to only study the effect of some major parameters like compressor pressure ration, SOFC stake temperature, MGT inlet temperature (TIT), and absorption design parameters, e.g. LiBr solution concentration and generator temperature.

### Table 2: the simulation input data

<table>
<thead>
<tr>
<th>SOFC</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Air Compressor Polytropic Efficiency</td>
<td>87%</td>
</tr>
<tr>
<td>Fuel Compressor Isentropic Efficiency</td>
<td>87%</td>
</tr>
<tr>
<td>Stack Outlet Temperature, °C</td>
<td>1000</td>
</tr>
<tr>
<td>Activation Area, cm²</td>
<td>834</td>
</tr>
<tr>
<td>Cell Current Density, A/cm²</td>
<td>0.35</td>
</tr>
<tr>
<td>Fuel Utilization</td>
<td>0.85</td>
</tr>
<tr>
<td>Compressor Pressure Ratio, ( rc )</td>
<td>8</td>
</tr>
<tr>
<td>AP1 outlet temperature (Point 3), °C</td>
<td>527</td>
</tr>
<tr>
<td>Micro Gas Turbine</td>
<td></td>
</tr>
<tr>
<td>MGT isentropic efficiency</td>
<td>0.83</td>
</tr>
<tr>
<td>TIT, °C</td>
<td>1127.15</td>
</tr>
<tr>
<td>Heat Recovery Steam Generator</td>
<td></td>
</tr>
<tr>
<td>Pinch Point temperature difference</td>
<td>10</td>
</tr>
<tr>
<td>Absorption Chiller</td>
<td></td>
</tr>
<tr>
<td>Generator Temperature, ( T_4 )</td>
<td>90</td>
</tr>
<tr>
<td>Evaporator Temperature</td>
<td>8</td>
</tr>
<tr>
<td>Weak Solution Concentration, ( x_3 )</td>
<td>56</td>
</tr>
<tr>
<td>Strong Solution Concentration, ( x_4 )</td>
<td>60</td>
</tr>
<tr>
<td>Weak solution temperature, ( T_3 )</td>
<td>60</td>
</tr>
</tbody>
</table>

### 3.1. Effect of Compressor Pressure Ratio

The effect of compressor pressure ratio on the system performance is presented here. Figure 3 shows that SOFC output power increases with pressure ratio. In order to maintain pressure balance in the SOFC stack, the pressure at both anode and cathode sides must be equal. Therefore; by increasing SOFC inlet air pressure the pressure of the inlet fuel must be increased, too. Since fuel cell voltage increases with fuel pressure [8] any increase in the compressor pressure ratio results in increase in the SOFC stack power output.
It is a familiar trend in gas turbines that the turbine power has a maximum amount while increasing the pressure ratio. Also, Fig. 5 shows that the system net power output has a maximum value. This occurs because of the GT behavior. Now the effect of pressure ratio on the overall hybrid CHP system and absorption chiller cooling load is studied. Fuel cell operational pressure has a great influence on the voltage losses, which cause the stack to heat up.

Micro turbine power output changes due to changes in the pressure ratio, and is illustrated in Fig. 4.

In order to cool down the SOFC stack and control its temperature, excess air is provided, acting as cooling media. Increasing the stack pressure, results in less voltage overpotentials [9], therefore; the required excess air flow rate decreases. This is shown in Fig. 6. Since the inlet fuel mass flow rate to the fuel cell is constant, the stack outlet flow decreases. This leads to lower GT flue gas, and lower HRSG input energy. Therefore, the HRSG product steam decreases, which means less input energy to the generator of the absorption chiller.

The COP of a single effect absorption chiller depends only on the evaporator and generator energy loads, and is constant since the generator and the evaporator temperatures are assumed to be constant. Therefore as the generator inlet energy decreases the evaporator cooling loads decreases in the same manner (Fig. 7).

The SOFC/MGT/Absorption Chiller first and second laws efficiencies are calculated according to the system net power output, absorption chiller cooling load, and hybrid system fuel consumption. This is formulated in equations 12 and 13.

In which $E_{eva}$ is exergy value of the absorption chiller evaporator. The product of the chiller is
cooling, and its exergy is obtained according to equation 14:

\[ \text{Exergy} = \text{Energy} - \text{Exergy Destruction} \]

The efficiencies are calculated based on fuel lower heating value (LHV) and for methane LHV=50050 kJ/kg.

Since there is a slight change in the system net change significantly (Fig. 8). The decrease in the first law efficiency is due to the significant decrease in the absorption chiller cooling load. The exergy efficiency increase is due to the decrease in fuel cell air flow, which has led to the decrease in mass flows in the other components, e.g. GT and HRSG. A parameter that affects exergy efficiency is exergy destruction. Indeed by decreasing exergy destruction, the system exergy efficiency is increased. In a hybrid system, usually the most amount of exergy destruction is in processes which correspond to chemical reactions like in combustion chambers. Lower flow rate of chemical reactants (fuel + air) results in lower value of exergy destruction in the system.

### 3.2. Effect of SOFC Stack Temperature

The SOFC stack temperature increases the net power output as is shown in Fig. 9. Temperature has direct effect on SOFC voltage output. Thus, temperature increment causes increase in voltage, and this results in generation of more heat in the SOFC stack. To prevent the stack to heat up, the amount of the excess air to the system must be increased. Therefore, the system air flow rate is increased due to the increase in stack temperature. It also increases the required air flow rate to the stack. Therefore, absorption chiller cooling load increases due to the increased inlet steam to the generator. These changes result in increase in first and second laws efficiencies, Fig. 10.
3.3. Effect of Absorption Chiller Design Parameters

In a residential area, a great portion of energy consumption is for cooling, and it is of the hybrid CHP duty to provide such a demand. The single effect absorption chiller that is modeled in this paper supplies only a part of the cooling demand, since it only uses the recovered heat from the SOFC/MGT power system. Thus it is the chiller design parameters, so that maximum cooling load will be achieved. This will definitely increases the hybrid CHP efficiency, and reduces the global pollution by avoiding the need for fuel to provide cooling.

Absorption chillers use the concentration changes between the generator and the absorber instead of a compressor, which is used in compression chillers. The concentration difference in the system affects the chiller performance and chilled water production rate. Figure 11 shows that by increasing the Lithium Bromide solution concentration difference \((x_4-x_3)\) the evaporator cooling load increases. As the generator input energy is constant, the chiller Coefficient of Performance increases, too (Fig. 12).

It seems that increasing the difference between the LiBr solution concentrations entering and exiting the generator increases the chiller COP, but further increase results in salt crystallization, which prevents the system from proper working. The prescribe trend increases the first law efficiency as in Fig. 13.

Absorption chillers use the concentration changes between the generator and the absorber instead of a compressor, which is used in compression chillers. The concentration difference in the system affects the chiller performance and chilled water production rate. Figure 11 shows that by increasing the Lithium Bromide solution concentration difference \((x_4-x_3)\) the evaporator cooling load increases. As the generator input energy is constant, the chiller Coefficient of Performance increases, too (Fig. 12).

It seems that increasing the difference between the LiBr solution concentrations entering and exiting the generator increases the chiller COP, but further increase results in salt crystallization, which prevents the system from proper working. The prescribe trend increases the first law efficiency as in Fig. 13.

Fig. 11: Effect of the LiBr solution concentration at generator outlet on the evaporator cooling effect, \(x_3=56\%\)

Fig. 12: Effect of the LiBr solution concentration at generator outlet on the chiller COP, \(x_3=56\%\)

4. Conclusion

In this paper and energy and exergy balance of a hybrid CHP system was performed. The system consists of a solid oxide fuel cell, a micro gas turbine, and a single effect absorption chiller. The SOFC/MGT provides electricity for a residential area, and the absorption chiller is used to provide a portion of its cooling demand. The analysis showed that air compressor pressure ratio increases the SOFC/MGT net power output, while the absorption chiller cooling load decreases. The decrease is due to the decrease in the overall gas flow in the micro turbine and in the heat recovery steam generator. However, exergy efficiency increases because of the decrease in the system overall gas flow.

In addition, the SOFC stack temperature has a favorable effect on the system performance, with increasing net power output, cooling provision, and system efficiencies.
In the last section the effect of the Lithium Bromide concentration in the absorption chiller on the cooling provision of the evaporator was investigated.

The results here indicate that for choosing the proper system design points, one should perform economical analysis for the hybrid system. Moreover, exergo-economic multi-objective optimization is required.

**Nomenclature**

- $V$: fuel cell voltage, (V)
- $K$: reaction equilibrium constant
- $T$: temperature, K
- $T_0$: environment temperature = 308, K
- $P$: pressure, bar
- $W$: work, kW
- $i$: fuel cell current density, A/cm$^2$
- $N$: number of cells in the SOFC stack
- $A$: cell active area, cm$^2$
- $AP1$: air pre-heater No. 1
- $AP2$: air pre-heater No. 2
- $rc$: compressor pressure ratio
- $MGT$: micro gas turbine
- $Ex$: exergy value, kW
- $CC$: combustion chamber

**Greek symbols**

- $\eta$: efficiency
- $\gamma$: specific heat capacities ratio

**Subscripts**

- $c$: compressor
- $MGT$: micro gas turbine
- $SOFC$: solid oxide fuel cell
- $TIT$: turbine inlet temperature
- $oMGT$: micro gas turbine outlet
- $FuelC$: fuel compressor
- $a$: air
- $g$: gas
- $oc$: compressor outlet
- $ic$: compressor inlet
- $in$: turbine inlet
- $out$: turbine outlet
- $FL$: first law

**Second law**

**Evaporator**
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S.E. Díaz-Méndez a, A. Hernández-Guerrero b, J.M. Rodríguez-Lelis c

a Department of Mechanical Engineering, Autonomous University of Carmen, Calle 56 # 4, C.P. 24180, Ciudad del Carmen, Campeche, Mexico.
b Mechanical Engineering Department, University of Guanajuato, Apartado Postal 215A, C.P. 36730, Salamanca, Guanajuato, Mexico.
c Mechanical Engineering Department, National Center for Research and Technical Development (CENIDET), Interior Internado Palmira S/N, C.P. 62490, Cuernavaca, Morelos, Mexico.

Abstract: Gauging accurately the impact of society on the environment has become one of the most important goals around the world. A number of attempts can be found in the literature where a set of indicators to assess and manage the beneficial and detrimental effects of human activities on air, water, land, energy use, and waste production are proposed; these attempts are aimed to measure its progress and set targets for future legislation, control and economic policies on human activities.) A general environmental impact indicator, as those authors describe, should be based on quantitative terms to enable to estimate the harmful effects of industrial operations. Exergetic analysis, specially exergy destruction or lost work is a concept that contains the elements that permit its use as a measure of reduction and excessive consumption of resources. The environmental impact index, proposed $E_{IW}$, has the capability to identify sustainability and how far is the ecosystem from this condition. Low and high limits could be set, where the system can operate sustainably, and setting these as a base line, and the larger the environmental impact index, the closest to destruction the system will be. An application of the environmental impact index to diesel spilled in soil and how it affects the plant growth rate is showed. The results confirm a separation from the base line, and it defines the amount of exergy that can not be stored by the plant.

Keywords: Environment Impact Index, Lost Work, Exergy Destruction.

1. Introduction

When the human being interacts with its environment, by sending or extracting materials to or from ecosystems, he tends to break the equilibrium that exist between the flows of mass and energy in the ecosystem (it happens when there is overflowing or over extracting of goods and reducing the ability of the ecosystem to transform those goods, impeding to continue the sustainable cycle). As the ecosystem reduces its capacity to transform energy and mass, humans will experience the same unavailability, caused by the consumption of those goods that he throws or overexploits.

In this sense, gauging accurately the impact from society on the environment has become one of the most important goals around the world. A number of attempts, that trying to use the concept of exergy, can be found in the literature where a set of indicators to assess and manage the beneficial and detrimental effects of human activities on air, water, land, energy use, and waste production are proposed [1-10]. These indicators are aimed to evaluate its progress and set targets for future legislation, control and economic policies on human activities. Among of them, Rosen [1] has mentioned that the exergy, in the unrestricted waste emissions, has the potential to impact on the environment. His proposal is based on the fact that there is disequilibrium between the elements of the emissions and the elements in the environment. Also, Sciubba [11] has mentioned that the accepted meta-paradigm for the assessment of the state of the environment is: (a) environmental scientists, engineers, physicists, chemists and biologists have the role of defining, troubleshooting and calibrating a proper set of “decision parameters”, called ecological indicators (EI); and (b) National & International Agencies use these EI in their evaluations.

Thus a general environmental impact indicator should be based on quantitative terms, able to estimate the harmful effects of industrial operations. Exergy destruction or lost work is a
concept that contains the elements that permits measure of reduction and excessive consumption of resources. Also, it quote the following that has been observed and described by Jorgensen [12]: an ecosystem takes up all matter (nutrients) necessary for it from its environment; it gets free energy from solar energy and organic food, and returns matter producing entropy. In the process, organisms permanently dissipate the energy in order to maintain their structures (which might be called dissipative), to develop and to evolve. Hence, the access to free energy is a central problem of existence for any living organism.

The struggle for life is first of all a struggle for free energy. Thus, it may be argued, that if the ecosystem is represented by a thermodynamic system, the same principles apply, and the difference to other studies is based on how the available energy and entropy is evaluated, and if they are chemical, magnetical, a heat sink or a source, etc. Thus, in this work the concept of exergy is used (mainly exergy destruction or lost work) as the capability to identify sustainability and how far is the ecosystem from this condition. Low and high limits could be set, where the system can operate sustainably, and setting these as a base line, and the larger the environmental impact index, the closest to destruction the system will be. On the other hand, the same separation from the base line defines the amount of exergy required to revert the contamination plus the amount of exergy required from the same irreversibilities of the reversion process. In this work a simple study of exergy destruction or lost work was carried out; diesel representing oil was spilled in soil to see how it affects the plant growth, then the exergy that can not be stored by the same plant is analyzed.

2. Soil polluted with diesel affecting plant growth rate

A plant was contaminated with diesel, and then the effect on the plant growth rate was appreciated qualitatively as shown in Figure 1. The soil was polluted with 25 ml of diesel and another plant was used as a control, the soil around it without diesel; both plants received 30 ml of water each day during three months. It can be appreciated that one plant is smaller than the other one, because it was affected by the diesel. The plant polluted with diesel will be mentioned as Polluted Plant, the other one as Control Plant to avoid confusion.

Then the plants, one at a time, were introduced in an small cubic chamber of 0.027 m³, made with polystyrene to simulate an adiabatic chamber; a common incandescent light bulb of 1 W was used as a light source to provide energy to the plant, it was controlled to offer only 0.0155 W; a thermocouple was used to measure the temperature of the air inside the chamber, and it was registered every twenty minutes. Also the temperature of the air was registered without the plant in the chamber.

The initial temperature of the air inside the chamber in each test was 27 °C. The results of the final stable temperature inside the chamber are shown in Table 1.

Table 1. Final stable temperature inside the chamber.

<table>
<thead>
<tr>
<th>Test</th>
<th>Final Temperature, °C</th>
<th>Final Temperature, K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without</td>
<td>31</td>
<td>301.15</td>
</tr>
<tr>
<td>Plant</td>
<td>30</td>
<td>302.15</td>
</tr>
<tr>
<td>Polluted</td>
<td>Plant</td>
<td>29</td>
</tr>
<tr>
<td>Control</td>
<td>Plant</td>
<td>302.15</td>
</tr>
</tbody>
</table>

Temperatures registered every 20 min for each test is shown in Figure 2. It necessary to say that the thermocouple was not connected to a reader card device, it was connected direct to a multimeter device and this only displays integer numbers.
3. Exergy destruction or lost work variation

The following thermodynamics equations [13] are used to calculate the lost work or the exergy that is not used by the plant, and that it is absorbed by the air inside the chamber:

\[ W_{\text{lost}} = T_0 \dot{S}_{\text{gen}} = W_{\text{rev}} = W_{\text{actual}} \]  

(1)

When all the reversible work is not used, it becomes lost work; and it corresponds to the first test, when there are not plants inside the chamber, all the electrical work provided by incandescent light bulb passes direct to the air; in other words, this electrical work is fully converted to lost work, it can be represented as follow:

\[ W_{\text{lost}} = T_0 \dot{S}_{\text{gen}} = W_{\text{rev}} = W_{\text{electrical}} \]  

(2)

The lost work that is not used by the plant and passes to air (for the Polluted Plant and Control Plant tests) are evaluated using the entropy balance equation for an adiabatic closed system:

\[ W_{\text{lost}} = T_0 \frac{dS_{\text{gen}}}{dt} = T_0 \dot{S}_{\text{gen}} \]  

(3)

The entropy variation in the volume control, \( dS_v \), is evaluated using an ideal gas equation as follow:

\[ dS_v = m(S_f - S_i) = m \ c_v \ln \frac{T_{\text{final}}}{T_{\text{initial}}} + R \ln \frac{V_{\text{final}}}{V_{\text{initial}}} \]  

(4)

Where \( c_v \) is the is specific heat at constant volume, taken as 0.718 kJ/kg.K. If there is not variation of the chamber, then:

\[ dS_v = m(S_f - S_i) = m \ c_v \ln \frac{T_{\text{final}}}{T_{\text{initial}}} \]  

(5)

The mass of the air is estimated as follow:

\[ m = \rho V \]  

(6)

Where \( \rho \) is the density of the air, 1.2 kg/m³ and \( V \) is the volume of the chamber, the mass was estimated as 0.0324 kg. The lost work for each test is evaluated as:

\[ W_{\text{lost}} = T_0 \frac{dS}{dt} = T_0 \frac{m(S_f - S_i)}{dt} \]  

(7)

\[ W_{\text{lost}} = T_0 \frac{m c_v \ln \frac{T_{\text{final}}}{T_{\text{initial}}}}{dt} \]  

(7a)

Using equation (7) for the Control Plant test the lost work is:

\[ W_{\text{lost}} = 1.2 \text{kg} \ \left( 0.718 \text{kJ/kg.K} \right) \ln \frac{302.15 \text{K}}{300.15 \text{K}} = 0.00773 W \]  

Using the same Equation (7), the lost work for the Polluted Plant test is:

\[ W_{\text{lost}} = 1.2 \text{kg} \ \left( 0.718 \text{kJ/kg.K} \right) \ln \frac{303.15 \text{K}}{300.15 \text{K}} = 0.01157 \text{W} \]  

Also, using Equation (7) the lost work when there is not plant in the chamber is estimated as:

\[ W_{\text{lost}} = 1.2 \text{kg} \ \left( 0.718 \text{kJ/kg.K} \right) \ln \frac{304.15 \text{K}}{300.15 \text{K}} = 0.01545 \text{W} \]  

Summary of this lost work calculation are shown in Table 2.
Table 2. Lost work as a function of the final stable temperature inside the chamber.

<table>
<thead>
<tr>
<th>Test</th>
<th>Final Temperature, °C</th>
<th>Final Temperature, K</th>
<th>Lost Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Plant</td>
<td>31</td>
<td>301.15</td>
<td>0.01545</td>
</tr>
<tr>
<td>With Polluted</td>
<td>30</td>
<td>302.15</td>
<td>0.01157</td>
</tr>
<tr>
<td>Plant</td>
<td>29</td>
<td>302.15</td>
<td>0.00773</td>
</tr>
</tbody>
</table>

In the next section is shown how to use the lost work as environmental impact index o indicator, also a brief discussion is exposed.

4. Exergy destruction or lost work as an environmental impact indicator

In the present section, the core part of this work, an environmental indicator that uses the concept of exergy destruction or lost work is introduced. When an ecosystem is in equilibrium, as already described, the use of the resources is maximized, and the exergy destruction is maintained to a minimum. This is a desirable state that hopefully can be found in some virgin areas of the earth. In an ideal world, this state offers an opportunity to draw a base o reference line from where its evolution can be followed. Then the sum of all the contributions of lost work, as described by Equation (3), of all the subsystems of the ecosystem, will be equal or greater than this base line, in such a way that:

\[ \sum_i T_i \dot{S}_g \text{sphere}_i \text{ external rate} \geq \sum_i T_i \dot{S}_g \text{sphere}_j \text{ pristine state} \quad (8) \]

or

\[ \sum_i \dot{W}_{\text{lost}} \text{sphere}_i \text{ external rate} \geq \sum_i \dot{W}_{\text{lost}} \text{sphere}_j \text{ pristine state} \quad (8a) \]

Here sphere,\text{i} represents each of the parts that compose an ecosystem; water, soil, air, organisms and human beings, also can represent the energy from the sun.

In addition, the purpose of this section is to show how the environmental impact index is interpreted, only the sphere that represents the organisms or the biosphere is taken into account, the other spheres are omitted, but this does not mean that can not be obtained its environmental impact index, i.e. the diesel that is thrown by the society to the soil has useful energy or the evaporation, dissipation or absorption of the diesel are processes needed to restore the environment to its pristine state that also it use an amount of useful energy, and these can be taken into account and they can be added to the sum of all the contributions of lost work. In this work cost are not taken into account.

Bearing in mind that the exergy destruction or lost work is the main variable affecting the capacity of a subsystem to carry out work, then the relationship of the evolution for two given states in time can be constructed, such that:

\[ E\text{II}_\text{EL, sphere} = 100 \cdot \frac{\sum_i T_i \dot{S}_g \text{sphere}_i \text{ external rate}}{\sum_i T_i \dot{S}_g \text{sphere}_j \text{ pristine state}} \]

(9)

or

\[ E\text{II}_\text{EL, sphere} = 100 \cdot \frac{\sum_i \dot{W}_{\text{lost}} \text{sphere}_i \text{ external rate}}{\sum_i \dot{W}_{\text{lost}} \text{sphere}_j \text{ pristine state}} \]

(9a)

Where the ratio EII,W will be now referred as the environmental impact index. The behavior of equation (9) or (9a) may be explained as follows:

- EII,W \approx 0, it is when the base-line or natural conditions, do not change with time in the ecosystem.
- EII,W < 0, it is when the ecosystem carries a condition that can revert previous effects, in such a way that the quantity of lost work or the entropy generation is minimal.
- EII,W > 0, is the case when the ecosystem carries a condition of existence of loss work, and can not be reverted.

If the Control Plant state is taken as the pristine state or base line state as 0.00773 W, then a quantities deviation from this state can be obtained. First, using equation (9) the pristine state is evaluated versus the same pristine state, it is:
\[ EII_{WT, Biosphere} = \frac{0.00773W - 0.00773W}{0.00773W} = 0 \]

This result is in accordance with an ecosystem that does not have change time. When a damage or change occurs, then:

\[ EII_{WT, Biosphere} = \frac{0.01157W - 0.00773W}{0.00773W} = 49.68 \text{%} \]

And when plants do not exist, the value of the indicator is:

\[ EII_{WT, Biosphere} = \frac{0.01545W - 0.00773W}{0.00773W} = 99.98 \text{%} \]

In Table 3 the results of the value of EII_{WT} for the biosphere are summarized.

<table>
<thead>
<tr>
<th>Test</th>
<th>Lost Work</th>
<th>EII_{WT}</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without</td>
<td>0.01545</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Plant</td>
<td>0.01157</td>
<td>50</td>
<td>Altered</td>
</tr>
<tr>
<td>Polluted</td>
<td>0.00773</td>
<td>0</td>
<td>Pristine</td>
</tr>
<tr>
<td>Plant</td>
<td>0.01545</td>
<td>100</td>
<td>State</td>
</tr>
</tbody>
</table>

When the Control Plant was in the chamber, the lost work was 0.00773 W, and it does not vary with the time, then the index EII_{WT} took a value of zero. But, when the Polluted Plant was in the chamber, simulating an altered state or ecosystem, the lost work increases to 0.01157 W, and the index EII_{WT} took a value greater than 0, it is 50, indicating that the ecosystem is throwing 50% of useful energy, due to the diesel spilled in the soil, also this value represents how many times the human being is deviating an ecosystem from its base line or pristine state. When there is not plant in the chamber, all the useful energy is wasted, for this reason the index EII_{WT} took a values greater than 0, it is 100, no energy is used by the plant.

5. Conclusion

A study of the impact over an energy system (organisms or biosphere sphere) due to an environment impact by diesel spilled in the soil from human activities (society sphere) was carried out in the present work. When the proposed environmental impact index, EII_{WT}, took values above 0, see Table 3, there was an alteration of the base-line state of the environment, resulting in an inefficient use of resources. The values of EII_{WT} must be close to 0 when there is no change in the environment, as shown in the same Table 3. Thus the lost work in all the parts of an ecosystem can be used as a measure of the reduction and excessive consumption of the resources when human activity is out of control. This work confirms those results.

Thus, the environmental impact index lost work (Exergy Destruction) presented in this work, can be a useful tool for assessing the environmental impacts of emissions of materials from the society into the environment. This index can be used to analyze thoroughly the waste of resources in the activities of the society. An important addition that this method offers is the advantage to establish quantitative and qualitative guidelines for savings and efficient use of natural resources. Also as a consequence, one can wonder how many times the human being is deviating an ecosystem from sustainability.

The example presented in this work is a good approximation to compute the environmental impact with an exergy-based method; it was applied to simple part or sphere of an ecosystem, the biosphere, the different interaction that it could have with other parts or sphere are not taken into account. To have better approximation about the lost work in the entire ecosystem, it is necessary to complete the model with some information about the elements, it is important to know how elements can move by different paths inside the parts of spheres of the ecosystem and this way predict much better the behavior and tendencies of the ecosystem. Thus, there is still much to be done to clearly identify all necessary indexes that will account for all type of situations, ecosystem, and cost.
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Department of Mechanical Engineering, University of Guanajuato
Salamanca – Valle de Sgo. Km. 3.5 + 1.8, Salamanca, Guanajuato. C.P. 36885. Mexico.

Abstract: The fogging systems have been used for the last decades to mainly increase the power of
the gas turbines in regions where the environment temperature is high with respect to the ISO
conditions. The fundamental principle of the fogging systems is to reduce the dry-bulb temperature by
saturating the air with spray water until the wet-bulb temperature is reached, so the air mass flow rate
and the power output are increased. Nevertheless, in order to obtain an optimal operation of the
fogging system it is necessary: a) to install sprays that allow to obtain diameters of water’s drops in the
rank of 5 to 40 microns, b) to have enough time of residence in the admission duct to evaporate water,
without inertial effects that promote condensation, and c) to have an optimal control with respect to the
environmental conditions and power demand to avoid an excess of water.

In this paper, it is demonstrated by means of a thermodynamic analysis and a numerical simulation (by
Computational Fluid Dynamic -CFD), how a wrong installation of the fogging system can create
condensation of water into the admission duct of a gas turbine, causing damage in the flow path of the
compressor. This is because water in liquid conditions can produce erosion, vortex and vibrations in
the blades of the turbocompressor. A numerical simulation (by Computational Fluid Dynamic -CFD)
was performed for an actual turbogas and focused mainly on finding the trajectories that the particles of
water followed, to see their density-distribution in the admission duct. In order to generate the model,
an actual geometry was taken from and admission duct of an actual turbogas power station. The
results revealed that the actual erosion of the gas turbine blade was due to the particles of condensed
water from the fogging system. So a re-design of the sprays position, and logical of control was
proposed, in order to avoid excess of water consumption, internal decay of the turbine, and impact on
power availability.

Keywords: Fogging system, Premature deterioration, Blades, CFD.

1. Introduction

In México, the regulation of the electrical demand at rush hours, as well as in other countries, has
required to rely on open turbogas or combined
cycle power plants so as to regulate in a faster way
the electrical generation. Nevertheless, because of
the weather conditions in some countries as well as
in Mexico it has been seen that that the electrical
power decreases down to 20% of nominal power at
standard conditions, since the power depends
strongly upon the air mass flow entering the
compressor and this on the environmental
conditions. In a case of a turbomachine, wherein
its power is linked directly to its volumetric flow
rate, it is convenient to have a more dense air so as
to increase the mass flow rate. Several authors
[1,2] report that by each degree Celsius the power
may fall between 0.5 to 0.9 percent (by each
degree Fahrenheit 0.3 to 0.5 %). The pressure has
also an effect upon the power of the gas turbines,
although not on their efficiency. That is, when the
pressure falls, so does the density of the air, therefor the amount of inlet air mass flow
decreases.

In this framework, the most common systems used
to reduce the environmental effect are: a) The
direct evaporative cooler. This system reduces the
temperature of the air by evaporating the water.
The cooling is achieved by getting the air through
a filter in which water is drained off. Because of
the low relative humidity of the ambient, part of
the liquid water evaporates. The energy necessary
to evaporate the water comes from the air and,
therefore, this is cooled. An evaporative cooler can
increase the relative humidity up to 85 percent [1].

b) The Fogging System. This system works similarly to the evaporative cooler but instead of using a humidifier fog, nozzles are used to operate pressures between 1000 and 3000 psig. Such pressure produces billions of water’s drops with a diameter of roughly 5 to 40 microns [1]. This system raises the relative humidity to a 100 percent. Its operation is generally controlled by a Programmable Logic Controller (PLC) which receives signals of temperature and relative humidity before the fogging system and carries out the proper operation to control the necessary water flow by means of a bank of pumps. c) The wet compression. The humid compression includes an atomizing and spraying system, modifications in the logical operation of the gas turbine as well as additional changes in some components so as to make them safer and more reliable. So, because of the combined effect between the evaporative cooling and the intercooling system of the first stages of the compressor d) Mechanical refrigeration. In this system the air temperature can be as low as desired, no matter what the weather conditions are. However, it has the disadvantages of being installed at high costs and having a considerable electrical consumption of ancillary equipments.

2. Fundamentals of the fogging system

In order to compress the air, the compressor requires roughly a 66 percent of the total power generated by the turbine. From an energy balance of the compressor, it yields,

\[ W_c = c_p \rho_R \left( \frac{P_2}{P_1} \right)^{\gamma-1} \left( \frac{V_2}{V_1} \right) - \eta_c \]

(1)

Upon examination of Eq. (1), it is observed that the work depends on the air temperature at the entrance of the compressor. Therefore, if the air temperature increases, then the power consumed by the compressor will be greater.

The power output is smaller when the temperature increases since the power used to compress the air is greater whereas the power generated by the turbine falls, Fig. 1. Therefore it is important to reduce the power loss by decreasing the dry-bulb temperature until the wet-bulb temperature is achieved (100% relative humidity). Under certain circumstances, it is possible to reduce the temperature down to 20 °C.

Fig. 1. Diagram T – s, at normal conditions and at a hot day with fogging system.

Besides, it is also necessary to do a heat transfer analysis between the microscopic drops of water (less than 20 microns) and the air so as to assure a considerable residence time in the admission duct to get the evaporation. If an excess of water were present in the fogging system or the evaporation of the water was not achieved, then water drops would appear in the first stages of the compressor and, as a consequence, this may erode the blades and cause irreversible damages.

Fig. 2. Psychrometric chart showing fog system effect. Ref [7]

The operation point with and without fogging system can be plotted on a professional psychrometric chart, see Fig. 2. The fogging system causes a change in the dry bulb temperature so that wet-bulb conditions are achieved and, therefore, saturated air is present.
3. Gas turbine selection
The turbine analyzed herein is a Westinghouse model W-501D24. In particular, such turbine was considered because in a previous maintenance it was found that the low-pressure compressor blades had already incrustations as well as premature damages. Besides, it had been recently fitted with a fogging system. The gas turbine is comprised of a multi-stage axial flow compressor (as many as 19 stages) and only one admission of IGV, a 4-stages expansion turbine and a radial combustion chamber. In addition it has a fogging system for recovering of power.

4. Analysis of the problem
This analysis relates to study the phenomenon that originated the premature damage of the blades. In order to do so, a methodology was set up, which consisted of:

a) Visual Inspection and Historical Data Recall
b) Thermodynamic Analysis of the Compressor
c) Fluid dynamic Analysis
d) Chemical Analysis

Which are defined as:

Visual Inspection and Historical Data Recall. A technical visit to the plant was carried out in order to take evidence of the gas turbine components that presented damage because of premature aging. Data from the gas turbine monitoring system as well as from the operation personnel was collected. Thermodynamic analysis of the compressor, calculation of the properties was performed stage by stage in the compressor. The analysis was set up in the Engineering Equation Solver (EES software). One of the advantages of using this software is that it has properties for the wet air. Hence the effect of the fogging system on the thermodynamic properties of the air is considered to be a mixture of air and steam.
c) Fluid dynamic analysis. A CFD model for studying the fluid dynamic of the gas turbine was prepared. The aim was to find the trajectories of the water as well as their density in the admission duct assembly.
c) Chemical analysis, incrustation samples were taken from the compressor’s bladesMetallographic tests were made.

4.1. Visual inspection
Upon visual inspection, it was observed that the blades of the low pressure stages had a premature damage at the flow inlet profile because of erosion and some uncovered loosening of material on the surface of the moving blades outlet. Besides some scratch from a solid or liquid particle of the air was seen on the gas turbine blade. Fig. 3 shows a blade from the first stage. Also, it can be seen the scratches due to the high-density particles flowing on the surface.

![Fig. 3. Compressor’s Blade damage (1st stage)](image)

On the other hand, Figure 4 shows one blade of each rotor stage of the 19 stages of the Turbo compressor. There it is observed that scratches are no longer visible from the 7th to 19th stage. Hence it is inferred that liquid (water) suddenly evaporates.

![Fig. 4. Compressor’s Blade damage (all stages) due to a bad fogging System Operation.](image)
**4.2. Thermodynamic analysis**

It was inferred from analysis of the centrifugal trajectories of the drops that they had been introduced by the air flow. In addition, blades revealed unreasonable rugosity which strongly supported the hypothesis of particle infiltrations and undue erosion because of the liquid particles present in the compressor.

Accordingly, in order to find the thermodynamic conditions (pressure and temperature) of the water, a thermodynamic analysis was carried out, see results on Fig 5. The analysis was made in EES (Engineering Equation Solver) software and the boundary conditions (inlet and outlet pressure and temperature) were taken from instrumentation data own the plant. There it can be observed that the water temperature is lower than the saturation temperature up to stage 7. This observation coincides with the phenomenon presented on Fig 4, since only erosion trajectories are seen on the former stages.

By the same token, the cause of the subcooled water may well be due to a over saturation of water in the spray nozzles.

<table>
<thead>
<tr>
<th>$T_{\text{inlet}}$ [°C]</th>
<th>$P_{\text{inlet}}$ [bar]</th>
<th>$T_{\text{outlet}}$ [°C]</th>
<th>$P_{\text{outlet}}$ [bar]</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1]</td>
<td>1.3903725</td>
<td>0.9304</td>
<td>36.4</td>
</tr>
<tr>
<td>[2]</td>
<td>1.3903910</td>
<td>1.034</td>
<td>56.49</td>
</tr>
<tr>
<td>[3]</td>
<td>1.3903734</td>
<td>1.184</td>
<td>66.22</td>
</tr>
<tr>
<td>[5]</td>
<td>1.3904030</td>
<td>1.501</td>
<td>90.7</td>
</tr>
<tr>
<td>[6]</td>
<td>1.3904419</td>
<td>1.778</td>
<td>113.5</td>
</tr>
<tr>
<td>[7]</td>
<td>1.3944665</td>
<td>2.033</td>
<td>131</td>
</tr>
<tr>
<td>[8]</td>
<td>1.3932995</td>
<td>2.327</td>
<td>149.3</td>
</tr>
<tr>
<td>[9]</td>
<td>1.3919823</td>
<td>2.654</td>
<td>169.4</td>
</tr>
<tr>
<td>[10]</td>
<td>1.3905240</td>
<td>3.049</td>
<td>189.2</td>
</tr>
<tr>
<td>[12]</td>
<td>1.3822277</td>
<td>3.996</td>
<td>220.4</td>
</tr>
<tr>
<td>[13]</td>
<td>1.3809651</td>
<td>4.573</td>
<td>252.8</td>
</tr>
<tr>
<td>[14]</td>
<td>1.3813862</td>
<td>5.236</td>
<td>276</td>
</tr>
<tr>
<td>[15]</td>
<td>1.3744056</td>
<td>6.063</td>
<td>300.1</td>
</tr>
<tr>
<td>[16]</td>
<td>1.3755720</td>
<td>6.66</td>
<td>325.2</td>
</tr>
<tr>
<td>[17]</td>
<td>1.3726369</td>
<td>7.653</td>
<td>361.2</td>
</tr>
<tr>
<td>[18]</td>
<td>1.3696160</td>
<td>8.689</td>
<td>370.2</td>
</tr>
<tr>
<td>[19]</td>
<td>1.3681285</td>
<td>10.29</td>
<td>406.1</td>
</tr>
</tbody>
</table>

**Fig.5. Inter-stage Compressor properties conditions.**

Therefore, in order to find the correct amount of water required by the fogging system to saturate the air a psychrometric analysis was undertaken.

The chart plotted in Fig. 6 represents the relation between the volumetric water flow rate and the environment temperature (dry bulb) necessary to get a relative humidity of 100%. The colored lines represent different relative humidity. In particular, for a given relative humidity of 20% and a temperature of 34.5°C, it is necessary a volumetric flow rate of only 8 m³/h. It is important to mention that these conditions are the most critical for the fogging system. In view of the fact, it is concluded that the flow of water supplied to the fogging system is higher than the necessary since plant reports account for a flow of 13 m³/h. This bad operation causes that air is over saturated and hence water condenses.

![Fig.6. Volumetric Flux vs. Dry Temperature with different relative humid](image)

**4.3. Fluid Dynamic analysis**

With the aim of yielding a computational model and representing the physical phenomenon of the fogging system. Measurements of the compressor admission duct were taken physically in-situ from the turbine.

In order to represent the hydrodynamic phenomenon of the fogging system, it was made a computational model using Fluent®. The boundary conditions are listed in the Table 1.

<table>
<thead>
<tr>
<th>Boundary Conditions</th>
<th>Mass Flow Rate</th>
<th>Inlet Absolute Pressure</th>
<th>Inlet Air Temperature</th>
<th>Turbulent Intensity</th>
<th>Outlet Absolute Pressure</th>
<th>Turbulent Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>313.58</td>
<td>kg/s</td>
<td>97.95</td>
<td>kPa</td>
<td>300</td>
<td>K</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection for fogging system</td>
<td>Velocity Magnitude</td>
<td>21.57</td>
<td>m/s</td>
<td>Cone Angle</td>
<td>30</td>
<td>°</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Radius</td>
<td>0.0130937</td>
<td>m</td>
<td>Mass Flow Rate/injection</td>
<td>0.0036897</td>
<td>kg/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Size drop (diameter)</td>
<td>13</td>
<td>μm</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The figure 7 shows the arrangement of nozzles of the fogging system, they are set after the filters.

![Fig. 7. Adjustment of the fog nozzles](image)

Figure 8 shows the computational domain for the fogging system model. The mesh generated to realize the modeling consisted of 536,034 cells, this density of mesh required a time of solution of approximately 2 hours in each case using a 4 GB RAM, 2.2 GHz duo processor computer. This mesh is comprised largely of tetrahedrons and triangular prisms.

![Fig. 8. Computational Domain of Air Admission.](image)

Fig 10 shows the air trajectory from the filters inlet down to the admission of the inlet guide valves of the compressor. This simulation was done with air only so as to validate the results with the design data. There it is observed well defined and aligned trajectory lines. Just before the IGV’s inlet, they change their trajectories by the effect of the baffle plates and low speed, thereby taking the direction towards the compressor’s admission. The flow pattern occurs in accordance to geometry, amount of mass flow rate and pressure gradients.

![Fig. 10. Air path lines (velocity in m/s)](image)

The concentration density of water drops due to the injection of water within the computational domain for different sectors can be seen from Fig. 11 to 13. There, no uniformity of the water-drop trajectories is observed, it can be dangerous because it can produce more vibration than under normal conditions, and on the other hand, it can be assume that water-drops can cause erosion in the blades as it was showed in the figure 3. Also, in some regions, the high density of water-drops can impact in the over saturated air.

Accordingly, it is observed the heterogeneity in the distribution of the water drops, which, in accordance to theory, halts the evaporation of water during its passage from the injection to the entrance to the compressor.
blades, where incrustations were present. Then as a classification basis the samples were labeled, Fig 3, as A (red) and B (yellow). The samples were analyzed by an Inel Diffractometer equipped with an x-ray tube and a 30 kVa, 30 mA copper anode.

For sample A, the results were the following:

Figure 14, shows the crystalline phases of Hematite, Fe2O3, and Magnetite, Fe2O4, the sample A was put under a magnetic field and a phenomenon of ferromagnetism was present.

For sample “B”, the results were as follows: It was found the presence of Iron Sulfide (yellow aspect). In order to determine the likely nature of the fracture, a tiny surface of the deteriorated blade was polished, see Figure. 15.

On the other hand, according with the thermodynamic analysis if the amount of water that is being supplied by the pumps is higher than the necessary, then some water drops will remain liquid thereby eroding the blades in the first stages of the compressor. So it is recommended to reduce the amount of water provided for the fogging system and redesign a better adjustment of the fog nozzles. This new design would cause a proper evaporation of the water drops before entering the compressor and thus avoiding damages in the compressor. The fogging systems have been widely accepted in the last decade, and related literature can be found elsewhere.

4.4. Chemical analysis of the incrustations

In order to carry out this analysis, two samples were taken from different surface areas of the blades.
an acid solution, 70% of FeCl₃; the chemically attacked sample was then analyzed in 2000Zeiss metallographic microscope. Refer to Fig 16 and 17.

Fig.16. Lateral Amplified vision of the Tip fracture of a blade damaged

Analysis of Results

Results from the X-ray diffraction analysis show that in surfaces where the patina is present a part of the iron has been oxidized thereby yielding oxides. On the other hand, the chemical analysis of sample B demonstrated that the blade surface had been polluted with sulphur as traces of iron sulfide were found. The cause of such pollution in the compressor to do with the environment surrounding the turbogas since the water of used in the fogging system holds low pollution levels.

Fig.17. Frontal Amplified vision of the Tip fracture of a blade damaged

In regard to the fracture, the metallographic analysis revealed an intergranular fracture. So it is concluded that such fracture belong to the fragile type because of the crystallization of the base material caused probably by the environment pollutants.

5. Conclusions

Upon the thermodynamic analysis it was proven the presence of water drops through stages 1 to 7. In particular, water drops caused a premature damage on the blade surface; this was because of the combined effect between the humidity and the presence of sulphur in the environment.

As well, in order to rule out the possibility that the processed water had a high mineral content, an analysis was carried out. From the analysis it was determined that the water was supplied from an inverse osmosis treatment plant, so it was impossible that the root of the problem was this. Besides, it was found that the sulphur source was due to the industries located nearby to the power plant. The corrosive environment, because of the presence of NOx and SOx, caused the blade oxidation as well as it was found traces of iron sulphur which made the crystal to be crystallized. Such chemical attack modified the structure of the blades which originated the fracture of the material at the outlet of the blade.

Consequently, it has been proposed to take up an adjustment in the control system in order to avoid the over saturation due to excess of water. Likewise, it has been recommended to install a drainage in the admission duct since there will always be condensed water in the duct.

For the fluid dynamic analysis, it was found that the distance and amount of water were not the appropriate, hence a proposal for redesigning the fog nozzles and the amount of water.

Finally, the combination of fundamental physical laws with advanced analysis tools allows to properly identifying the root causes of real problems. However, this search of root causes depends strongly on the skill of the engineer.

Nomenclature

Cₚ constant pressure specific heat, J/(kg K)  
P pressure, kPa  
T temperature, K  
W compressor work, MJ

Greek symbols  
γ specific heat ratio
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η efficiency

Subscripts and superscripts
1 inlet compressor
2 outlet compressor
c compressor
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