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Abstract

When humans or animals perform an action that led to a desired outcome, they show a tendency to repeat it. The mechanisms underlying learning from past experience and adapting future behavior are still not fully understood. In this thesis, I study how humans learn from sparse and delayed reward during multi-step tasks.

Learning a sequence of multiple decisions, from a reward obtained only at the end of the sequence, requires a mechanism to link earlier actions to later reward. The theory of reinforcement learning suggests an algorithmic solution to this problem, namely, to keep a decaying memory of the state-action history. Such memories are called eligibility traces. They bridge the temporal delay between the moment an action is taken and a subsequent reward. We ask whether humans make use of eligibility traces when learning a sequential decision making task. The difficulty in answering this question is that different competing algorithmic solutions make similar predictions about behavior. Only during a few initial trials, learning with eligibility traces is qualitatively different from other algorithms.

Here, I implemented a novel learning task with an experimental manipulation that allowed us to guide participants through a controlled sequence of states. With this hidden manipulation, we were able to isolate the specific trials in which the competing models are distinguishable. Behavioral data as well as simultaneously recorded pupil dilation revealed effects compatible with eligibility traces, but not with simpler models. Furthermore, the trial-by-trial reward prediction errors were correlated with pupil dilation and EEG measurements.

Our experimental data show effects of eligibility traces in behavior and pupil data, after a single experience of state-action associations, which has not been studied before in a multi-step task. We view our results in the light of one-shot learning and as a signature of a learning mechanism present both in temporal difference and one-shot learning.

Keywords human learning, sequential decision making, eligibility trace, one-shot learning, credit assignment
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Learning from past experience and adapting future behavior is an impressive capacity of the brain. For example, when starting to learn how to ride a bicycle, most trials fail. But with repetition, the behavior adapts and improves until the muscles perform the right movements automatically. This kind of learning is colloquially called trial and error learning.

There is a long tradition in behavioral psychology and neuroscience to study how humans and animals acquire behavior after observing positive or negative outcomes of their actions. In control theory and engineering, similar topics have been studied: how can an agent (e.g. a robot), guided by a reward signal, learn to take correct actions in specific situations? The two domains formalized the study of learning into Reinforcement Learning.

In this thesis, I present my research in human learning and sequential decision making. We designed a maze-like task to study how humans learn, through trial and error, the sequence of states and actions that led them to a goal state. The question we ask is how humans integrate this sparse and delayed feedback to guide future behavior. We discuss our experimental results with respect to two aspects. First, we explain behavior in terms of classic reinforcement learning algorithms, with a focus on the role of eligibility traces. Then, we discuss our experimental results in the light of one-shot learning.

This introduction is divided into four sections. In the first section, I will introduce the problem of sequential decision making. Section 1.2 is a short review of the computational framework of reinforcement learning. In section 1.3 I turn to neuroscience; in a short, chronological review, I highlight the milestones that have led to the reward prediction error hypothesis of dopamine. This is followed by the review of a model of learning, which is thought to implement aspects of reinforcement learning in the brain. In the last part of this section I introduce the role of one-shot learning for behavior. Finally, section 1.4 explains the link between neural activity and pupil dilation.
Chapter 1. Introduction

1.1 Learning and decision making

1.1.1 Sequential decision making

Sometimes life is easy and a simple action leads to immediate pleasure; eating chocolate is such situation. But most of the time, a rewarding outcome is the consequence of a, potentially long, sequence of actions. Walking to the next library to borrow an interesting book, baking homemade bread, or winning a Go game are such examples. In fact, at the level of motor control, even eating chocolate is a complex sequence of fine-tuned muscle activations. The study of sequential decision making tries to understand how such behavior is learned.

Psychologists have identified a rich set of factors that influence behavior and learning, such as motivational and emotional states. Here we adopt a simplified view, and reduce the driving forces to the abstract goal of \textit{maximizing reward}. That is, we consider the case of an agent seeking to perform the sequence of actions that will maximize the reward eventually obtained.

1.1.2 The credit assignment problem

When feedback is received only at the end of a long sequence of actions, how does a learner know which actions were responsible for producing the outcome? This is known as the \textit{credit assignment problem} [Minsky, 1961].

A classic example to illustrate the \textit{credit assignment problem} is chess. In each turn, a player has many possible options to choose from. Some moves may increase the chances to win, while others reduce it. The difficulty of learning the good moves (or avoiding the bad ones) is that none of the intermediate decisions receive direct feedback; there is only the final outcome, win, lose or stalemate.

The chess example and a possible solution were discussed in the 1950s by Allen Newell in "The chess machine: an example of dealing with a complex task by adaptation" [Newell, 1955]:

\begin{quote}
The problem of sample-size requires mention: How large a sample of experience is necessary to obtain learning? Or better: How much information about the effects of behavior is necessary to successfully modify the behavior? Chess affords a good example of this problem. It is extremely doubtful whether there is enough information in "win, lose, or draw" when referred to the whole play of the game to permit any learning at all over available time scales. There is too much behavior. For learning to take place, each play of the game must yield much more information. This is exactly what is achieved by breaking the problem into components. The unit of success is the goal. If a goal is achieved, its subgoals are reinforced; if not, they are inhibited. (Actually, what is reinforced is the transformation rule that provided the subgoal.) This is so whether the game is ultimately won or lost.
\end{quote}
Newell's suggestion of *breaking the problem into components* is an example of hierarchical (or *divide and conquer*) approaches to complex problems. While this is a proven engineering approach, a biological system would have to solve a new problem: that of identifying (or learning) the sub-problems themselves. This is not impossible, and there is evidence for hierarchical reinforcement learning [Botvinick et al., 2009, Ribas-Fernandes et al., 2011] and hierarchical planning [Balaguer et al., 2016] in humans.

But there are also simpler, heuristic approaches. Imagine a sequential decision making task where the last action made leads to the rewarding goal state. It is reasonable to assume that not only the last action caused the rewarding outcome, but also the next to last (and second to last, etc.) action has contributed to success. This intuition is captured by the temporal proximity heuristic: Credit should be assigned not only to the action which was immediately followed by reward, but also to earlier actions.

### 1.1.3 Credit assignment heuristics in human learning

If a choice is followed by a reward, then humans and many animals tend to repeat the same choice in the future. While such repetition biases have been observed in many experiments, there are more subtle effects:

In a classic experiment, Thorndike [Thorndike, 1933] observed a *spread of effect*. That is, he observed a repetition bias not only for choices that were immediately followed by a reward, but also for the choices made in close temporal proximity, prior to a reward.

In a recent study, Jocham et al. [2016] also observed this spread of effect and identified mechanisms driving it. In their experiment, human participants had to learn stimulus-reward associations for three different visual stimuli (geometric shapes) from two forms of feedback: a delayed, causal reward, and an instantaneous, random reward. In addition to the expected learning of causal stimulus-reward associations, behavior also revealed *non-causal* learning, driven by two different heuristic mechanisms: First, choices were repeated if they were in temporal proximity, prior to a reward. Second, “subjects were likely to assign credit for a reward to a choice that was frequently selected in the recent past, whether or not it was causally related to the reward” [Jocham et al., 2016].

The two effects can be seen as credit assignment heuristics based on recency and frequency. These approaches have also been proposed and formalized in machine learning research as solutions to the *credit assignment problem*, as described in the next section.
1.2 Reinforcement learning theory

Reinforcement Learning (RL) theory studies the puzzling problem of a hedonic agent that <em>wants</em> something, and <em>learns</em> how to get it through interaction with its environment.

Starting without knowledge about the environment, an agent explores the environment by taking actions. These actions can initially be random, or follow a more elaborated exploration strategy. At some point, the choices lead to a reward and the agent uses this information to receive more reward in the future: it adapts its future behavior. Many trials might be necessary to explore a dynamic environment and discover optimal actions: reinforcement learning algorithms describe iterative processes of adapting the behavioral strategy. Figure 1.1 shows an early version of a still influential abstraction of the Reinforcement Learning problem [Minsky, 1961].

Reinforcement learning theory covers two aspects: first, it formally describes the problem statement, and second, it provides solutions to solve it.

We start with the description of the problem statement.

1.2.1 Markov Decision Process

A sequential decision making problem with observable states and stochastic transitions can be described as a Markov Decision Process (MDP). An MDP is a mathematical object composed of the following five elements:

- $S$: the set of states.
- $A$: the set of actions.
- $P^a_{ss'}$: The probability to transition from state $s$ to $s'$ when taking action $a$.
- $R^a_{ss'}$: The immediate reward after the transition from state $s$ to $s'$ when taking action $a$.
- $\gamma$: Distal reward discount factor in $[0, 1]$.\footnote{When studying learning, we consider $\gamma$ as a property of the learning agent, instead of the MDP.}

The state transitions $P^a_{ss'}$ satisfy the Markov property: the distribution over the next states $s'$ depends only on the current state $s$, not on the history of previous states. We only consider the case of finite sets of discrete states and actions and discrete-time dynamics.

The behavior of an agent in such an environment is defined by its <em>policy</em> $\pi$. $\pi(s,a)$ is the probability to take action $a$ in state $s$.

Starting from some state $s$ and following a policy $\pi$, the interaction between an agent and the environment (the MDP) produces a sequence of states and actions. Such a sequence can be infinite (infinite horizon MDP) or episodic, meaning that there are absorbing states which terminate an episode.
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Fig. 1.1. Figure adapted from the classic "Steps Toward Artificial Intelligence" Minsky [1961]. This early version of a still valid abstraction of the RL problem shows the interactions between the environment and an agent (reinforcement machine). Interestingly, here the reward is not "returned by the environment" as it is often described in more recent texts, but generated by a separate part of the system, akin to a critic. Original caption: "Note that the Trainer need not know how to solve problems, but only how to detect success or failure, or relative improvement".

1.2.2 Solving an MDP: finding the optimal policy

When an agent selects actions according to an optimal policy \( \pi^* \), it will maximize the expected reward. The goal of solving an MDP is to find \( \pi^* \). There is a wide range of algorithms for solving an MDP [Sutton and Barto, 2018]. Most algorithms are based on estimating an intermediate quantity, the so-called value function, which depends on the policy \( \pi \). The value \( V^\pi(s) \) of a state \( s \), is an estimate of how much reward to expect when starting in \( s \) and select actions according to the behavioral policy \( \pi \). This is illustrated in Figure 1.2[a2], which depicts the state values of a simple MDP example. Similarly, action values \( Q^\pi(s, a) \) quantify the expected reward after selecting action \( a \) in state \( s \) and following \( \pi \) for the later steps.

\[
Q^\pi(s, a) = \mathbb{E}_{\pi} \left\{ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} | s_t = s, a_t = a \right\} \tag{1.1}
\]

Where \( t \) is the current time step, and \( r_{t+k+1} \) is the reward obtained when transitioning from \( s \) (in a future time step \( t + k \)) to \( s' \) (in \( t + k + 1 \)). The parameter \( \gamma \in [0, 1] \) is the discount factor that controls the weight of distal rewards.

These Q-values guide behavior. A common choice for selecting actions given the values of the available options, is the softmax policy:

\[
\pi(s, a) = \frac{\exp(Q(s, a)/T)}{\sum_a \exp(Q(s, \tilde{a})/T)} \tag{1.2}
\]

The temperature \( T \) controls the balance between exploration (for large \( T \), actions are chosen with equal probability) and exploitation (for \( T \to 0 \), the action with the largest Q-value is chosen).

The definition (Eq. 1.1) can be transformed into a recursive relationship, known as the Bellman equation.
Fig. 1.2. Temporal Difference Learning: example and predictions for experiments

[a] Gridworld is a simple MDP example. It is defined by 64 states, 4 actions (up, down, left, right) in each state, deterministic transitions, a single reward state $G$, $\gamma < 1$, and a single start state $S$. [b] Value function $V(s)$. States with high value are colored in red, low values in blue. If an agent has access to this function, the task is solved; the policy can be derived from it. [c] Policy $\pi^*$. Arrows indicate the optimal action in each state. Initially, an agent does not have access to the value function. It has to learn it through interaction with the environment. [d1] Episode one. An agent discovers the goal state after random exploration. [d2] The value function was initialized with $V(s)=0$ for all states (blue). Discovering the goal state generates a large prediction error. TD-0 learning updates $V(g)$ only. [d3] The decaying eligibility traces allow TD-$\lambda$ to update the values of visited states. [e1] Episode two. The agent reaches state c6. [e2] A TD-0 learner has no information to guide the decision at c6. [e3] A TD-$\lambda$ update in episode one makes two predictions about episode two: i) the transition from b6 to c6 causes a reward prediction error, and ii) the agent has a bias to select the action "down". In chapter 2 we test these two predictions in a simpler task with humans.
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expectation equation. It decomposes the value into an immediate reward and a (discounted) expected future reward.

\[
Q^\pi(s, a) = E_\pi \left\{ r_{t+1} + \gamma Q^\pi(s', a') \mid s_{t+1} = s', a_{t+1} = a', s_t = s, a_t = a \right\}
\]

\[= \sum_{s', a'} P_{s \rightarrow s'}^a \left[ R_{s \rightarrow s'}^a + \gamma \sum_{a'} \pi(s', a') Q^\pi(s', a') \right] \tag{1.3}\]

For a given policy \(\pi\) and a known MDP, that is if one has access to \(P_{s \rightarrow s'}^a\) and \(R_{s \rightarrow s'}^a\), one can solve the system of linear equations (Eq. 1.3) to find the state-action values \(Q^\pi\). Here we consider a different case: an agent that wants to maximize rewards is interested in finding an optimal policy \(\pi^*\) for which the Q-values are maximal:

\[
Q^*(s, a) = \max_\pi Q^\pi(s, a) \tag{1.4}
\]

The optimal state-action values satisfy the nonlinear Bellman optimality equation:

\[
Q^*(s, a) = \sum_{s'} P_{s \rightarrow s'}^a \left[ R_{s \rightarrow s'}^a + \gamma \max_{a'} Q^*(s', a') \right] \tag{1.5}
\]

To solve the nonlinear optimality equation 1.5, iterative methods known as Value Iteration and Policy Iteration can be used. A discussion of these dynamic programming algorithms can be found in Sutton and Barto [2018]. These algorithms need a fully specified MDP and fall into the category of model-based RL.

In many interesting and realistic problems an agent does not know the dynamics of the environment. It could still try to estimate \(P_{s \rightarrow s'}^a\) and \(R_{s \rightarrow s'}^a\) through interaction with the environment and apply a model-based algorithm to infer action values. Alternatively, there are model-free algorithms which learn how to act without knowing or estimating \(P_{s \rightarrow s'}^a\) and \(R_{s \rightarrow s'}^a\). The next section discusses such a learning algorithm.

1.2.3 Temporal Difference Learning

From the many algorithms, solving Eq. 1.5, we now consider one particular class: temporal difference (TD) learning.

Model-free methods improve the estimates of Q-values iteratively from experience without estimating the dynamics of the environment, but by averaging over observed rewards: At any moment \(t\) during learning, the agent has some estimate \(Q_t(s, a)\) of the expected future reward. This estimate could be improved by rolling out a full episode, observe all the collected rewards,

\[\text{The term model refers to the dynamics of the environment, specified by } P_{s \rightarrow s'}^a, \text{ and } R_{s \rightarrow s'}^a.\]
and update the estimate of $Q_t(s,a)$ accordingly.

Instead of doing a full roll-out, a TD agent considers only a single action $a_t$, the observed next state $s_{t+1}$, and reward $r_{t+1}$ for the Q-value update. TD learning is based on two properties of the Bellman equation: First, it decomposes the expected reward $Q_t(s_t, a_t)$ into immediate reward $r_{t+1}$ and expected future reward $Q_t(s_{t+1}, a_{t+1})$. Based on this property a TD learner does a single step, observes only $r_{t+1}$ and uses $Q_t(s_{t+1}, a_{t+1})$ to estimate the remaining future rewards. Second, the Bellman equation is a consistency equation that holds after convergence.

During learning, the equality does not hold. Instead, for a single sample, and using estimates of Q-values, we have the following equation:

$$Q_t(s_t, a_t) + \delta_t = r_{t+1} + \gamma Q_t(s_{t+1}, a_{t+1})$$

The right hand side of Eq. 1.6 forms a target value: after learning, $Q_t(s_t, a_t)$ correctly predicts this target, and $\delta$ goes (on average) to 0.

The quantity $\delta$ is defined as the reward prediction error. It absorbs two sources of errors: first, $Q_t$ are only estimates for the true Q-values. The goal of learning is to remove this part of the error. Second, Q-values express expectations, while here, by sampling, we observe concrete realizations of the potentially stochastic rewards and transitions. This part of the error reflects the intrinsic uncertainty of the environment and can not be removed. Estimating this variance to optimize learning in uncertain environments, is an interesting research field, both, computationally and experimentally [Nassar et al., 2012, Payzan-LeNestour et al., 2009, Behrens et al., 2007], but not further discussed in this thesis.

A classic TD learning algorithm, SARSA, uses the trial-by-trial reward prediction error $\delta$ to update the Q-value estimates:

$$\delta_t = r_{t+1} + \gamma Q_t(s_{t+1}, a_{t+1}) - Q_t(s_t, a_t)$$

$$Q_{t+1}(s, t) = Q_t(s, t) + \alpha \delta_t$$

Where $\alpha \in [0,1]$ is the learning rate.

So far we have discussed how Q-values are updated. But how does an agent find the optimal policy? The answer is surprisingly simple (but proving it is difficult [Singh et al., 2000]): the Q-values and the policy depend on each other (see Eq. 1.2 for the case of the softmax family) and SARSA converges simultaneously to $Q^*$ and $\pi^*$ under appropriate conditions (see [Singh et al., 2000, Sutton and Barto, 2018]).

---

3Using the estimate $Q_t(s_{t+1}, a_{t+1})$ instead of the actual future rewards is called bootstrapping. It introduces a bias but reduces variance.
1.2.4 Eligibility traces and credit assignment

The update rule in Eq. 1.7 changes only the value of one state-action value, \( Q_t(s_t, a_t) \). That is, credit for the prediction error \( \delta \) is assigned only to the action immediately preceding it. As discussed in 1.1.2, actions further in the past have also contributed to the outcome and could be updated.

This is implemented in SARSA-\( \lambda \), a modification of SARSA that keeps track of the past state-action activations in a table \( e_t(s, a) \). Each time action \( a_t \) at state \( s_t \) is taken, the eligibility for this state-action pair to be updated is set to 1. For all other state-action pairs, this eligibility decays by a factor \( \lambda \):

\[
e_t(s, a) = \begin{cases} 
1 & \text{if } s = s_t, a = a_t \\
\gamma \lambda e_{t-1}(s, a) & \text{otherwise.} 
\end{cases}
\]  

(1.8)

This form of eligibility traces is known as replacing traces and implements the recency based credit assignment heuristic [Singh and Sutton, 1996]. The update rule (Eq. 1.7) becomes

\[
Q_{t+1}(s, a) \leftarrow Q_t(s, a) + \alpha \delta_t e_t(s, a)
\]  

(1.9)

The update with and without eligibility traces is illustrated in Figure 1.2 for the case of V-values. Figure 1.2[c] also illustrates how learning with eligibility traces makes predictions about the reward prediction error and about the behavior. We will come back to these two predictions in more detail in chapter 2, where we experimentally test them using a tailored task.

1.2.5 Neo-Hebbian learning in a simple neuronal model

The SARSA algorithm can be easily implemented in a computer, using any programming language. Before discussing, in section 1.3, how model-free reinforcement learning is thought to be implemented in the complex circuits of the human brain, it is useful to think about a very basic neuronal circuit.

Figure 1.3 depicts two models: they both implement the simple functionality of activating an action neuron \( a \) when a state neuron \( s \) is active. They differ in how this state-action associations are strengthened: In classic Hebbian learning (Fig. 1.3[a]) the co-activity of the pre- and the postsynaptic neurons leads to a (small) weight change. This unsupervised method exploits the statistical correlations, but ignores the reward information. The strength of the synapses develops slowly over many trials.

In three factor rules of synaptic plasticity, the co-activity of pre- and postsynaptic neurons does
not lead to an immediate weight change, but marks the synapse as eligible for change. Only in the presence of a third factor, this eligibility leads to an actual weight change (Fig. 1.3[b]). The reward signal differentiates co-activity in unsuccessful trials from rewarded trials. This allows for larger learning rates than in the unsupervised case, and results in faster learning.

Three factor learning rules, and experiments providing support for the role of eligibility traces in synaptic plasticity, are reviewed in detail in Gerstner et al. [2018].

Fig. 1.3. Hebbian and neo-Hebbian learning

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Hebbian learning" /></td>
<td><img src="image2" alt="Neo-Hebbian learning" /></td>
</tr>
</tbody>
</table>

Neurons S1 to S4 represent states, neurons a1 and a2 two possible actions. Active neurons are marked in red. Arrows indicate an excitatory projection from the state to the action neurons. The synaptic weight change after a sequential co-activation of (S1, a1) - (S3, a2) - (S4, a1), followed by reward is shown. Colors symbolize the weight change (from strong to weak: red, orange, yellow; no change is marked as gray). [a] In classical models of Hebbian learning, the co-activity of the pre- and postsynaptic neuron leads to an immediate weight change. Accordingly, the co-activity of (S1, a1) has strengthened the synaptic efficacy from S1 to a1. Similarly (S3, a2) and (S4, a1) associations are strengthened. The weight change is relatively weak. In correlation-based learning, strong associations are formed over many repetitions. For learning rewarded behavior, neo-Hebbian learning is more efficient: [b] Illustration of neo-Hebbian (or three factor) learning with eligibility traces. Each state-action co-activation has left a decaying memory at the corresponding synapse. This eligibility for weight-change is turned into a strengthening (or weakening) of the synapse only at the arrival of the third factor (e.g. a dopamine mediated reward prediction error). Note the specificity of learning: although the reward is signaled globally, only synapses with a trace of past co-activation are actually changed. The reward guided gating allows for larger weight changes.
1.3 The neuroscience of human learning and decision making

Summing up numbers, denoted as $r_t$, is all an abstract agent, described in the previous section, is aiming at. This does not seem to be a very rich model for the fascinating and sometimes (seemingly) irrational behaviors of humans. Not surprisingly, the neural circuits behind human behavior are complex and far from being fully understood. What is surprising, is that the simple temporal difference learning models can, to some extent, explain human learning and that there is a close correspondence between the reward prediction error and the activity of dopaminergic midbrain neurons, known as the Reward Prediction Error Hypothesis of Dopamine. In this section I will briefly summarize the experimental and conceptual milestones that have led to this discovery. I will then discuss how the human brain is thought to implement reinforcement learning.

1.3.1 A short history of the reward prediction error hypothesis of dopamine

This compact review is mostly based on material from Colombo [2014], Gazzaniga et al. [2008] and Sutton and Barto [2018].

Edward Thorndike’s law of effect is considered one of the first general statements about the strengthening (or weakening) of an association between stimuli and behavior [Gazzaniga et al., 2008, Beeler, 2012].

If an association is followed by a satisfying state of affairs it will be strengthened and if it is followed by an annoying state of affairs it will be weakened. [Thorndike, 1911]

Here, the strengthening of an association refers to an observable repetition bias in future behavior. That is, behavior becomes, to a certain extent, predictable.

An important conceptual step forward in the study of learning was made when Bush and Mosteller [1951] formalized learning as a form of error correction, an idea further developed by Rescorla and Wagner: “Organisms only learn when events violate their expectations. Certain expectations are built up about the events following a stimulus complex; expectations initiated by the complex and its component stimuli are then only modified when consequent events disagree with the composite expectation.” [Rescorla et al., 1972]. The Rescorla-Wagner learning rule describes how an initially neutral stimulus becomes predictive (conditioned) of a subsequent reward (or unconditioned stimulus). The rule quantifies the strengthening of such an association as a trial-by-trial change, proportional to how strongly a stimulus predicted subsequent reward.

While this rule explained many experimental results, it failed explaining second-order conditioning [Glimcher and Fehr, 2013]: In second-order conditioning, an animal first learns to associate a stimulus S1 with a reward. After this first phase of learning, a second stimulus S2 is
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associated with S1. Second-order conditioning is the phenomenon where the animal learns to associate S2 with reward indirectly through the pairing with S1 only.

The Rescorla-Wagner rule fails explaining the conditioning of S2 because during the S2-S1 pairing, no reward (or unconditioned stimulus) is involved, and therefore the association strength between S2-S1 does not change. In other words, the rule only considers one-step experiments and explains learning from immediate, but not from delayed reward. A solution to this problem, namely temporal-difference (TD) learning, was introduced by R. Sutton in 1988. The proposed algorithm learns from reward prediction errors at rewarded and non-rewarded states: “The hallmark of temporal-difference methods is their sensitivity to changes in successive predictions rather than to overall error between predictions and the final outcome.” [Sutton et al., 1988].

In retrospect, it may seem obvious how the Rescorla-Wagner rule generalizes into temporal-difference learning. But one should note an important conceptual difference between the two: The Rescorla-Wagner rule quantifies the associative strength between a previously neutral stimulus and an unconditioned stimulus. On the other hand, TD learning tackles the entangled aspects of multi-step learning, which include value prediction and credit-assignment. When introducing TD learning, R. Sutton writes in "Learning to Predict by the Methods of Temporal Differences" 1988:

This article introduces a class of incremental learning procedures specialized for prediction that is, for using past experience with an incompletely known system to predict its future behavior. Whereas conventional prediction-learning methods assign credit by means of the difference between predicted and actual outcomes, the new methods assign credit by means of the difference between temporally successive predictions. Although such temporal-difference methods have been used in Samuel’s checker player, Holland’s bucket brigade, and the author’s Adaptive Heuristic Critic, they have remained poorly understood. [Sutton et al., 1988].

As discussed in section 1.2.3, TD learning builds on two basic concepts, restated here for the case of V-values: First, the reward prediction \( V(s) \) associated with each state \( s \), quantifies the expected future reward when starting in \( s \). Second, the reward prediction error \( \text{RPE} \) is the difference between reward predictions of two successive states \( s_t \) and \( s_{t+1} \):

\[
\text{RPE}(t) = r_{t+1} + V(s_{t+1}) - V(s_t)
\]

The Reward Prediction Error (RPE) is the crucial learning signal. It drives learning through the

---

The neuroscience of human learning and decision making following update of the reward prediction:

\[ V(s_t) \leftarrow V(s_t) + \alpha RPE \]  

(1.11)

With learning, the \( V \)-values approach reliable predictions, while the RPEs decrease.

The link between the theoretical model of TD-learning and neurophysiological data was established in the years between 1991 and 1997. According to Colombo [2014], in 1991 P. Dayan and R. Montague recognized a signature of TD-learning in recordings from dopamine neurons in monkeys, published by W. Schultz, but the publication “was getting rejected by every major journal in neuroscience”. It was not until 1996 that they were able to publish their work [Montague et al., 1996], and in 1997, the seminal article "A neural substrate of prediction and reward" [Schultz et al., 1997] was published. There, the authors observed (and modeled) four characteristic firing patterns in dopaminergic neurons: 1) high activity at the delivery of an unpredicted reward, 2) baseline activity at the delivery of a predicted reward, 3) high activity at the onset of a reward predicting stimulus, 4) below-baseline activity when a predicted reward was not delivered. This confluence of computational theory with behavioral and neurophysiological data, is now known as the Reward Prediction Error Hypothesis of Dopamine.

Soon after, and enabled by the emerging fMRI technology, neural correlates of reward prediction errors were identified in the human brain [Berns et al., 2001, Pagnoni et al., 2002, O’Doherty et al., 2003, McClure et al., 2004, Pessiglione et al., 2006]. Also, using EEG, Holroyd and Coles [2002] identified characteristic neural signatures of human error processing and proposed a model for adaptive behavior. Since that time, a wealth of research has advanced the understanding of the neural circuits underlying learning and value-based decision making (for reviews see Doya [2008], Niv [2009], Glimcher [2011], Eshel et al. [2015], Watabe-Uchida et al. [2017], O’Doherty et al. [2017]). Also, with the availability of new technologies, animal research was able to relate the law of effect to neuronal activity patterns, as reported by Athalye et al. [2018]: “Seeking evidence for a neural law of effect, we found that mice learn to reenter more frequently motor cortical activity patterns that trigger optogenetic VTA self-stimulation”.

Despite its remarkable success in explaining many experiments [Glimcher, 2011], the Reward Prediction Error Hypothesis of Dopamine has not been unquestioned and remains a topic of debate [Berridge, 2007, Dayan and Niv, 2008, O’Doherty, 2012, Beeler, 2012]. The role of dopamine in particular, has been studied extensively and research has put forward a much more complex role [Schultz, 2016]. It has been found that dopamine is involved in signaling the saliency of stimuli and the discovery of new actions [Redgrave and Gurney, 2006], the value of states and motivational vigor [Hamid et al., 2015], the selection of correct actions [Syed et al., 2015], or in signaling new, unconditioned stimuli (novelty) [Horvitz et al., 1997, Menegas et al., 2017]. Or, as Salamone and Correa [2012] summarize it:

Traditional ideas about DA [Dopamine] as a mediator of “hedonia,” and the tendency to equate DA transmission with “reward” (and “reward” with “hedonia”) is
giving way to an emphasis on dopaminergic involvement in specific aspects of motivation and learning-related processes, including behavioral activation, exertion of effort, cue instigated approach, event prediction, and Pavlovian processes.

Not only the role of dopamine has been challenged, but, more generally, also the neuronal circuits of value-based decision making remain a subject of debate. I conclude this summary with references to this still ongoing debate:

For example, the orbitofrontal cortex has been reported as being involved in a variety of cognitive processes related to learning and decision making, but many of them are questioned in [Stalnaker et al., 2015]. Also, Elber-Dorozko and Loewenstein [2018] conclude: “the claim that striatal neurons encode action-values must await new experiments and analyses”. Finally, even one of the main methods which has led to many insights about learning and the underlying neural circuits, parametric statistical analysis of fMRI, has been criticized for high false-positive rates [Eklund et al., 2016].

Despite this controversy, in the next section we describe a model that has been proposed as a neural implementation of model-free reinforcement learning.
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1.3.2 A model of value-based learning with eligibility traces

As discussed before, a large body of research has established a close link between reinforcement learning theory and human learning and decision making. There is wide consensus that humans show hallmarks of value-based decision making [Glimcher and Fehr, 2013].

Decision making experiments have shown that humans learn the values of available actions and select actions by comparing their values (or utility) (see Rangel et al. [2008] for a review; but also Summerfield and Tsetsos [2015] for "irrational economic decisions"). The question then arises, where in the brain these values are represented and how comparison is performed. Many studies suggest that these computations are implemented in the cortico-basal ganglia-thalamo-cortical loop [Lisman, 2015]. A recent model for value-based learning and action selection, proposed by Collins and Frank [2014], is explained in Figure 1.4. In the cortico-basal ganglia-thalamo-cortical loop, the striatum is thought be involved in the representation and comparison of action-specific values [Samejima et al., 2005, Tai et al., 2012, Strait et al., 2015]. The striatum receives reward prediction error signals via dopaminergic projections (see Fig. 1.5), facilitating learning of the action-specific values. When the reward is delayed, eligibility traces are necessary to bridge the temporal delay between the neural activity during action selection and the dopaminergic teaching signal. At the synaptic level, eligibility traces are linked to the synaptic tagging and capture hypothesis [Frey et al., 1997, Redondo and Morris, 2011, Gerstner et al., 2018]: Pre- and postsynaptic co-activity "tags" the synapse, while an additional factor (here, the dopamine mediated reward prediction error) is needed to consolidate the synaptic weight change as we saw in section 1.2.5. Experimental evidence for such eligibility traces at medium spiny neurons (MSN) in the striatum was provided by Yagishita et al. [2014] (in vitro, mice) and more recently by Fisher et al. [2017] (in vivo, rats). In both studies, the authors found a spine enlargement at MSNs to take place only if dopamine arrives during a critical time-window after excitatory input (0.3 to 2 seconds in the first and 2 seconds in the second study).
Fig. 1.4. Model for Action Selection and Learning in the "Go" and "NoGo" path.

**Action Selection:** Selection of conditioned actions is thought of as a fast, parallel comparison process implemented in the Cortico - Basal Ganglia - Thalamo - Cortical Loop [Collins and Frank, 2014, Lisman, 2015]. The sensory cortex signals the presence of a cue to the striatum. Two example candidate actions, left (L) and right (R), are processed in parallel streams, projecting from premotor cortex to different MSNs in the striatum. GPi/SNr are spontaneously active, inhibiting the thalamus and thereby reducing cortical activity. On the other hand, if GPi/SNr are inhibited themselves, the thalamus enhances the cortical activity of the corresponding candidate actions. This mechanism of inhibition or disinhibition is implemented through two different pathways, respectively: If a candidate action has been associated (through past experience) with a positive outcome, then the "Go" path is more active and inhibits the GPi/SNr through direct projections. On the other hand, if a candidate action was associated with negative outcomes, then the "NoGo" path dominates, and the GPi/SNr is disinhibited through the indirect pathway. Tonic dopamine can further excite (through D1 receptors) or inhibit (through D2 receptors) the "Go" and "NoGo" path. The final decision about which action to take is made in the premotor cortex.

**Learning:** If a chosen action is followed by a positive reward, the Go-pathway is reinforced by a process depending on the D1 dopamine receptors. On the other hand, a negative reward yields a reinforcement of the NoGo-pathway through processes related to the D2 receptors [Collins and Frank, 2014].

**Abbreviations:**
- MSN: medium spiny neuron; D1, D2: type D1 and D2 dopamine receptors; Gpe: globus pallidus externa; GPi: globus pallidus interna; SNr: substantia nigra pars reticulata; SNc: substantia nigra pars compacta; Figure adapted from [Lisman, 2015]
1.3. The neuroscience of human learning and decision making

Fig. 1.5. Dopamine and Norepinephrine Projections. [a] Dopamine projections from the ventral tegmental area (VTA) and the substantia nigra pars compacta (SNC). Figure adapted from [Arias-Carrián et al., 2010]. [b] Norepinephrine projections from the locus coeruleus (LC). Figure adapted from [Benarroch, 2009].
1.3.3 Multiple learning systems and the role of one-shot learning

In addition to model-free reinforcement learning, human behavior also shows hallmarks of model-based learning [Gläscher et al., 2010, Daw et al., 2011, Wunderlich et al., 2012, Doll et al., 2015a, O’Doherty et al., 2017]. That is, humans make use of observed state transitions to learn a model of the environment and use the model to infer the value of available actions. Figure 1.6 shows the abstract elements of model-based and model-free learning and decision making.

These two reinforcement learning approaches accumulate experience over many trials. This averaging over trials allows the algorithms to achieve good performance in stochastic environments, but makes learning slow. Recently, a third controller has gained attention: Episodic control [Lengyel and Dayan, 2008, Doll et al., 2015b, Chersi and Burgess, 2015, Gershman et al., 2017, Bornstein and Norman, 2017]. An episodic controller memorizes, without averaging, rewarded sequences of states and actions and repeats the behavior when the same or similar situations are encountered (Fig. 1.6). This controller is not aiming at approaching an asymptotically optimal behavior. Instead, its goal is to make informed decisions already during early stages of learning [Lengyel and Dayan, 2008]. Memorizing a single, rewarded experience (one-shot learning) is sufficient (although not optimal in general) to determine future behavior.

Neurally, this controller has been associated with episodic memory in the hippocampus [Lengyel and Dayan, 2008, Gershman et al., 2017]. Humans can learn object classes from single examples and even generalize from it to previously unseen examples [Marblestone et al., 2016, Salakhutdinov and Tenenbaum, 2012]. Furthermore, recent learning and decision making experiments with humans, showed dissociable effects of incremental learning and one-shot learning [Rouhani et al., 2018, Duncan and Shohamy, 2016, Wimmer et al., 2014]. But these experiments were limited to state-reward pairings or one-step tasks where single actions were immediately rewarded.

Little is known about human one-shot learning in multi-step tasks. In the general discussion (chapter 3), we will review the results of our sequential decision making experiment, and the role of eligibility traces, in the light of one-shot learning.

---

5In the case of multiple stored experiences, averaging can still take place when the decision is taken. [Gershman et al., 2017]
Fig. 1.6. **Multiple systems for learning and control.** Different parallel systems to propose an appropriate action in the current state (gray boxes). Model-free systems base decisions on estimated state-values (red) or action-values (green). The Model-based system (blue) infers action-values from the predicted next states and rewards. A memory based controller (orange) stores single experienced states and outcomes. The value of an action is estimated from memorized outcomes of same or similar experiences. Figure adapted from [Daw and O’Doherty, 2013] and [Gershman et al., 2017]
1.4 Pupil dilation: a proxy for neural activity

In our experiments, we measure pupil dilation and relate it to the learning of the subjective value of states. In this section, I summarize literature describing the link between cognitive activities and pupil dilation. In short, the pupil dilation has been shown to correlate with various learning-related signals (e.g. reward prediction errors). These variations have been linked to neural activity in the locus coeruleus (LC), a nucleus that is the main source of the neuromodulator norepinephrine [Murphy et al., 2014, Joshi et al., 2016]. The projections from LC in the human brain are shown in Figure 1.5.

Pupillometry emerged as a tool to study mental activity in the 1960s [Hess and Polt, 1964, Kahneman and Beatty, 1966, Simpson and Hale, 1969] and has developed into a proxy for various brain states, including stress, pain, emotion, arousal, or cognitive load [Wang, 2011]. From an experimental perspective, pupil dilation has the advantage of being a relatively easy to measure continuous signal, providing non-invasive access to neural activity. Typically the pupil measurements are derived from high-speed video recordings: The eye tracking systems automatically extract gaze locations, eye-blinks and pupil dilation and provide a real-time stream of these measurements.

A light stimulus elicits a pupillary reflex, but the exact pupillary response depends not only on the stimulus itself but also on the cognitive state, as shown in Lowenstein et al. [1963]. The pupils response results from an interplay of the different parts of the autonomic nervous system: constriction is promoted by parasympathetic nervous activity, dilation by sympathetic activity [Wilhelm et al., 2001, Larsen and Waters, 2018]. Typically, increased sympathetic activity is accompanied by central inhibition of parasympathetic activity. In this regulation of autonomic activity and arousal, the LC-norepinephrine system has been found to play a central role [Samuels and Szabadi, 2008].

The connection between pupil dilation and neural activity in the LC has recently been further analyzed by Joshi et al. [2016] in a monkey study where they recorded pupil dilation and spiking activity in different brain areas. In several different conditions, the authors found a correlation between pupil dilation and neural activity in the LC. In one of their experiment, the unexpected presentations of auditory stimuli evoked a pupil dilation and LC spike rates. Analyzing the timing and activity patterns, the authors suggest that the two systems receive input from shared sources (rather than directly influencing each other), and that the common input might reflect an underlying change in attention and arousal.

Such a relationship between arousal and the LC-norepinephrine system has been suggested earlier in the context of Adaptive Gain and Optimal Performance [Aston-Jones and Cohen, 2005]. In particular, the study reports phasic LC activity in response to task-relevant events. Recordings from noradrenergic neurons in monkey LC showed selective, phasic response to conditioned stimulus (CS+) presentation [Aston-Jones et al., 1994].

Task-related pupillary responses were also observed in humans. In a behavioral experiment,
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recording fMRI and pupil dilation, O’Doherty et al. [2003] reported neural activity in ventral striatum and orbitofrontal cortex, which were compatible with reward prediction errors. Furthermore, the simultaneously acquired pupillary signals, showed wider pupil dilations after the onset of conditioned stimuli (but before delivery of the predicted reward).

More recently, pupil dilation has been found to convey information about various signals [Laeng et al., 2012]. In a gambling task, where human participants were presented a card and had to predict whether a second card will be higher than the first one, Preuschoff et al. [2011] found the pupil to signal surprise. Other studies identified correlations between pupil dilation and recognition memory [Otero et al., 2011], attentional effort [Hoeks and Levelt, 1993, Alnaes et al., 2014, Unsworth and Robison, 2015], decision biases [de Gee et al., 2017, Eldar et al., 2018], decision uncertainty [Urai et al., 2017], decision timing [Einhäuser et al., 2010], and encoding of memory [Kucewicz et al., 2018, Bergt et al., 2018].

We come back to the connection between pupil dilation and task-relevant variables in the experiments described in chapter 2.
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1.5 Thesis contribution

In this thesis, I summarize and discuss the results obtained during my Ph.D. at the Laboratory of Computational Neuroscience (LCN) at EPFL. I worked under the co-supervision of Wulfram Gerstner, Professor at the School of Computer and Communication Sciences and Brain Mind Institute, School of Life Sciences, EPFL, and Kerstin Preuschoff, Professor at the Geneva Finance Research Institute, University of Geneva.

During my Ph.D., I collaborated in three interdisciplinary projects with Vasiliki Liakoni (LCN, EPFL) and He Xu (LPSY, EPFL). Individual contributions are clarified in the introduction of each project.

The overarching theme of this research was to investigate human learning and sequential decision making when reward is sparse and delayed. We designed and run different learning experiments with the aim of quantitatively linking behavior, reinforcement learning models, and (neuro-) physiological signals.

The main project of this thesis, presented in chapter 2, investigates the role of eligibility traces in human learning and sequential decision making. We designed a behavioral experiment which isolates the effects of eligibility traces. In behavior and pupil dilation we found signatures of learning with eligibility traces. We then discuss these results in the light of one-shot learning in the general discussion (chapter 3).

We conclude that state-action associations are formed from a single, rewarded experience. Moreover, reward does not only strengthen the state-action pair which received immediate reward, but also state-action pairs further back in the sequence.

In the second project, an fMRI study, we sought for neural correlates of different learning signals. A first goal was to develop a learning task which goes beyond the typically used two-step tasks, and to confirm previous findings (e.g. state and reward prediction error signatures) in a more complex environment. To this first part, Vasiliki Liakoni and me contributed equally. The second part of the project, led by Vasiliki Liakoni, focused on representations of states. Using multivariate pattern analysis, we investigated how representations of three state classes (start, goal, before goal) change over the course of learning. A summary of this project is given in Appendix A.

In the third project, led by He Xu, summarized in Appendix B, we studied human learning in a more complex environment, where only a single action at each state brings the participant closer to the goal, while all other actions lead back to trap states, far from the goal. As a consequence participants perform multiple iterations in the states far from goal, while only slowly discovering, state by state, the path to the goal. With this design, the discovery of a new state implicitly signals success. Modeling showed that standard reinforcement learning algorithms failed to explain the behavior in this task. Inspired by human behavior, we developed a hybrid model which combines both model-free and memory-based learners, mediated by an internal feedback signal related to the novelty of states.
2 Evidence for behavioral eligibility traces in human learning

Contributions

Designed the experiment: Marco Lehmann, Vasiliki Liakoni, Michael Herzog, Kerstin Preuschoff, Wulfram Gerstner
Implemented the experiment: Marco Lehmann, Vasiliki Liakoni
Run the pupillometry experiments: Marco Lehmann, Vasiliki Liakoni
Run the EEG experiments: He Xu, Marco Lehmann
Analyzed the behavioral and pupil data: Marco Lehmann
Analyzed the EEG data: He Xu
Discussed and interpreted the results: Marco Lehmann, He Xu, Vasiliki Liakoni, Michael Herzog, Kerstin Preuschoff, Wulfram Gerstner
Wrote the manuscript: Marco Lehmann, He Xu, Kerstin Preuschoff, Wulfram Gerstner

2.1 Abstract

In many daily tasks we usually make multiple decisions before reaching a goal. In order to learn such sequences of decisions, a mechanism to link earlier actions to later reward is necessary. One approach suggested by reinforcement learning theory relies on eligibility traces in the form of a decaying memory of the state-action history. Here we asked whether humans indeed make use of eligibility traces in a multi-step decision making task, and designed a learning experiment which isolates the effects of eligibility traces in human learning. In three experimental conditions, using visual, acoustic, and spatial cues, we found that behavioral and pupillary responses at non-goal states exhibit experience dependent changes after a single reward, consistent with eligibility traces in reinforcement learning. Moreover, regression analysis revealed a robust temporal profile of the pupil response to reward prediction errors across the three different stimulus modalities, indicating a shared underlying neural process. Finally, EEG recordings showed a correlation between reward prediction error and event related potential amplitude, suggesting a processing of reward related signals at non-goal
states in frontal areas. Our results strengthen the link between reinforcement learning theory and experiments by providing direct signatures of eligibility traces, one of the key factors underlying fast learning.
2.2 Introduction

Reinforcement learning algorithms have successfully been applied to the study of human learning and decision making [Pessiglione et al., 2006, Schonberg et al., 2007, Gläscher et al., 2010, Daw et al., 2011, Niv et al., 2012, O’Doherty et al., 2017]. An important factor enabling fast learning in multi-step tasks is the eligibility trace [Sutton et al., 1988, Peng and Williams, 1996]. Eligibility traces capture the intuition that not only the most recent action contributes to an outcome but actions further back in the state-action history have also contributed and should be reinforced. While this concept is well established in computational models [Sutton and Barto, 2018], and supported by synaptic plasticity experiments [Yagishita et al., 2014, He et al., 2015, Bittner et al., 2017, Gerstner et al., 2018], it is unclear whether humans use an eligibility trace to improve performance in subsequent trials.

A difficulty in the study of eligibility traces in human learning is that relatively simple tasks, typically used in human studies, cannot exclude alternative learning strategies. For example, in an episodic two-step decision making experiment with rewards at the final states [Gläscher et al., 2010, Walsh and Anderson, 2011, Daw et al., 2011], a simple temporal difference (TD) learner with eligibility trace (e.g. TD-\(\lambda\)), would update the value of both, the start and the intermediate state, after the reward received at the end of the first episode [Sutton and Barto, 2018]. In contrast, a learner without eligibility trace (e.g. TD-0) updates the value of the start state only during the second episode. However, for such two-step sequences, during the third and all subsequent episodes, the behavioral data does not permit a clean dissociation between the two learning strategies. This is why eligibility trace contributions are typically statistically inferred from behavior through model selection [Bogacz et al., 2007, Gureckis and Love, 2009, Walsh and Anderson, 2011, Daw et al., 2011, Tartaglia et al., 2017], providing indirect evidence for eligibility traces. Due to this methodological difficulty, physiological correlates of eligibility traces during behavior are scant.

In this study we close this gap by introducing a novel experimental design to extract direct signatures of eligibility traces. We exploit that reinforcement learning with eligibility traces makes two testable predictions. First, the behavior at a state two actions away from a rewarded goal is reinforced after a single episode, observable as a selection bias in episode two (Fig. 2.1). Second, the value of that state is increased when the goal is reached the first time, yielding a reward prediction error when the state is seen again in episode two. We hypothesized that this reward prediction error translates to pupil responses, a known marker for cognitive activity [Kahneman and Beatty, 1966, Beatty, 1982, Joshi et al., 2016] and learning-related signals [Preuschoff et al., 2011, Browning et al., 2015, Foroughi et al., 2017]. We tested these predictions by implementing a hidden experimental manipulation of the state sequences in episodes one and two (see Methods and Fig. 2.1).

We recorded behavior, pupil dilation and EEG from at total of 37 human participants performing three different versions of the learning task, using spatial, acoustic and visual cues. We found strong effects of eligibility traces on behavior and pupil dilation after a single reward.
Furthermore, regression analysis showed a modulation of the pupil dilation by trial-by-trial reward prediction error at intermediate states and revealed a similar temporal profile of this response across three different stimulus modalities. In addition, the EEG signals at non-goal states (recorded from 22 participants performing the spatial-cue condition) showed a correlation between frontal event related potential (ERP) amplitude and reward prediction error. The EEG result is compatible with previous FRN studies [Holroyd and Coles, 2002, Walsh and Anderson, 2012] which used probabilistic one- or two step tasks. It indicates that the reward prediction errors are indeed processed in the frontal area of the brain in the time window 200 to 400ms after state onset. The ERP reflects neural prediction errors not just in probabilistic one- or two-step tasks [Holroyd and Coles, 2002, Walsh and Anderson, 2012] but also at intermediate states in a deterministic multi-step task.

Taken together, our results provide insights into eligibility traces as a fundamental factor underlying the human capability of quick learning and adaptation.
2.3 Results

2.3.1 Task design and experimental conditions

Our learning environment consists of six states plus one goal state (Fig. 2.1). In each state, the participant chooses one of two available actions, ‘a’ or ‘b’, and explored the environment until they discovered the goal. When the participant discovered the goal state, an episode ended and the next episode started in a different start state. The participants were instructed to reach the goal state as often as possible within a limited time of 12 minutes.

Different models of reward learning make quantitatively different predictions about the choice probabilities of a decision maker when learning this task. Over the course of learning, these differences vanish as an optimal solution is approached. Only during a few trials in the early phase of learning, models with eligibility traces make predictions which are qualitatively different from a model without eligibility traces. The design goal for this experiment was to move participants into these specific early trials, while giving them the illusion of freely exploring an unknown environment.

Contrary to the classic sequential decision making task, we used the following trick. In the first episode, all participants started in the state S (Fig. 2.1) and chose either action ‘a’ or ‘b’. However, independent of their choice and unknown to the participants, the action brought them always to state D2. Similarly, from D2, participants deterministically transitioned to D1 and from D1 to G. In episode 2, participants started from state Y and moved to D2 independently of their action. Episode 3 started in state X and participants were moved to D1. In half of the experiments, we swapped these two episodes and tested the transition X-D1 in episode 2 (Fig. 2.2).

The actions chosen by the participants determined the action-outcome binding for the remaining episodes in this environment. If for example, a participant has chosen action ‘a’ in state D2 to transition to D1, ‘a’ will bring this observer to D1 also in future episodes. The action ‘b’ will bring the participant to state Z (Fig. 2.1). Hence, there is no stochasticity in the environment. After episode 3, the participants started from the randomly chosen states S, D2, X, Y, Z.

After seven episodes, participant started over in a new environment where we replaced the images with different ones and reset the action-outcome binding. Participants were told that they were exploring a new environment. We used this manipulation to increase the number of episodes 1 and 2, which are the crucial ones for this study.

Solving a new maze would become trivial if the participants would discover the underlying structure and manipulation. This was avoided by adding variations of the state sequences (see Methods). While participants performed the learning experiments, we recorded their behavior and the pupil dilation; in the spatial condition also EEG.
Fig. 2.1. **Experimental design:** [a] Episode 1. Participants reach the goal state G within three actions: ‘b’ at state S, ‘a’ at D2 and ‘b’ at D1. RT: reaction time. [b] Episode 2. The participant chose ‘a’ at Y and then saw D2 the first time after the rewarded goal state. While most participants chose the correct action (moving towards the goal) at D2, the participant in this example did not make the correct decision at D2 but chose ‘b’, moving away from the goal to S. [c] Structure of the environment. State transitions are predefined, but not the actions. [d] Episode 1. Unknown to the participants and independent of their actions, we guide each participant through the same states ‘S’ (Start), ‘D2’ (2 steps before goal), ‘D1’ (1 step before goal) to ‘G’ (Goal). Underlined actions, (S, ‘b’), (D2, ‘a’) and (D1, ‘b’), show the decisions made by this particular participant (same as in [a]). To reinforce (D2, ‘a’) in episode 1, an eligibility trace is necessary to bridge the delay until G. [e] Episode 2 (corresponding to [b]). We move each participant from state Y to state D2 and test whether they repeat the decision made in episode one (‘a’ in this example). Solid arrows indicate the transitions defined through the participants behavior in episode 1; dashed arrows show the alternative action. [f] The fraction of correct actions at state D2 in episode 2, averaged across all participants, is above chance level 50%, showing a reinforcement from the single reward. [g] The same environment structure is implemented in three experimental conditions: **Top:** Clip-art condition. Each state is identified by a unique clip-art image, shown for 300ms. **Middle:** Sound condition: States are represented by unique sounds of 300ms to 600ms duration. **Bottom:** Spatial condition. States are identified by the location of a checkerboard. The goal state has a different orientation. Red arrows illustrate an example sequence S, D2, D1, G; participants see one rectangle at a time, flashed for 100ms.
To make our conclusions independent of a specific stimulus modality, we implemented three different versions of this task: in the (spatial) condition, states were identified by the location of a rectangle on the screen, in the sound condition by different acoustic cues, and in the clip-art condition by a picture in the center of the screen (Fig. 2.1 and Methods).

By building the transition graph as described, we created a learning condition with free binary choices, while still making sure that every participant moved through a controlled sequence of states, namely S - D2 - D1 - G, in the first episode. In episode two, we moved them into the critical state D2 where learning models with eligibility traces make qualitatively different predictions which we then tested.

### 2.3.2 Evidence for eligibility traces: Delayed reward reinforces state-action associations

Learning with eligibility traces predicts the reinforcement of state-action associations from a delayed reward. We investigated whether this prediction is observable as an action selection bias. Specifically, a reinforcement of the action taken in D2 in episode one, would require an eligibility trace, spanning the two-step delay from D2, across D1, to the goal state. In that case, we would expect a bias towards the reinforced action when the participants are in state D2 in episode two.

Each action is considered either correct (moving towards the goal) or wrong (moving away from the goal). We found that in the second episode, the percent-correct score in state D2, averaged across participants, is above chance level in all three experimental conditions (spatial: 62% correct (p<0.05), sound: 71% (p<0.05), clip-art: 85% (p<0.001), see Fig. 2.2). Evaluating the percent-correct scores in subsequent episodes showed that participants further improved their performance (Fig. 2.2).

Our results show a reinforcement not only of the action immediately followed by reward (state D1) but also of the decision made two steps before the goal state (state D2). This is consistent with predictions of reinforcement learning theories that include eligibility traces, but is incompatible with simpler algorithms.

### 2.3.3 Pupil dilation changes at states which received delayed reward

Next, we analyzed the pupillometric recordings for qualitative signatures of eligibility traces. The reward at the end of episode one potentially affects the subjective value of all states visited in episode one, namely S-D2-D1. Models without eligibility trace, predict a change of value only for the state immediately followed by reward (state D1), while eligibility traces affect all visited states, notably D2. We hypothesized that this change in value translates to a change in pupil response, because pupil dilation is a known marker for learning-related signals [Preuschoff et al., 2011, Lavin et al., 2014, Browning et al., 2015, Foroughi et al., 2017].
Fig. 2.2. Delayed reward reinforces state-action associations: The effect of the reward at the end of episode one, on the state-action pairs (D2, ·) and (D1, ·), is quantified in episode two. In half of the environments participants observe the transition Y-D2 in episode two. In the other half, X-D1 is experienced in episode two (and Y-D2 in episode three). [a] Participants move from a neutral start state Y to the state of interest D2. Reinforcement learning with eligibility traces predicts a bias towards the correct action (‘a’ in this example) at state D2. [b] In half of the environments, episode two starts at X and participants move to D1. [c] Percent-correct score of the decision at states D1 and D2, in episode two, averaged over all participants. In all three experimental conditions and at both states, D1 and D2, the bias towards the correct action is significantly above chance level (dashed horizontal line). Stars indicate significance levels: *p < 0.05, ***p < 0.001 [d] Percent-correct at state D2 in later episodes. The episode count indicates the n\textsuperscript{th} episode in which state D2 was actually visited. Data points at Episode-count 2 are the same as in the left panel. To the scores (symbols) we fitted a saturating exponential learning curve.
Fig. 2.3. Immediate and delayed reward affect pupil dilation in subsequent state visits. Pupil dilation response from 200 ms before to 3000 ms after stimulus-onset \((t = 0)\), averaged across all participants. [a] Data for states D1. [b] Data for D2. Top row: spatial, middle row: sound, bottom row: clip-art condition. Black curves show the pupil diameter in episode one (before the participant has reached the goal state). Red curves show the pupil response at the same state in episode two, that is, after a single reward. Green lines indicate the time interval during which the two curves differ significantly \((p < FDR_\alpha = 0.05)\). Thin lines indicate the pupil signal ±SEM. In both states and all three conditions, we observe a significant increase in the late pupil response in episode two compared to episode one. [c] Participant-specific mean pupil dilation at state D2 in \([1000ms, 2500ms]\) before (black dot) and after (red dot) the first reward. Grey lines connect means of the same participant. Green lines indicate a significant (paired t-test, p-values indicated in the Figure) increase of the means.
We extracted the time-series of the pupil diameter in the interval [0s, 3s] after the onset of state D2 (two steps from goal) and D1 during the first and second episodes (Fig. 2.1). The pupil trace at each state during the first episode, reflects the neutral response before having received a reward (Fig. 2.3, black traces). The red curves show the averaged pupil traces for the same states in episode two, when the participant went from Y to D2 (or from X to D1, respectively). All recordings show a significant change in pupil dilation in episode two compared to episode one. The comparisons were done per time point (paired samples t-test) and the significance levels were adjusted to control the false discovery rate (FDR, Benjamini and Hochberg [1995]). The difference reaches significance (FDRα = 0.05) at a time tmin, which depends on the condition and the state: clip-art D1: tmin = 970 ms (12, 39, 19); clip-art D2: tmin = 980 ms (12, 45, 41); sound D1: tmin = 1470 ms (15, 34, 19); sound D2: tmin = 1280 ms (15, 35, 33); spatial D1: tmin = 730 ms (22, 131, 85); spatial D2: tmin = 1030 ms (22, 137,130) (Values in brackets are: Nr. participants, Nr. pupil traces in episode one, Nr. traces in episode two).

Using clip-art images (bottom row in Fig. 2.3) the pupil trace shows an expected physiological contraction after the 300 ms display of the clip-art images. In the sound condition, the significant separation of the curves occurs later than in the two other conditions and is of shorter duration. This might be related to the choice of the sound stimuli, which are of longer and variable durations (300 ms to 600 ms), and, according to participant’s feedback, are more difficult to distinguish than the visual stimuli.

We also extracted the mean pupil dilation per participant. From each participant and each experiment, we obtained one pupil trace in episode 1 and one in episode 2. We then calculated a per-participant mean over experiments and over time (t in [1000 ms, 2500 ms]) for episode 1 and for episode 2 (Fig. 2.3[c]). While the individual changes are noisy, the effect at the group level is significant (paired t-test, p<0.001 for the spatial condition, p<0.01 for the two others).

We performed a control experiment to exclude that the differences in the pupil traces are explained by the novelty of a state during episode one, and familiarity with the state in episode two, rather than by reward-based learning. A different set of participants saw a sequence of states (replays from the main experiments). They push a button in each state (freely choosing either 'a' or 'b'), and had to count the number of states from start to goal (to ensure that participants were focusing on the state sequence). Stimuli, timing and data analysis were the same as for the main experiments. In these control experiments, the strong difference after 1000 ms in state D2, that we observed in Fig. 2.3[b], is absent (Fig. 2.6).

In summary, across three different stimulus modalities, the single reward received at the end of the first episode strongly influences the pupil response to the same stimulus in episode two. Importantly, this effect was observed not only in state D1 but also in state D2 (two steps before goal). Furthermore, simply observing repeated stimulus presentations, as in the control experiment, evoked a significantly different pupil trace. These results suggest that reward-based learning with eligibility traces are one of the driving forces of human pupillary...
2.3. Results

2.3.4 Models with eligibility trace explain behavior better than alternative models

Having found direct evidence for eligibility traces in behavior and pupil dilation, we wondered whether behavior was better explained by reinforcement learning models which implement an eligibility trace than by alternative algorithms. We modeled eligibility traces $e_n(s, a)$ as a memory of all past state-action pairs $(s, a)$ in an episode. At each discrete time step $n$, the eligibility of the current state-action pair is set to 1, while for all others it decays by a factor $\lambda$ according to the following update rule [Singh and Sutton, 1996]

$$e_n(s, a) = \begin{cases} 1 & \text{if } s = s_n, a = a_n \\ \gamma \lambda e_{n-1}(s, a) & \text{otherwise.} \end{cases} \quad (2.1)$$

We initialize the table $e_n(s, a)$ at the beginning of each episode to 0. The parameter $\gamma$ controls the speed of exponential discounting of a distal reward, commonly used in neuroeconomics [Glimcher and Fehr, 2013].

We considered seven common reinforcement learning algorithms as models for the behavioral data: SARSA-$\lambda$ and Q-$\lambda$ (Peng and Williams [1996], see Methods, Eq. 2.3) both implement an eligibility trace as defined in Eq. 2.1. SARSA-0 [Rummery and Niranjan, 1994] and Q-0 are their variants without eligibility traces (which is equivalent to setting the parameter $\lambda$ in Eq. 2.1 to 0). As a third model for learning with eligibility traces, we considered, Monte-Carlo Policy-Gradient [Sutton and Barto, 2018]. This version of Reinforce [Williams, 1992] updates the action-selection probabilities only at the end of each episode and therefore requires the algorithm to keep a (non-decaying) memory of the entire state-action history of an episode. Alternative models of eligibility traces, more common in machine learning [Mnih et al., 2016, Sutton and Barto, 2018], use a memory buffer of fixed length $n$. For the task used here, we expect the performance of such $n$-step methods to be very close to the three models with eligibility traces, and therefore we did not add them to the analysis. We also considered a pure model-based algorithm, Forward Learner, which does not directly update state-action values (like SARSA-$\lambda$ and Q-$\lambda$), nor action selection probabilities (like Reinforce). Instead, model-based algorithms use the observed transitions to estimate state-action-next-state associations and use this information to infer the actions which lead towards the goal state. Finally Hybrid Learner [Gläscher et al., 2010] combines the Forward Learner with the model-free SARSA-0 into one algorithm. Forward Learner and Hybrid Learner do not rely on eligibility traces. As a null-model, we included a Biased Random Agent, which selects actions randomly with a left/right bias (fit to the data). We refer to (Sutton and Barto [2018], Gläscher et al. [2010] and Peng and Williams [1996]) for the pseudo-code and in-depth discussions of each algorithm.

To evaluate each algorithm’s power in explaining human behavior, we fitted the free model parameters of each model to the behavioral data (separately for each experimental condition).
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and ranked the models using the Akaike Information Criterion (AIC, Akaike [1974]) (see Methods). Additionally we performed cross-validation to assess the robustness of the ranking and applied the Wilcoxon rank-sum test to evaluate significance (Table 2.1 and Methods).

We found SARSA-\(\lambda\), Reinforce, and Q-\(\lambda\) to best explain the behavior in the conditions clip-art, sound and spatial, respectively. Importantly, they all ranked better than the best-fitting model without eligibility trace, which was the Hybrid Learner in all three conditions. Furthermore, while the individual models obtained different ranks across the conditions, when applied to the aggregated data, the algorithms with eligibility trace all significantly outperformed alternative models (\(p < 0.001\)).

2.3.5 Modeling quantifies an eligibility trace time-scale of 10 seconds

Next, we analyzed the fitted parameters to quantify the strength of the eligibility trace. Since the ranks of the three models with eligibility traces were not significantly different, we focused on one of these, Q-\(\lambda\).

We found that the best fitting values (maximum likelihood, see Methods) of the eligibility trace parameter \(\lambda\), were 0.81 in the clip-art, 0.96 in the sound and 0.69 in the spatial condition (see Fig. 2.4 for the uncertainties). While a value 0 would imply learning without eligibility traces, the values we find are all significantly larger than zero (\(p<0.001\)). The large values of \(\lambda\) indicate that participants strongly reinforce their decisions further back in the state-action history. However, directly interpreting the value of a single parameter can be misleading as \(\lambda\) is combined with other parameters that control action selection (cf. Methods and Eq. 2.4). Therefore, we evaluated the model’s learning rules for the path S-D2-D1-G in episode one and thus obtained the action-selection bias when these states are seen in episode two. In agreement with the behavioral analysis, the model Q-\(\lambda\) (fitted to the data of all episodes) quantifies a strong bias in the action-selection probabilities after the first episode. At state D2, we calculate the following values for the different conditions: clip-art: 85%, sound: 77% and spatial: 73%. If we remove the eligibility trace (setting \(\lambda = 0\)) but keep only a left / right bias in the initialization of \(Q(s,a)\), we find significantly lower values of 61%, 57% and 55%, respectively.

We then estimated the temporal aspects of the eligibility trace and considered a decay in continuous time rather than discrete steps. The inter stimulus interval ISI in our experiment is the sum of the reaction time of the participant and a random delay of 2.5s - 4s (Fig. 2.1). Therefore, an eligibility trace that affects actions two steps before the goal, needs to span a delay of at least two ISIs. We quantified this time-scale \(\tau\) from behavior by replacing Eq. 2.1 with Eq. 2.5 and refitting the model parameters. We found maximum likelihood values for \(\tau\) around 10 seconds (Fig 2.4). These results quantify an important role of eligibility traces in human reward learning and decision making.
Fig. 2.4. Eligibility for reinforcement decays with a time-scale $\tau$ in the order of 10 seconds. The behavioral recordings of each experimental condition constrain the free parameters of the model $Q\cdot\lambda$ to the ranges indicated by the blue histograms (see Methods, Fig. 2.7, for all five parameters of $Q\cdot\lambda$). [a] Distribution over the eligibility trace parameter $\lambda$ (Eq. 2.1). Vertical black lines indicate the values that best explain the data (maximum likelihood). All values are significantly different from zero. [b] Modeling a time-dependent decay (Eq. 2.5) (instead of a discrete per-step decay with $\lambda$), the behavioral data constrains the time-scale parameter $\tau$ to around 10 seconds. Values in the column All are obtained by fitting $\lambda$ and $\tau$ to the aggregated data of all conditions.
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<table>
<thead>
<tr>
<th>Condition</th>
<th>Clip-art</th>
<th>Sound</th>
<th>Spatial</th>
<th>Aggregated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AIC</td>
<td>Rank sum</td>
<td>AIC</td>
<td>Rank sum</td>
</tr>
<tr>
<td>Model</td>
<td>(k=7)</td>
<td>(k=7)</td>
<td>(k=11)</td>
<td></td>
</tr>
<tr>
<td>Q-λ with eligibility trace</td>
<td>1234.8</td>
<td>16</td>
<td>1489.1</td>
<td>17</td>
</tr>
<tr>
<td>Reinforce</td>
<td>1239.2</td>
<td>17</td>
<td>1486.8</td>
<td>8</td>
</tr>
<tr>
<td>SARSA-λ</td>
<td>1233.2</td>
<td>13</td>
<td>1495.2</td>
<td>27</td>
</tr>
<tr>
<td>Hybrid</td>
<td>1271.3</td>
<td>26</td>
<td>1498.3</td>
<td>37</td>
</tr>
<tr>
<td>Q-0</td>
<td>1292.0</td>
<td>44</td>
<td>1516.6</td>
<td>34</td>
</tr>
<tr>
<td>SARSA-0</td>
<td>1289.5</td>
<td>39</td>
<td>1518.2</td>
<td>37</td>
</tr>
<tr>
<td>Forward Learner</td>
<td>1316.3</td>
<td>41</td>
<td>1500.6</td>
<td>36</td>
</tr>
<tr>
<td>Biased Random</td>
<td>1761.4</td>
<td>56</td>
<td>1866.1</td>
<td>56</td>
</tr>
</tbody>
</table>

Table 2.1. Models with eligibility trace explain behavior significantly better than alternative models. For each experimental condition, the model with the lowest Akaike Information Criterion (AIC, evaluated on all participants performing the condition) is highlighted in bold. The significance of the differences between models is established using k-fold cross-validation, where each model is ranked k-times (see Methods). The sum of the ranks are shown in the column rank sum. The k pairs of individual ranks are used to compare pairs of models and obtain the indicated p-values (Wilcoxon rank-sum test). P-values refer to the following comparisons. P(a): Each model in the with eligibility trace group was compared with the best model without eligibility trace (Hybrid in all conditions). P(b): the model Q-0 compared with Q-λ. P(c): SARSA-0 compared with SARSA-λ. P(d): Biased Random compared with the second last model (second largest AIC), which is Forward Learner in the clip-art condition and SARSA-0 in the two others. In the Aggregated column, we compare the same pairs of models, taking into account all ranks across the three conditions. All algorithms with eligibility trace explain data better than algorithms without eligibility trace. Furthermore, differences among the three models with eligibility trace are not significant.
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2.3.6 Reward prediction errors at non-goal states modulate pupil and EEG

We next asked if we can explain the changes in pupil dilation described in Fig. 2.3, as effects of the learning process. A key quantity that drives learning from reward, in models and humans, is the reward prediction error (RPE). While the RPE is often described as ‘actual minus expected reward’, one should note that RPEs can occur not just at rewarded (goal) states. Instead, by definition (Eq. 2.2), RPEs can arise at each time step from predicted (as opposed to actual) reward. For example, the start state of the second episode, Y, is a novel state cue and does not predict later reward, while the ensuing state D2 does (it has been associated with the reward during episode one through the eligibility trace). This difference yields a reward prediction error at the onset of state D2. We wondered whether such differences in predicted reward modulate the time course and amplitude of the pupil dilation.

By applying the model $Q-\lambda$ to the behavioral data, we obtained the reward prediction error (RPE) associated with every state-on event. We then selected only the non-goal states and split them into two groups: one for which the calculated RPE is 0 and the other where the RPE is larger than the $80^{th}$ percentile. For each state-on event, we extracted the corresponding pupil signal and then compared the two groups. We found a strong modulation of the pupil dilation by RPE and a striking similarity of the temporal profile across the three experimental condition (Fig. 2.5).

Using regression analysis (see methods), we quantified these observations and found a significant parametric modulation of the pupil dilation by reward prediction errors at non-goal states (Figures 2.8 and 2.9). The extracted modulation profile reached a maximum at around $1 - 1.5s$ (1300ms in the clip-art, 1100ms in the sound and 1400ms in the spatial condition) (Fig. 2.8), with a strong mean effect size ($\beta_0$ in Fig. 2.9) of 0.48 ($p < 0.001$), 0.41 ($p = 0.008$) and 0.35 ($p < 0.001$), respectively.

Thus, the pupil dilation is modulated by the reward prediction error calculated with a reinforcement learning model that implements eligibility traces. Furthermore, as we included only non-goal states in this regression, the pupil dilation reflects that reward value spills over to non-goal states. To further support this result, in particular the processing of reward prediction errors at non-goal states, we analyzed the EEG recordings (see Methods) and performed a regression analysis with the same reward prediction errors as used for the analysis of the pupil dilation. From the EEG signal, we extracted the mean amplitude of the event related potential (ERP) in the time window from 260ms to 405ms from four frontal electrodes (see Methods). We then calculated the linear regression between reward prediction error and ERP amplitude for each participant ($N = 22$), and found a positive slope for 18, a negative slope for 4 participants. The mean slope across participants was significantly positive (one-sample t-test, mean coefficient = 3.043, $t(21) = 2.75, p = 0.012$) (Fig. 2.10).

To summarize, the same reinforcement learning model with eligibility traces that enabled us to correlate the reward prediction error with pupil responses also allowed us to correlate the reward prediction error with the event related potential in prefrontal electrodes. The
Fig. 2.5. Reward prediction error (RPE) at non-goal states modulates pupil dilation. Pupil traces were aligned at state onset ($t = 0\, ms$) and the mean pupil response $\mu_t$ (thin black curve) was subtracted. The deviation from the mean is shown for states with $RPE = 0$ (in blue) and for states with $RPE \geq 80^{th}$ percentile (red). Shaded areas indicate $\pm$ SEM. Only non-goal states are included in this analysis, and the pupil dilation therefore reflects the spreading of reward value to nonrewarded stimuli. Note that the mean pupil dilation (black) is different in each condition, whereas the reward related deviations from the mean have similar shapes. [a] Clip-art, [b] sound, and [c] spatial condition. In the clip-art condition, the mean pupil dilation (black line) is plotted in a different scale (right y-axis, values from -0.8 to 0).

Regression analysis of the pupil and EEG data showed that the reward information transfers to non-rewarded states. Furthermore, the modulation of the two physiological signals suggests that humans process the reward prediction errors arising from learned values associated with non-goal states.
2.4 Discussion

In this study we examined whether humans make use of eligibility traces when learning a multi-step decision making task. We found consistent evidence for learning with eligibility trace across three different experimental conditions in behavioral, pupillometric and EEG recordings.

First, we observed an important eligibility trace contribution to learning by analyzing the behavior during the second episode: in the state two steps before goal, the behavior showed a strong selection bias towards the correct action, implying a rapid reinforcement of the stimulus-response association after a single reward. Second, the pupillometric recordings at that state indicate a similar change after a single reward. Importantly, these two independent results do not lean on parameter estimation or summary statistics over many episodes, but are based on direct observations after a single reinforcement. Independent of the algorithmic details (be it SARSA, Q- or Value-learning), observing an effect at the penultimate state already in episode two excludes the possibility of a TD-0-like learning. Instead, it requires an eligibility trace to bridge the delay from the action, across another state-action pair, to the moment when the reward is finally obtained.

Third, we asked whether reinforcement learning algorithms that make use of eligibility traces explain the behavioral data better than alternative models without eligibility trace. We found Q-λ, Reinforce and SARSA-λ to have lower AICs (better explanation of the data) across all three conditions (spatial, sound and clip-art) than model-free or model-based algorithms without eligibility trace. The model-based algorithms learn state-action-outcome associations and thereby can be interpreted as models for prospective integration [Shohamy and Daw, 2015] or inference through associative links [Wimmer and Shohamy, 2012]. From our results we conclude that such model-based mechanisms are not dominating behavior during the early phase of learning.

We then analyzed the parameters of the algorithm Q-λ to quantify the eligibility trace. The best fitting values of λ are larger than 0 in all conditions and an algorithm Q(0) without eligibility trace explains data significantly worse than Q-λ. Moreover, by evaluating the update rule of Q-λ after the first reward, we obtained the action selection probabilities in episode two at the state two steps before goal. We found the strongest eligibility trace effect in the clip-art condition, and the weakest in the spatial condition. This is in agreement with the behavioral analysis in which we calculated the percent-correct score directly from the actions taken in episode two only.

Alternatively to the per-state decay of the eligibility trace we also considered a time dependent decay and estimated a time-scale on the order of 10 seconds. Our experiment is not designed to decide whether the decay happens over continuous time or discrete events. Nevertheless the relatively slow decay reported here puts a constraint on the neural mechanisms implementing the memory needed to bridge the temporal gap between decisions and reward. Recent measurements of synaptic eligibility traces suggest a time scale of about 1 s for
dopamine-modulated plasticity in striatum [Yagishita et al., 2014, Fisher et al., 2017], about 2s for complex-spike plasticity in hippocampus [Bittner et al., 2017], and 2s or 5s for serotonin or norepinephrine modulated plasticity in cortex [He et al., 2015], but traces on the time scale of minutes have also been observed in hippocampus [Brzosko et al., 2017]. Moreover, modeling efforts over several decades have shown that reinforcement learning with eligibility traces can be implemented by neohebbian three-factor rules in computational models [Gerstner et al., 2018] that are consistent with these experiments.

Finally, EEG recordings confirmed the presence of a model-free reward prediction error at non-goal states. The event-related potential correlates significantly with trial-by-trial reward prediction error which was calculated using the $Q-\lambda$ algorithm with eligibility trace. As the transitions of the task are deterministic, the prediction errors at non-goal states depend solely on learned state values, without being confounded with outcome probabilities. Furthermore, the time frame (from 260ms to 405ms after state onset) and location (frontal electrodes) are consistent with previous work [Holroyd and Coles, 2002, Walsh and Anderson, 2011], supporting the view that participants process a reward related signal at non-goal states.

Eligibility traces implement a memory of past state-action associations and are a crucial element to efficiently solve the credit assignment problem in complex tasks [Izhikevich, 2007, Sutton and Barto, 2018, Gerstner et al., 2018]. The present study provides direct evidence for eligibility traces in human learning from several different angles. The consistency and similarity of our findings across three experimental conditions suggests that the underlying cognitive processes are independent of the stimulus modality. It will be an interesting question for future research to actually identify the neural implementation of these memory traces.
2.5 Supplementary Materials and Methods

2.5.1 Experimental conditions

We implemented three different experimental conditions based on the same Markov Decision Process (MDP) of Fig. 2.1[a]. The conditions only differed in the way the states were presented to the participant.

In the first condition (spatial), each state was defined by the location (on an invisible circle) on the screen of a 100x260 pixels checkerboard image, flashed for 100ms, (Fig. 2.1[e]). The goal state was represented by the same rectangular checkerboard, but rotated by 90 degrees. The checkerboard had the same average visual intensity as the grey background screen. In order to collect enough samples from early trials, where the learning effects are strongest, participants did not perform one long experiment, but we broke the session into multiple independent experiments of seven episodes: After completing seven episodes, the experiment paused for 45 seconds, participants were instructed to close/relax their eyes. Then the experiment continued with a new environment: The transitions of the MDP were reset and the cues were rotated: states were represented by a 260x100 pixels checkerboard, the goal by a 100x260 pixels checkerboard.

In the second condition (clip-art), each state was represented by a unique 100 by 100 pixels clip-art image that appeared for 300ms in the center of the screen. For each environment, a new set of images was used, except for the goal state which was always the same (a person holding a trophy) in all environments.

In the third condition (sound) each state was represented by a unique acoustic cue (tones and natural sounds) of 300ms to 600ms duration. At the goal state an applause was played. An experimental advantage of the sound condition is that a change in the pupil dilation can not stem from a luminance change but must be due to a task-specific condition. The location of the goal state rectangle in the spatial condition, as well as the assignment of clip-art and sound cues to the abstract states (S, D1, D2, X, Y,Z) was randomized in each environment.

The screen resolution was 1920x1080 pixels. In all three conditions, the background screen was grey with a fixation cross in the center of the screen. It was rotated from + to × when participants had to enter their decision by pressing one of two push-buttons (one in the left and the other in the right hand). Subjects were instructed to reach the goal state as often as possible within a limited time (12 minutes). Prior to the actual learning task, they performed a few trials in each condition to ensure they all understood the instructions. While the participants performed the sound- and clip-art conditions, we recorded the pupil diameter using an SMI iViewX high speed video-based eye tracker (recorded at 500Hz, down-sampled to 100Hz for the analysis by averaging over 5 samples). From participants performing the spatial condition we recorded in parallel EEG and pupil data (60Hz Tobii Pro tracker). An eye tracker calibration protocol was run for each participant. All experiments were implemented using the Psychophysics Toolbox [Brainard D. H., 1997].
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The number of participants performing the task were: sound (SMI pupil): 15; clip-art (SMI pupil): 12; spatial (TET pupil & EEG): 22 participants; Control sound (SMI pupil): 7; Control clip-art (SMI pupil): 10; Control spatial (SMI pupil): 10. All participants were recruited from the EPFL students pool; all provided written, informed consent. The experiment was approved by the EPFL Human Research Ethics Committee.

2.5.2 Pupil data processing

Our data processing pipeline followed recommendations described by [Mathôt et al., 2017]. Eye blinks (including $100\,\text{ms}$ before, and $150\,\text{ms}$ after) were removed and short blocks without data (up to $500\,\text{ms}$) were linearly interpolated. In all experiments, participants were looking at a fixation cross which reduces artifactual pupil-size changes [Mathôt et al., 2017]. The time-series of the pupil diameter were extracted for each environment ($=7$ episodes, see experimental conditions) and then normalized to zero-mean, unit variance per environment. This step renders the measurements comparable across participants and environments. We then extracted the pupil recordings at each state from $200\,\text{ms}$ before to $3000\,\text{ms}$ after each state onset and applied subtractive baseline correction where the baseline was taken as the mean in the interval $[-100\,\text{ms}, +100\,\text{ms}]$. Taking the $+100\,\text{ms}$ into account does not interfere with event-specific effects because they develop only later ($\geq 220\,\text{ms}$ according to Mathôt et al. [2017]), but a symmetric baseline reduces small biases when different traces have different slopes around $t=0\,\text{ms}$. When analyzing these event-locked pupil responses, we excluded pupil traces with less than 50% eye-tracker data or with $z$-values outside $\pm 3\sigma$ in the window of interest.

2.5.3 Action assignment in the Markov Decision Process

Actions in the graph of Fig. 2.1 were assigned to transitions during the first few actions as explained in the main text. However, our learning experiment would become corrupted if participants would discover that in the first episode any three actions lead to the goal. First, such knowledge would bypass the need to actually learn state-action associations, and second, the knowledge of “distance-to-goal” implicitly provides reward information even before seeing the goal state. We avoided the learning of the latent structure by two manipulations: First, if a participant repeated the exact same action sequence as in the previous environment, or if they tried trivial action sequences (a-a-a or b-b-b), the assignment of the third action led on from state D1 to Z, rather than to the Goal. This manipulation further implies that participants had to make decision against their potential left/right bias. Second, an additional state H (not shown in Fig. 2.1) was added in some environments. Subjects then started from H (always leading to S) and the path length to goal was four steps. Interviews after the experiment showed that no participant became aware of the experimental manipulation and, importantly, they did not notice that they could reach the goal with a random action sequence in episode one.
Fig. 2.6. Pupil dilation during control experiment. In the control experiment, different participants passively observed state sequences which were recorded during the main experiment. Data analysis was the same as for the main experiment. [a] Pupil time course after state onset \( t = 0 \) of state D1 (before goal). [b] State D2 (two before goal). Black traces show the pupil dilation during episode one, red traces during episode two. At state D1 in the *clip-art* condition the pupil time course shows a separation similar to the one observed in the main experiment. This suggest that participants may recognize the clip-art image that appears just before the final image. Importantly in state D2, the pupil time course during episode two is qualitatively different from the one in the main experiment (Fig. 2.3).
Reinforcement Learning Models

The algorithm $Q$-$\lambda$ makes use of the eligibility traces $e_n(s, a)$ defined in the main text (Eq. 2.1), and the reward prediction error $RPE(n)$:

$$RPE(n) = r_{n+1} + \gamma \cdot \max_\bar{a} [Q(s_{n+1}, \bar{a})] - Q(s_n, a_n)$$  \hspace{1cm} (2.2)

where $r_{n+1}$ is the reward received after the transition from state $s_n$ to $s_{n+1}$ and $Q(s_n, a_n)$ is the expected future reward when taking action $a_n$ in state $s_n$. This RPE is then used to update the state-action values $Q(s, a)$. Note that all Q-values are updated, but the individual changes are proportional to the eligibility of each state-action pair $e_n(s, a)$:

$$Q(s, a) \leftarrow Q(s, a) + \alpha \cdot RPE(n) \cdot e_n(s, a)$$  \hspace{1cm} (2.3)

Where $\alpha$ is the learning rate. The table $Q(s, a)$ is usually initialized with zero, but here we identified for each participant the preferred action $a_{\text{pref}}$ and initialized $Q(s, a_{\text{pref}})$ with a small bias, which is an additional free model parameter. The Q-values of Eq. 2.3 enter a softmax action selection with temperature $T$:

$$p(s, a) = \frac{\exp(Q(s, a)/T)}{\sum_\bar{a} \exp(Q(s, \bar{a})/T)}$$  \hspace{1cm} (2.4)

As an alternative to the eligibility trace defined in Eq. 2.1, where the eligibility decays at each discrete time-step, we also modeled a decay in continuous time, defined as

$$e_t(s, a) = \exp\left(-\frac{t - B(s, a)}{\tau}\right) \text{ if } t > B(s, a)$$  \hspace{1cm} (2.5)

and zero otherwise. Here, $t$ is the time stamp of the current discrete step, and $B(s, a)$ is the time stamp of the last time a state-action pair $(s, a)$ has been selected. The discount factor $\gamma$ in Eq. 2.2 is kept, while in Eq. 2.5 a potential discounting is absorbed into the single parameter $\tau$.

Our implementation of Reinforce followed the pseudo-code of REINFORCE: Monte-Carlo Policy-Gradient Control (without baseline) (Sutton and Barto [2018], Chapter 13.3) which updates the action-selection probabilities at the end of each episode. This requires the algorithm to keep a (non-decaying) memory of the complete state-action history of each episode.

We refer to [Sutton and Barto, 2018], [Gläscher et al., 2010] and [Peng and Williams, 1996] for the pseudo-code and in-depth discussions of all other algorithms.
2.5.5 Parameter Fit and Model Selection

Each learning model $m$ is characterized by a set of parameters $\theta^m = [\theta_1^m, \theta_2^m, \ldots]$. For example, our implementation of the Q-$\lambda$ algorithm has five free parameters: the eligibility trace decay $\lambda$; the learning rate $\alpha$; the discount rate $\gamma$; the softmax temperature $T$; and a left/right bias $b$.

To find the most likely values of those parameters, we pooled the behavioral recordings of all participants into one data set $D$. For each model $m$, we were interested in the posterior distribution $P(\theta^m|D)$ over the free parameters $\theta^m$, conditioned on the behavioral data of all participants $D$. This distribution was approximated by sampling using the Metropolis-Hastings Markov Chain Monte Carlo (MCMC) algorithm [Hastings, 1970]. For sampling, MCMC requires a function $f(\theta^m, D)$ which is proportional to $P(\theta^m|D)$. Choosing a uniform prior $P(\theta^m) = \text{const}$, and as $P(D)$ is independent of $\theta^m$, we can directly use the model likelihood $P(D|\theta^m)$:

$$P(\theta^m|D) = \frac{P(D|\theta^m)P(\theta^m)}{P(D)} \propto P(D|\theta^m) := f(\theta^m, D).$$  \hspace{1cm} (2.6)

We calculated the likelihood $P(D|\theta^m)$ of the data as the joint probability of all action selection probabilities obtained by evaluating the model’s update rules (Eqs. 2.1, 2.2, and 2.3 in the case of $Q(\lambda)$) and the softmax function (Eq. 2.4) given a parameter sample $\theta^m$. For computational reason, we use the log likelihood (LL). The sum is taken over all participants $p$, and all actions $a_t$ a participant takes in each environment $j$:

$$LL(D|\theta^m) = \sum_{p=1}^{N} \sum_{j=1}^{E_p} \sum_{t=1}^{T_i} \log(p(a_{p,j,i}|s_{p,j,i}; \theta_m))$$  \hspace{1cm} (2.7)

For each model, we collected 100’000 parameter samples (burn-in: 1500; collecting only every 10th sample; 50 random start positions; proposal density: Gaussian with $\sigma = 0.004$ for parameters temperature $\tau$ and bias $b$, $\sigma = 0.008$ for all other parameters). From the samples we chose the $\hat{\theta}^m$ which maximizes the log likelihood (LL), calculated the $AIC_m$ and ranked the models accordingly. Note that the parameter vector $\hat{\theta}^m$ could be found by a hill-climbing algorithm towards the optimum, but such an algorithm does not give any indication about the uncertainty. Here we obtained an approximate conditional posterior distribution $p(\theta^m|D, \hat{\theta}^m_{j\neq i})$ for each parameter $i$ in $\theta^m$ (cf. Fig. 2.7). We estimated this posterior for a given parameter $i$ by selecting only the 1% of all samples falling into a small neighborhood: $\hat{\theta}^m_j - e^m_j \leq \theta_j \leq \hat{\theta}^m_j + e^m_j, i \neq j$. We determined $e^m_j$ such that along each dimension $j$, the same percentage of samples was kept (about 22%) and the overall number of samples was kept 1000.

One problem using the AIC for model selection comes from the fact that there are considerable behavioral differences across participants and the AIC model selection might change for a different set of participants. This is why we validated the model ranking using $K$-fold cross-validation. The basic idea is the following: we repeated, $K$ times, the same procedure as before (fitting, then ranking according to AIC) but now we used only a subset of participants
Fig. 2.7. **Fitting results: behavioral data constrain the free parameters of Q-λ.** [a] For each experimental condition a distribution over the five free parameters is estimated by sampling. The blue histograms show the approximate conditional posterior for each parameter (see methods). Vertical black lines indicate the values of the 5-parameter sample that best explains the data (maximum likelihood, ML). The bottom row (All) shows the distribution over λ when fitted to the aggregated data of all conditions, with other parameters fixed to the indicated value (mean over the three conditions). [b] Estimation of a time dependent decay (τ instead of λ) as defined in equation 2.5.

(the training set) to fit $\hat{\theta}_m^k$ and then calculated the $LL^m_k$ and the $AIC^m_k$ on the remaining participants (the test set). We created the $K$ folds such that each participant appears in exactly one test set and in $K - 1$ training sets. Also, we kept these splits fixed and evaluated each model on the same training/testing set in order to obtain comparable results. In each fold $k$, the algorithms were sorted with respect to $AIC^m_k$, yielding $K$ lists of ranks. In order to evaluate whether the difference between two models is significant, we compared their ranking in each fold (Wilcoxon rank-sum test on $K$ matched pairs, p-values shown in Table 2.1). The cross-validation results were summarized by summing the $K$ ranks (Table 2.1). The best rank sum a model could obtain is $K$, meaning it obtained the first rank in each of the $K$ folds.
2.5. Supplementary Materials and Methods

Fig. 2.8. Regression analysis reveals temporal profile of RPE modulation. Results for the conditions [a] clip-art, [b] sound and [c] spatial. Grey background curves show the preprocessed pupil recordings of individual trials aligned at stimulus onset \( t = 0 \text{ms} \). The mean pupil response \( \mu_t \) is plotted in black. As a visual guide, the dashed black line indicates effect size zero in the interval \([0.5s, 2.5s]\). All three regression results, "Start State" (in red), "Goal State" (in green) and reward prediction error at non-goal states (in blue), reveal a deviation from the mean pupil response. Although the mean curve \( \mu_t \) (in black) is very different for the three conditions, the extracted event specific responses (in colors) are, up to some scaling, similar across conditions.

2.5.6 Regression Analysis

From Fig. 2.5 we expected a parametric modulation of the pupil dilation response by trial-by-trial RPEs. The aim of the regression analysis was to extract this unknown, event specific, pupil response (Fig. 2.8). Additionally we performed a non-parametric permutation test to evaluate the individual significance of each of the 5 Legendre components (Fig. 2.9).

The reward prediction errors (Eq. 2.2) used for the regression analysis (both, pupil and EEG) were obtained by applying the algorithm \( Q-\lambda \) with the optimal (maximum likelihood) parameters. We chose \( Q-\lambda \) for regression because, first, it explained the behavior best across the three conditions and, second, it evaluates the outcome of an action at the onset of the next state (rather than at the onset of the next action as in SARSA-\( \lambda \)), which corresponds well to the pupil traces locked to the state-on events. This can be seen from Eq. 2.2 where the value of the next state is evaluated: \( V(s_{n+1}) := \max_a(Q(s_{n+1}, \bar{a})) \).

In our experiment, only the terminal goal state was rewarded; at non goal states, the reward prediction error depended solely on learned \( Q \)-values \( (r_{n+1} = 0 \) in Eq. 2.2), and at start states the reward prediction error is not defined. We distinguished these three cases in the regression analysis by defining two events "Start" and "Goal", as well as a parametric modulation by the reward prediction error at intermediate states. From Figure 2.3 we expected significant modulations in the time window \( t \in [500\text{ms}, 2500\text{ms}] \) after stimulus onset. We mapped \( t \) to \( t' = (t - 1500\text{ms})/1000\text{ms} \) and used orthogonal Legendre polynomials \( P_k(t') \) up to order \( k = 5 \) (Fig. 2.8) as basis functions on the interval \(-1 < t' < 1\). We use the indices \( p \) for participant and \( n \) for the \( n^{th} \) next-state-on event. With a noise term \( \epsilon \) and \( \mu_t \) for the overall mean pupil
dilation at \( t \), the regression model for the pupil measurements \( y \) is

\[
y_{p,n,t} = \mu_t + \sum_{k=0}^{5} RPE_{p,n} \times P_k(t') \times \beta_k + \epsilon_{p,n,t} \tag{2.8}
\]

where the participant-independent parameters \( \beta_k \) were fitted to the experimental data (one independent analysis for each experimental condition). The models for "start state" and "goal state" are analogous and obtained by replacing the real valued \( RPE_{p,n} \) by a 0/1 indicator for the respective events. By this design we obtained three uncorrelated regressors with six parameters each.

In addition to the RPE modulation discussed in the main text, we also extracted the pupil dilation response at the start and goal states. We found a dilation of the pupil at the start of each episode, whereas at the goal state, where the reward prediction error was largest, we observed a contraction of the pupil. Interestingly, these temporal pupil profiles are quantitatively very similar across the three different stimulus modalities, suggesting a common neural process. It is known that changes in pupil dilation correlate with cognitive load [Kahneman and Beatty, 1966, Beatty, 1982], recognition memory [Otero et al., 2011], attentional effort [Alnaes et al., 2014, Unsworth and Robison, 2015], and even with encoding of memory [Kucewicz et al., 2018, Bergt et al., 2018]. We interpret the pupil traces at start and goal along those lines as markers for additional cognitive process beyond RPE-driven learning.

### 2.5.7 EEG Recordings and Analysis

From 22 participants performing the spatial condition, we additionally recorded EEG. EEG signals using BioSemi equipment with 128 electrodes at a 2048Hz sampling rate. Recorded data were band pass filtered from 0.1Hz to 40Hz and down sampled to 256Hz. Common average referencing was applied for re-referencing. Bad channels were visually inspected and interpolated using EEGLAB toolbox [Delorme and Makeig, 2004]. Eye movements and electromyography (EMG) artefacts were removed by using independent component analysis (ICA). Trials in which the change in voltage at any channel exceeded 35\( \mu V \) per sampling point were discarded. The baseline was removed using data from 200ms to 0ms before the image onset. Prefrontal Event-Related Potentials (ERPs) were computed by averaging the EEG data of selected prefrontal electrodes (Fz, F1, F2, AFz, FCz) for ERP analysis.

In order to identify the time window during which the event related potential (ERP) reflects the reward prediction error, we first focused on goal states. Reinforcement learning models such as \( Q(\lambda) \) predict that the reward prediction error at the goal state decreases as the participant learns the task over multiple episodes. We extracted the ERPs from prefrontal electrodes when participants saw the goal for the first, third and fifth time in each environment, and found the ERP curves to reflect the trend \( ERP_{Episode1}(t) < ERP_{Episode3}(t) < ERP_{Episode5}(t) \) in the time window \( t \in [260ms, 405ms] \) (Fig.2.10[a]).
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**Fig. 2.9. Detailed results of regression analysis and permutation tests.** The regressors are *top:* Start state event, *middle:* Goal state event and *bottom:* Reward Prediction Error. We extracted the time course of the pupil dilation in [500 ms, 2500 ms] after state onset for each of the conditions, *clip-art, sound* and *spatial,* using Legendre polynomials $P_k(t)$ of orders $k=0$ to $k=5$ (top row) as basis functions. The extracted weights $\beta_k$ are shown in the column below as vertical bars (red, statistically significant at $p<0.05/6$ (Bonferroni); orange, $p<0.05$; black, not significant). Blue histograms summarize shuffled samples obtained by 1000 permutations. Black curves in the leftmost column show the fits with all 6 Legendre Polynomials, while the red curve is obtained by summing only over the few Legendre Polynomials with significant $\beta$. Note the similarity of the pupil responses across conditions.
Fig. 2.10. EEG Data Analysis. [a] Time-locked ERP waves at the goal state (spatial condition, rectangle flashed from $t = 0 ms$ to $t = 100 ms$), averaged across all 22 participants. The three curves show the first, third and fifth reward. They significantly differ from $t = 260 ms$ to $t = 405 ms$, indicated by the green bar. This time frame is selected for the analysis in panel b and c. [b] Trial-by-trial mean ERP amplitude in $t$ from 260 ms to 405 ms versus the corresponding reward prediction error for one participant. Only data from intermediate states (neither start, nor goal) is taken into account. The regression line is highlighted in color. [c] All regression lines from 22 participants. The red line shows the mean offset and mean slope. Slopes are different from 0 (one-sample t-test, mean coefficient $= 3.043$, $t(21) = 2.75$, $p = 0.012$).

2.5.8 Parameter fit and model selection: supplementary results

Fitting parameters per participant

The aggregated behavior of all participants constrains the free parameters to the ranges indicated in Figure 2.7. We wondered whether we can extract information about individual learning by fitting the parameters for each participant separately, and whether pupil dilation correlates with individual learning rates. It turned out that the noise level of the pupillary data of individual participants did not allow to draw conclusions.

Also, the behavioral data of single participants is not sufficient to constrain the parameters sufficiently. We addressed this problem by replacing the uniform prior in Eq. 2.6 with a multivariate Gaussian distribution. We used the parameter value that best explained (maximum likelihood) the aggregated data as the mean of the prior and $\sigma = 0.25$. Effectively, this prior shrinks the parameter space to a region of interest, acting as a regularizer. Results for two participants are shown in Fig. 2.11. We then compared the individual parameters and found that some parameters are strongly correlated, as indicated in Fig. 2.12.

Model Selection and Cross-Validation

When considering different RL algorithms as models of behavior, how does one identify the "best" model, and how does one quantify the difference to alternative models? It is common to base model selection on the Akaike Information Criterion (AIC) or the Bayesian Information
Fig. 2.11. Sarsa-λ parameter fit per participant
The 5 dimensional parameter vector of Sarsa-λ was estimated individually for each participant by sampling (MCMC). The blue histogram summarizes the samples. The maximum likelihood value is marked in red. The green lines show the prior distribution over the parameters. For example, the learning rate alpha is centered at 0.32, which is the maximum likelihood value obtained from fitting the data of all participants. [a] and [b] are the fitting results for two different participant. Using the prior distribution constrains the parameter space and acts as a regularizer, while the data is still sufficiently informative to "push" the posterior away from the prior. This allows to identify groups of participants with learning rates "smaller" or "larger" than the average. For example, the participant in [a] has a lower learning rate (alpha=0.23) than the participant in [b] (alpha = 0.46).

Criterion (BIC). Here, we do not discuss the theoretical or philosophical support for either of the two criteria (which can be found in Burnham and Anderson [2004]). Instead, we apply a general rule of thumb and compare it with the results we obtained using cross-validation.

Burnham and Anderson [2004] gives the following rule to tell how much better one model is supported by the data than another: First, the model \( i \) with the lowest AIC is identified. Then the difference \( \Delta AIC_k \) to an alternative model \( k \) is calculated and interpreted: Models with \( \Delta AIC_k \leq 2 \) have substantial support, and models for which \( \Delta AIC_k \geq 10 \) have essentially no support. Similar rules apply for the BIC. While serving as a rough guideline, this rule does not give a quantitative answer to the question whether differences are significant. Alternatively to the \( \Delta AIC_k \), evidence ratios or Akaike weights could be used [Burnham and Anderson, 2004], but the question of significance remains.

In section 2.5.5 we compared several algorithms. In table 2.1 we indicate both, the AIC scores and the significance based on cross validation. We note that using cross-validation and rank statistics, we obtain a more conservative interpretation of the data than the rule of thumb would give. For example, in the clip-art condition, we have AIC Q-λ = 1234.8 and AIC Hybrid = 1271.3. The rule of thumb indicates that the Hybrid model has "no support", because the difference in AIC is 36.5, whereas the statistical test on cross-validation results fail (p=0.078).
Fig. 2.12. Correlation of SARSA Parameters For each participant, a single parameter vector is fitted. Histograms in the diagonal show the distribution per parameter. Each scatterplot below the diagonal shows two joint parameters, dots represent participants. The corresponding pairwise correlations are shown above the diagonal.
3 Discussion

3.1 One-shot learning and eligibility traces

In the previous chapter we experimentally showed effects of a single reward occurrence on human decision making. We explained behavior in terms of model-free reinforcement learning with eligibility traces. However, recent experimental studies have shed light on memory encoding from single experiences, the so-called one-shot learning (section 1.3.3). Here I compare these experiments with our task and then discuss our results in the light of one-shot learning and episodic control.

3.1.1 One-shot learning and episodic control in human experiments

Wimmer et al. [2014] investigated the interaction between model-free reinforcement learning and one-shot learning in a single-step task. At each trial participants were shown two different images, placed within a green or a blue square. Participants had to choose one of the two options and received a time-varying, color-dependent reward. The images were unique in each trial and did not influence the reward. During a second part of the experiment (one day later) the participants were shown the images again and had to rate whether they had seen each image before or not. By this design, the authors could test behavioral effects of reward-based learning, as well as the memorization of items. The authors found the recent reward history to negatively covary with memory encoding and discussed this result as an effect of competition between model-free reward learning and episodic memory encoding. In contrast to our experiment, the memorization of the unique state images was not task relevant.

In a similar task, Rouhani et al. [2018] have shown one-shot learning of stimulus-reward associations. Participants had to estimate the average reward associated with categories (e.g. indoor vs. outdoor) of unique images. Later, the recognition of the images was tested. Interestingly, the authors found two distinct effects of reward prediction errors: they not only drive incremental value learning, but also support the one-shot creation of episodic memory.
Chapter 3. Discussion

Unlike our task, this experiment did not involve actions.

The influence of episodic memory on human decision-making was studied experimentally by Duncan and Shohamy [2016]. In three variations of a context-choice-reward experiment the authors showed that a single exposure to a stimulus, followed by reward, guided future decisions. This choice bias was also induced if the reward was delayed by 1.5 seconds. This design comes closer to our experiment as it has a stimulus-action-reward structure, but it is not a multi-step task.

The experiments discussed in this section suggest to consider two different learning systems: one-shot learning (and episodic control in the case where actions are involved), as well as incremental reinforcement learning. The conceptual difference between these experiments and ours is that we employ a task that involves the selection of actions over multiple steps. In the next section we discuss whether our results are compatible with one-shot learning.

3.1.2 Evidence for one-shot learning and the role of eligibility traces

In our task, effects of one-shot learning would be observable in episode two, when the states along the trajectory to the goal are visited for the first time after a single, rewarded sequence. We will now consider our results from the analysis of behavioral and pupillometry data separately.

First, as we saw in chapter 2.3.2, there is an action selection bias at the states situated one and two steps before goal (Fig. 2.2). Clearly, the correct action in episode two is the repetition of a single, rewarded action in episode one. The decision to repeat this single rewarded action would be compatible with one-shot learning. But whether this action has actually been chosen by an episodic controller or by a value-based system can not be answered by our experiment.

We now turn to our results on pupil dilation (Fig. 2.3.3). When we compared the pupil dilation responses in episode one to episode two, we attributed the dilation to the reward prediction error. An alternative interpretation is that the wider pupil dilation in episode two stems from the recognition of the state. Kucewicz et al. [2018] found stereotypical pupil dilation responses during recall and memorization of words. A wider pupil during recognition of previously seen items has also been reported by Otero et al. [2011]. These results suggest that the pupil is indeed a marker for memory processing and our pupillary data can be interpreted accordingly.

In this view, the result of the control experiment (Fig. 2.6), where the widening of the pupil in episode two is absent, suggests that reward is necessary for memorization. This observation is compatible with the aforementioned results of Rouhani et al. [2018].

When considering reward driven one-shot learning over trajectories, i.e. sequences of actions, we also have to consider the role of the eligibility traces. The formation of episodic memory of states and actions which were followed by delayed reward, requires an eligibility trace for the same reason as explained for value learning (Section 1.3.2). In this case, the eligibility trace would have to support the formation of episodic memory in hippocampus. Such eligibility
3.1. One-shot learning and eligibility traces

Traces have been identified in the hippocampus of mice by Brzosko et al. [2015, 2017], Bittner et al. [2017].

Our experiments show effects of one-shot learning in human behavior and in pupil dilation responses. Eligibility traces support fast learning from delayed reward. In our view, these results are compatible not only with model-free control, but also with episodic control. Whether one-shot learning implements an update of values in a model-free controller, or the creation of memories in an episodic controller, or even both in parallel, cannot be concluded from our experiments and would be an interesting question for future research.
Using fMRI, we investigated human learning during a sequential decision making task. A first goal of the study was to develop a learning task which goes beyond the typically used two-step tasks, and to confirm previous findings (e.g. state and reward prediction error signatures) in a more complex task.

The second part focuses on representations of states. Using multivariate pattern analysis, we investigate how representations of three state classes (start, goal, before goal) change over the curse of learning. This second part of the project is ongoing work, led by Vasiliki Liakoni.

Only the first part of the project is summarized here.
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**A.1 Abstract**

Recent advances in computational, behavioral and cognitive neuroscience have indicated that humans employ multiple strategies to learn from the outcome of their actions. Nonetheless, our understanding of learning behavior is still largely restricted. Current experimental tasks are often simple compared to the real world and so are the reinforcement learning (RL) models used to explain behavior in these experiments.
Appendix A. Human learning and sequential decision making. An fMRI Study

Here we employ a novel multi-step sequential decision making task alongside a larger repertoire of algorithms to explain human learning behavior. To facilitate fMRI data analysis, the experiment is designed to de-correlate signals of different strategies. Twenty-three human subjects performed the task in an fMRI scanner. We considered the following algorithms: three model-free (MF) value-based algorithms, one model-based (MB) algorithm, an MF-MB hybrid learner and a policy gradient algorithm. We find correlates of MF prediction errors in the ventral striatum and other areas and MB correlates in the inferior frontal gyrus and insula.

Our results corroborate the existence of two systems in the brain performing MF and MB computations, in agreement with previous studies. Interestingly, our behavioral data are best explained by a policy gradient algorithm and by an update of actions based on eligibility traces and end-of-episode reward, rather than intermediate errors.
A.1.1 Introduction

Animals and humans tend to repeat rewarded actions and have reward prediction capabilities [Dayan and Yu, 2006]. Model-free (MF) RL algorithms which incrementally update state-action values or policies [Sutton and Barto, 2018] successfully explain many aspects of reward-based learning. Contrary to behavior though, MF algorithms are inflexible to changes in the environment or task structure. Model-based (MB) RL algorithms learn a model of the environment, i.e state transitions and can cope with such changes, at the cost of higher computational expenses [Gershman et al., 2017].

Human fMRI studies have found signatures of both MF and MB algorithms in separate, as well as overlapping brain areas. But which strategies best describe human behavior in which situations, as well as how strategies are implemented and combined in the brain are still open questions. On the experimental side, apart from technical limitations of recording and imaging procedures, research trying to address the above questions has mostly employed two-stage tasks (Daw et al. [2011], Gläscher et al. [2010]), where the temporal credit assignment problem is less pronounced and computational expenses of MB learning become minor. Attempts to scale up the task complexity in brain imaging experiments come together with the challenge of dissociating different learning signals, as different strategies tend to give correlated predictions.

Here, we employ a new task with an experimental manipulation that disentangles different learning signals. We corroborate previous fMRI findings in this multi-step scenario. Furthermore, the behavioral data is best explained an algorithm which updates policy parameters at the end of the episode. Such an update requires a memory of the past state-action pairs, akin to eligibility traces.
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A.2 Methods

A.2.1 Experimental design to separate MF from MB prediction errors

The task is situated in a state-space with 7 circularly arranged fractal images (states) with 2 possible actions at each state (apart from the goal which is a terminal state) (Figure A.1[a]). At the beginning of each episode subjects are shown an initial state. Choosing an action results in a transition to another state. Subjects continue to choose further actions until they reach the goal, which completes an episode (Figure A.1[b]). Their task is to learn how to reach the goal in the smallest number of actions. The goal state is visually distinguishable from all other states and is indicated to the subjects beforehand. State transitions are deterministic, with occasional “surprise trials”, explained further below.

During the experiment we perform an online evaluation of the MF SARS(λ) algorithm [Sutton and Barto, 2018] and the MB Forward Learner (Gläscher et al. [2010]) based on the subject’s choices. This gives us access to an online estimate of the reward prediction error (RPE) and the state prediction error (SPE) used in the two algorithms, respectively. The SARS(λ) approximates the Q(s, a) values, i.e the estimated expected reward starting from state s and action a, incrementally via the RPE. On the other hand, the Forward Learner estimates the transition probabilities via the SPE and uses them to compute the Q(s, a) values via the Bellman equation. For the online RPE and SPE computations the choice of the parameters (e.g. learning rates α) was based on pilot experiments performed prior to this study. On a surprise trial subjects transit to a state s’ other than the one they have learned to expect as the outcome of action a in state s. If subjects expect to transition to state s’ from s, they now transition to s”, chosen such that s’ and s” have similar V(s) values (V(s) = max_a Q(s, a)), namely |V(s’) – V(s’)| ≤ ε, where ε is a small threshold. In this way, the experienced MF RPE will be low, but the MB SPE will be high, since the learned transition was violated (Figure A.1[c]). This novel experimental manipulation with online monitoring allows us to de-correlate the errors used in the learning algorithms.

At every trial the conditions for performing a surprise trial were checked online (i.e learned transitions and V values within the threshold). No surprise trials were employed within 3 trials since last surprise trial. Also, if there were 8 consecutive trials that no surprise trial has occurred, a randomly chosen unexpected transition was enforced in order to ensure some variability. Thus we have two types of surprise trials: (i) those that meet the threshold criterion on V-values and (ii) purely random transitions.

Each subject performed a 20-min block of the task in the fMRI scanner, which involved approximately 56 full episodes and approximately 235 state transitions per subject. From these approximately 15% were surprise trials. Prior to the experiment, subjects got familiar with the task outside and inside the scanner during short sessions of two episodes each, with different images and transitions than the ones used during the experiment. Furthermore, subjects were beforehand informed on the existence of surprise trials and on the fact that the
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Fig. A.1. Sequential decision making task with surprise trials [a]: Seven states are positioned on an invisible circle. Arrows indicate the transition graph. Note that the transitions are deterministic and that the graph allows cycles. [b]: During the experiment, participants see a single fractal at the state specific location. After pressing a push-button, the image disappears and the screen stays grey for a few seconds (2-7 seconds random inter stimulus interval ISI). Subjects continue their decision making process until they find the goal state, which terminates one episode. [c]: While the transitions are deterministic most of the time, we introduce surprise trials in about 15% of all transitions. Here, the transition S2 to S5 (yellow arrow) is usually observed. But instead of moving the participant to the expected state S5, we move her to S6. This unexpected transition introduces a high state prediction error SPE. The new target state S6 was chosen such that the value is similar to S5, yielding a low reward prediction error RPE. This manipulation is crucial to decorrelate the two signals, RPE and SPE.

underlying transition matrix does not change. Fractal images, their locations on the screen and the actions’ correspondence to left-right response buttons were randomised across subjects. We employed two different underlying transition matrices, also in a randomized way. Subjects were compensated with a fixed monetary amount for their participation, plus a small extra performance-based amount.

A.2.2 Reinforcement Learning algorithms

To explain subjects’ behavior we considered multiple algorithms. As briefly mentioned above, the SARSA(λ) estimates the Q(s, a) values with RPE-mediated updates. In the Forward Learner the model of the world, namely the transition probabilities from state s to s’ when selecting action a, \(T^a_{ss'} = P(s_{t+1} = s' | s_t = s, a_t = a)\) are estimated using the SPE. Estimations on the model and the immediate reward are then used to compute the Q(s, a) values by iteratively solving the Bellman equation. The Hybrid Learner (Gläscher et al. [2010]) is a weighted average of SARSA(0) and the Forward Learner. The Monte Carlo algorithm [Sutton and Barto, 2018] estimates the Q(s, a) values in a model-free and incremental way like SARSA, but only at the end of the episode and using the within episode’s return \(R_t\), i.e the accumulated discounted reward from each state onwards. In the actor-critic algorithm, the V values are estimated by the critic and a RPE is fed into the actor to modify the policy parameters. The REINFORCE algorithm [Williams, 1992, Sutton and Barto, 2018] estimates the policy parameters of all the preceding within-episode decisions directly with gradient ascent using the return, also in a model-free manner.
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A.2.3 Data Analysis

We fit algorithms to behavior using the Metropolis-Hasting Markov chain Monte Carlo (MCMC) method. Additionally, in order to avoid overfitting to behavior we perform 7-fold cross-validation. At each fold we leave 3 subjects out of the fitting procedure and we estimate the algorithms’ parameters on the data of the remaining subjects. With the obtained parameter values we then assess the goodness of fit of the left-out subjects.

We acquired functional data of 23 subjects (11 female) on a 3T Siemens Prisma MRI Scanner, using a T2*-weighted 2D echo planar imaging (EPI) sequence. Two subjects were excluded from the analysis, one due to high degree of movement artifacts in his brain images and one due to performance (completion of less than half of the number of episodes that subjects performed on average). We performed preprocessing and statistical analysis of the fMRI images using the SPM12, SnPM13 and Nilearn software.
A.3  Results

A.3.1  De-correlation of RPE and SPE

After the experiment we fitted the SARSA(λ) and the Forward Learner algorithms to subjects’
behaviour, obtained their corresponding RPE and SPE values and validated our experimental
design. Figure A.3[a] depicts the values of the RPE and the SPE for one representative subject.
Values that correspond to surprise trials are marked in red. The Pearson correlation coefficient
of RPE and SPE without surprise trials (blue values) is $r = +0.453$. Adding controlled surprise
trials to the experiment yields $r = +0.058$, namely an effective de-correlation. Figures A.3[b]
and A.3[c] show the histograms of the RPE and the SPE respectively, at surprise trials for all
subjects. The distribution of the SPE is shifted towards higher values, whereas the one of RPE
is centered around 0.

The mean absolute RPE and SPE correlation across subjects is $0.09 \pm 0.048$ (mean ± std,
21 subjects). The maximum correlation observed was 0.15 and the minimum -0.143. Our
experimental design successfully breaks the correlated gradual decrease of the two prediction
errors over the course of learning.

A.3.2  Behavior: Actions close to goal are learned faster

The goal of this analysis of the behavioral data, was to quantify the progress (measured as
percent-correct) of performance at each state.

According to reinforcement learning theory, decisions at states close to the goal are learned
faster than decisions further away from the goal. This is obvious for an algorithm like SARSA-0,
where in the first episode only the single state-action pair immediately leading to the goal
state is reinforced. But also if eligibility traces are used to propagate reward information back
to earlier decision, there is still a decay, be it in form of the memory decay $lambda$ or the
distance dependent discount $gamma$. Analyzing the behavioral data, we observed that this
delay in learning at distal states is not only a property of the algorithms used to model the
data, but we extracted it directly from behavior, without fitting a particular model.

As we have two start states and different paths leading to the goal, not every state is visited in
every episode. Furthermore, as the graph has loops, subjects can visit the same state several
times within the same episode. Because of these reason and in order to make the learning
curves comparable across different sates, the x-axis in Fig. A.2 represents the $n^{th}$ episode in
which a state actually has been visited. If a state was visited several times during the same
episode, we only consider the subject's action during the first occurrence.

We found that participants achieved high levels of performance over the course of the experi-
ment. Moreover, their speed of learning how to act at each state was related to the distance
from the goal, but also to the difference in “correctness” between the two available actions.
That is, the the performance at states one action before goal reached the (arbitrary) 80%
Fig. A.2. Learning curves per state. [a] Graph version G1. [b] Graph version G3. For both graphs, the learning curve at each state is shown in red. Green dots indicate the percent-correct score, averaged across all subjects. Dot size reflects the number of subjects (fewer subjects have done a large numbers of episodes). A saturating exponential curve (in red) was fitted to the dots (each dot weighted by number of subjects). The blue, vertical line highlights the trajectory count ($n^{th}$ trajectory) when the red learning curve reaches the 80% percent-correct level. The figures in each column are sorted by distance to goal (states before goal are shown in the two top rows). The blue curves suggest that learning the correct action happens faster at states which are closer to the goal. The three states at the bottom (G1/S5, G1/S7 and G3/S7) do not have a "better" action. The distance to goal is the same for both. The yellow dots show the fraction of subjects that have chosen either action a or b. To the yellow dots a linear function was fitted. The information given in each figure title are: $G$: graph version. $S$: state ID. dist(/·): distance to goal when selecting the correct action vs. distance to goal of the other action. $Q(s,a)$: state-action values for the two actions. (correct action / alternative action). EXP fit: parameters $u$ and $v$ of the saturating exponential $1 - u \cdot \exp(- TrajectoryCount/v)$. threshold 0.8: x-value of the blue line. LIN fit: parameters $a$ and $b$ of a linear fit $a + bx$. 

Fig. A.3. Post-hoc validation of the RPE/SPE de-correlation. [a] Each circle corresponds to a joint RPE/SPE value for each of the 192 actions of one representative subject. Surprise trials are indicated in red and normal trials in blue. Without surprise trials (blue values only), RPE and SPE are highly correlated (Pearson correlation coefficient $r = +0.453$). The addition of surprise trials to the experiment successfully de-correlated the two signals ($r = +0.058$). [b], [c] The two histograms show the distribution of RPE and SPE values respectively for all 675 surprise trials across all subjects. We observe that surprise trials have overall low RPE and high SPE values.
threshold in fewer trials than at states two actions before goal (Fig. A.2). Furthermore, there
seems to be a trend for faster learning, if the difference between the two actions is larger. For
example, in state S4 in graph G1 (Fig. A.2[a]) the correct action is learned very fast, as it leads to
the goal state, while the wrong action leads to a state which is 4 steps away from goal (encoded
as 1/4 in the Figure annotation).

A.3.3 Learning algorithms and behavioral fit

Table A.4 depicts the results of the model fitting procedure to subject’s actions (post-experiment),
in terms of Log Likelihood (LL) and Akaike Information Criterion (AIC). The purely MB Forward
Learner seems to not be appropriate for this relatively large state-space task, and the
Hybrid algorithm fits the data worse than purely MF algorithms. Next in the ranking come
the MF Q-value estimators SARSA(λ) and Monte-Carlo. The actor-critic and the REINFORCE
algorithm are the most likely models for behavior. In the actor-critic the resulting learning
rate \( \alpha_c \) of the critic was 0.00025, indicating that the critic had effectively no contribution in
learning. It can thus be neglected, favouring an actor-only algorithm like REINFORCE. In this
strategy, the policy parameters of the whole history of previous actions are updated upon
receipt of immediate reward, modulated by a memory trace.

A.3.4 Neural signatures of multiple learning algorithms

After fitting the algorithms to the behavioral data we compute subjects’ trial-by-trial learning
signals and use them as regressors against the fMRI data in a general linear model. We
find correlates of the MF RPE in the system that has been previously implicated in reward
processing, including the ventral striatum, hippocampus, medial temporal lobe, ventromedial
prefrontal cortex, and anterior and posterior cingulate cortex (A.5, top row). For the MB SPE
we find correlated activity in the insula, inferior frontal gyrus, supplementary motor area and
parietal lobe (A.5, middle row), in agreement with previously reported results (Gläscher et al.
[2010]).
A.3. Results

Learning algorithms and their corresponding performance in explaining the behavioral data. Abbreviations and notations: LL: Log likelihood, #Param: number of parameters, AIC: Akaike Information Criterion, (s’, a’): next-state-action pair, r: immediate reward (r = 1 for the goal state, r = 0 for all other states), α: learning rate, γ: discount factor, e(s, a), e′(s) and e′′(s, a): exponentially decaying eligibility traces, p(s, a): preference for action a when in state s, θ: policy parameter vector, φ: feature vector (1 for current (s, a), 0 otherwise), return \( R_t = \sum_{k=1}^{T-t-1} \gamma^{k-1} r_{t+k} \). All algorithms were used in combination with a softmax action selection policy \( \pi(s, a) = e^{f(s, a)T\theta}/\sum_b e^{f(s, b)T\theta} \), where \( f(s, a) \in (Q(s, a), p(s, a), \phi(s, a)^T\theta) \) depending on the algorithm.
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Fig. A.5. Neural correlates of RPE and SPE. T-statistic maps of: Top Row: RPE in ventral striatum, hippocampus, medial temporal lobe, ventromedial prefrontal and posterior cingulate cortex. Bottom Row: SPE in insula, inferior frontal gyrus, parietal lobe and supplementary motor area. [21 subjects, random effects analysis, whole brain family-wise error (FWE) correction \( p<0.05 \), nonparametric permutation test]
A.4 Discussion

We have designed and employed a multi-step sequential decision making task to dissociate and track human brain RL signals that so far have been mostly studied in two-stage tasks (but see [Simon and Daw, 2011] for a spatial navigation task, with no de-correlation). We found that earlier results generalized to a multi-step setting. In particular, our results support the existence of two systems in the brain involved in MF RPE-mediated value learning and MB computations, in agreement with previous studies (Gläscher et al. [2010]). Additionally, our behavioral data hint at a possible third system acting only on the policy and involving the reinforcement of sequences of actions preceding reward. Although the MB Forward Learner did not explain behavior well, we found correlates of an SPE. This suggests that an MB learning system was active, possibly building an internal model of the task, but it was not (yet) in control.

In ongoing work, we investigate the neural representations of three state classes (start, goal, before goal). Preliminary results using multivariate pattern analysis (MVPA) indicate that the states can be classified from the fMRI recordings. Furthermore, analyzing the high dimensional voxel data shows a clustering of the class representations. These representations are more stable for start and goal classes than for the before-goal class.
Here, we study human learning in a complex environment, where only a single action at each state brings the participant closer to the goal, while all other actions lead back to trap states, far from the goal. Classic reinforcement learning models (model-free and model-based) fail to learn the task. That is, the absence of external reward leads to very long exploration in the first episode. On the other hand, we found that humans could recognize traps and avoid them quickly. Inspired by human behavior, we developed a hybrid model which combines both model-free and memory-based learners, mediated by an internal feedback signal (the "novelty of states"), and managed to achieve human performance level. We also tested the new hybrid model on knowledge-transfer tasks, we showed that the memory-based learner can serve as a prior in a new, but similar environment, which facilitated learning. EEG N1 amplitudes were significantly increased in the new environment compared to the original environment, showing the evidence of the knowledge updating process, which is in line with the model prediction.
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B 1 Introduction

Humans can learn from delayed and sparse feedback. For example, in chess a reward is issued (win, loss, tie) only after many moves, which makes it impossible to evaluate the goodness of a single move. Reinforcement learning (RL) theories offer a variety of explanations how learning can occur in these situations. The models operate often in an environment, comprised of states and actions, through which an agent or human navigates. At each state an action is made, which brings the human or agent to the next state until a goal state is reached (Figure 1).

There are two main types of RL models, namely, model-free and model-based models. The basic idea of model-free learning is that to each state-action pair a value is assigned, which tells how good the state-action pair is. This value is updated whenever a state-action pair is executed. In general, when the actual reward is larger than expected, a positive reward prediction error (RPE) is produced and the value is increased. When the actual reward is lower than expected, a negative RPE is produced and the value is decreased. Hence, the RPE drives the learning process. Using the values of states or state-action pairs, the model-free learner can learn to find its way to the goal.

Different from model-free learning, model-based learners build up a model of the environment by learning the state-action transitions. The state-action transition records the probability of going to another state when taking an action at the current state. Whenever a state is visited, the current state-action transition is updated, based on the state prediction error (SPE), which measures the difference between the current state-action transition model and the observed transitions. Using these transitions, the model-based learner can plan its way to the goal.

Behavioural experiments have shown that humans use both model-free and model-based learning. fMRI and EEG studies showed evidence that humans use the RPE (Bellebaum & Daum 2008; Gehring & Willoughby 2002; Gruendler et al. 2011; Tucker et al. 2003; Badgaiyan & Posner 1998; Cohen et al. 2007; Nieuwenhuis et al. 2005; Doñamayor et al. 2011; Haruno & Kawato 2006; McClure et al. 2003; O’Doherty et al. 2003) and the SPE (Courchesne et al. 1975; FABIANI & FRIEDMAN 1995; Opitz et al. 1999; Glaescher et al. 2010). It is an unknown question when humans use model-free and model-based learning and how they are related. It was shown that time pressure, cognitive demands, instructions and task specific costs/benefits, can change the balance between the two RL learning models (Doll et al. 2009; Kool et al. 2018; Kool et al. 2017; Otto et al. 2013; Keramati et al. 2016). For example, humans showed more model-based behaviour whenever cognitive resources are available, and if under cognitive load, they tend to behave in a model-free manner.

The main question is how model-free and model based learning can be integrated into one framework and to determine under which condition either one prevails. To the best of knowledge, there is only one such hybrid model (Glaescher et al. 2010). In this model, the trade-off between the two systems was determined by a free, meaningless parameter (Camerer & Ho 1998).

Here, we propose that novelty is a feedback itself, which leads to model-based learning and determines whether model-based or model-free learning prevails. We present a hybrid model, which uses novelty and show evidence for the model by a behavioural and imaging (EEG)
experiment. In particular, we show that swapping two states in the environment leads to updating in the model-based learner and is well reflected in the N1 component of the EEG.

Figure 1 (A) After an image (state) was presented, participants needed to wait for 700-1700ms, randomly chosen, until grey disks (actions) were presented at the bottom of the image. After a click (action), a blank screen was shown for 700 and 1700ms, randomly chosen, and then the next image appeared. The environment was deterministic, e.g., clicking on the left disk in the house image always brought the participant to the coffee cup. The goal image is a ‘thumb-up’ image in this example. Different observers saw different images. Green intervals indicate the time window for which EEG was analysed. The structures of the simple and complex environment. Non-goal states are presented using numbers; the goal state is presented as the red G; trap states are highlighted by dashed rectangles. Actions are presented by arrows. Green arrows present the actions that bring participants closer to the goal state. Yellow arrows present actions that let participants stay at the current state. Blue arrows present the actions that bring participants to the trap states. For example, there are 7 states in the simple environment, including (1) progressing states (images 2, 3, 4, 5), (2) the goal state (red G), and (3) the trap states (images 6, 7). Participants can make 3 possible actions at each state: one action (green arrow) brought them to the next progressing state, one action (blue arrow) brought them to one of the trap state, one action (yellow arrow) let them stay at the current state. After 5 episodes, image 3 and image 5 are swapped while the actions remained the same as before.
Results

B 2.1 A hybrid model based on novelty

Here, we developed a framework that combines model-based and model-free RL learners (Figure 2). We refer to the model-based RL learner as a “Memory-based learner” and the model-free RL learner as a “Value-based learner”. We propose that novelty is the balancer between the two. If a participant visits a state many times, novelty decreases; if a participant visits a state rarely, novelty is high. We define the novelty as:

\[
Novelty(state) := \frac{1}{\text{number of visits to the state}}
\]

The value-based learner is implemented using SARSA(\(\lambda\)) (Sutton et al. 1998), which learns the state-action values based on external reward (see Appendix). The reward prediction error (RPE) is computed to update state-action values. The value-based learner produces action selection policies to maximize the total amount of external reward it can obtain. The memory-based learner learns not only the transitions between states, but also the internal outcomes of states. The state transitions are updated based on observations. The internal outcome is modulated by the novelty of the state, and also by the value of the state (Figure 2). If the value-based learner does not assign a value to a state, the outcome is alongside with the novelty of the state. If the state value is positive, the outcome of the state will count for both novelty and value of the state. However, if the state value is negative, the outcome of the state is adverse to the novelty of the state. The policy produced by the memory-based learner aims to maximize the outcomes it can obtain.

The policies of the value-based and memory-based learner may differ strongly and hence a combined policy is needed. In our model, this policy is computed as:

\[
Policy_{\text{hybrid}}(S) = \text{novelty}(S) \times Policy_{\text{mbi}} + [1 - \text{novelty}(S)] \times Policy_{\text{vbl}}
\]

*mbi = memory-based learner, vbl = value-based learner

With this model, we predict that the learning could be accomplished, meaning the optimal actions will be found, in the first episode even when no reward is found. With low novelty in the trap states (since they will be frequently visited), learning will be slow and little. Learning will be faster in the progressing states when getting closer to the goal. We also predict that if a simple environment is perturbed, re-learn will occur. And if a complex environment is perturbed, only updating is needed. The difference between re-learn and updating process can be shown from model simulation and electrophysiology signals. Since the N1 component in EEG is considered to be reflecting the belief updating process (Friston et al. 2017), we expect to see that the N1 component changes for the updating process (in perturbed complex environment) but not for the re-learn process (in perturbed simple environment).
Figure 2 The model consists of two parts: the value-based learner and the memory-based learner. The value-based learner learns the reward function given by the environment in a model-free manner. The memory-based learner learns the state transitions and the novelty of states from internal experience. The value-based learner also passes the state value function to the memory-based learner. Both learners propose their policies to the policy controller. The policy controller evaluates the policies by the novelty of the states. Detailed implementation is presented in box 1-4.
B 2.2 A combined behavioural and EEG Experiment

We tested to what extent participants use model-based and model-free learning in a sequential decision make paradigm developed previously (Figure 1; Tartaglia et al. 2017). The learning environment contained three types of states: progressing states, trap states, and a goal state. Progressing states are the “good” states that bring participants to the goal. Trap states are the “bad” states that led participants away from the direct path to the goal. At each state, there were three types of actions that participants could choose: (1) actions that bring participants to a progressing state (green arrows in Figure 1), (2) actions that let participants stay at current state (yellow arrows in Figure 1) and (3) actions that bring participants to a trap state (blue arrows in Figure 1).

We used two environments (Figure 1). Participants explored the simpler environment with 7 images for 5 episodes (Figure 1). Next, we swapped two images (Figure 1) without notifying the participants. Participants explored the modified environment for another 5 episodes. After a short break of 3-5 min, participants explored the more complex environment with 11 states (Figure 1). After 5 episodes, two states were swapped and participants continued for another 5 episodes. New images were used for the complex environment. The starting images of the 5 episodes in the swapped environment were the same as before swapping. We used different images for different participants. EEG was recorded during the entire experiment.

Behaviour Results

It took participants on average 45 actions to find the goal state in the first episode of the simple environment and 117 actions in the complex environment. Performance strongly improved from episode 2 on for both environments quickly reaching optimal performance (Figure 3). In particularly, observers learned to avoid the trap states. We analysed performance in the first episode in detail (Figure 3). In the simple environment, optimal actions were found for all states, i.e., even before the goal was found for the 1st time. In the complex environment, optimal actions were found for the progressing states but not for the trap states. The closer the progressing state is to the goal, the faster the optimal action was found.

After episode 5, we swapped 2 images. In the simple environment, performance deteriorated to a performance level, which is close to the one in the first episode. In the complex environment, there was a significant improvement between the performance level in the 1st episode and the 1st episode after swapping. Performance improved again in both environments reaching optimal performance.

First, model-free learners cannot easily explain our results because there is no learning in episode 1, i.e., before the goal state was found, contrary to human learning (Figure 3C). Second, model-based learners are also challenged by our data because trap states are not recognized by the model but by the participants (Figure 3). Third, the data can be well explained by our hybrid model because in trap states the novelty is low, hence, the weight on the memory-based learner is low, and participants rely on the value-based learner. For this reason, actions are chosen randomly. In progressing states, the novelty is high, hence, participants rely more on the memory-based learner and actions are chosen to avoid going to low-novelty states (trap states). Fourth, both the model-based and the model-free learners were seriously deteriorated when we swapped the images after episode 5 and stayed deteriorated for the following episodes. Performance is deteriorated because the previously learned state-action transitions and the Q-values are inappropriate. The hybrid-model does a good job in this structure because it can still identify the trap states and avoid it. The model can, thus, restrict re-learning to fewer states.
EEG results

We determined the Event-Related Potentials (ERPs) for the two swap states focusing on the N1 component, which is known to reflect updating processes (Friston et al. 2017). In the simple environment, there were no obvious changes after swapping the states ($t(10) = 0.93, p = 0.37$). However, in the complex environment, we found clear increases of the N1 for all swapped and non-swapped states ($t(18) = 2.48, p = 0.02$), indicating a global updating process. We suggest that in the simple environment participants relearn the entire structure, whereas in the complex environment they only update the swapped states (Figure 1C). As a control, we analysed the N1 amplitudes in the first two and last two episodes before swapping. There were no differences in the N1 (simple environment: $t(10) = -1.00, p = 0.33$; complex environment: $t(18) = 0.90, p = 0.37$), indicating that the N1 is sensitive to updating but not learning in general.
Figure 3 (A.1, B.1) Learning curves for the first 5 episodes of the simple and complex environment before swapping images. The x-axis presents the number of episodes completed. The y-axis presents the number of actions taken in each episode before the goal was found. Error bars show the standard error of the mean (SEM). (A.2, B.2) Learning curves in the first episode before swapping the images. Each blue point on the learning curve represents one visit to a state. The chance level of choosing the correct action (green arrows in Figure 1) is 1/(number of actions per state), which is 1/3 for the simple environment and 1/4 for the complex environment, presented by red dashed lines. The action selection accuracy of each visit is averaged over all participants, presenting how likely the participants choose the optimal action. Growing action selecting accuracy means that participants learn the optimal actions over visits. Fewer visits to a state (fewer blue points) means participants learned the correct action faster. (C-F) Learning curves of participants and models for the two environments before and after swapping the images. The x-axis presents the number of episodes. After swapping the images, the episode was counted start from 1 again. The y-axis presents the number of actions taken to finish one episode. (C) Participants were able to find the optimal actions in the first episode and performance were largely improved from episode 2 on. The performance was not significantly improved after swapping the images in the simple environment, but was significantly improved in the complex environment. (D) Forward-Learner agent performance was worse than human participants in both environments. (E) SARSA(λ) agent performance was worse than human participants in both environments. (F) Novelty-learner agent was able to achieve human performance level.
Figure 4 (A-B) The ERPs of the swapped images before and after swapping. 0 on each x-axis indicates time of image onset. Negative values are plotted up by convention. Green windows indicate significance.
(A1-2) The swapped images were image-3 and image-5 in the simple environment. The ERPs of the two images did not show significant difference between before and after swapping (Image 3: \(t(20) = 0.47, p = 0.63\). Image 5: \(t(20) = -0.18, p = 0.85\)).

(B1-2) The swapped images were image-4 and image-8 in the complex environment. The N1 mean amplitudes were significantly larger after than before swapping (Image 4: \(t(20) = 2.6, p = 0.01\). Image 8: \(t(20) = 2.11, p = 0.04\)).

(C-D) The comparison of N1 mean amplitudes in the learning process and the updating process.

(C-1) The simple environment. The N1 amplitudes of each state in the first episode before and after swapping. State 6,7,2,4 and the goal were presented by the same images in all episodes. The images presenting state 3 and 5 were swapped after 5 episodes. The N1 mean amplitudes were not significantly different before and after swapping (\(t(10) = 0.93, p = 0.37\)).

(C-2) The simple environment. The N1 amplitudes of each state before swapping, compared between the early episodes (episode 1-2) and the late episodes (episode 4-5). The amplitudes difference was not significant (\(t(10) = -1.00, p = 0.33\)).

(D-1) The complex environment. The N1 amplitudes of each state were significantly different before and after swapping. All states except state 4, 8 were presented by the same images in all episodes. The N1 amplitudes were significantly different for all states (\(t(18) = 2.48, p = 0.02\)).

(D-2) Experiment 2. The N1 amplitudes of each state before swapping compared between the early episodes (episode 1-2) and the late episodes (episode 4-5). The amplitude difference was not significant (\(t(18) = 0.90, p = 0.37\)).
B 3 Methods

B 3.1 Experiment set up
Experiments were conducted on a Phillips 201B4 monitor, running at a screen resolution of 1,980 × 1080 pixels and a refresh rate of 100 Hz, using a 2.8 GHz Intel Pentium 4 processor workstation running Windows 7. Experiments were scripted in Matlab R 7.11 using custom software and extensions from the Psychophysics Toolbox for Windows XP (Brainard 1997).

B 3.2 Participants
14 paid participants joined the experiment. Two participants quit the experiment, hence, we analysed data for 12 participants (5 females, aged 20-26 years, mean = 22.8, sd = 1.7). All participants were right-handed naïve to the purpose of the experiment.

All participants had normal or corrected-to-normal visual acuity. All participants provided written consent. The experiment was approved by the local ethics committee.

B 3.3 Stimuli and general procedure
Before starting the experiment, we showed the participants the goal image that they were required need to find. Next, participants were presented the other images that they may encounter during the experiment. After familiarizing with the images, participants clicked the ‘start’ button to start the experiment proper. At each trial, participants were presented an image (state) and a number of grey disks below the image (Figure 6). Clicking on one of the disks (action) led participants to a subsequent image. Participants clicked through the environment until they found the goal state. An episode was finished when participants found the goal state. The next episode started with an image chosen randomly (except for that the goal image was never the first image).

B 3.4 EEG recording and processing
EEG signals were recorded using BioSemi equipment with 128 electrodes at a 2048Hz sampling rate. Recorded data were band pass filtered from 0.1Hz to 40Hz and down sampled to 256Hz. Common average referencing was applied for re-referencing. “Bad” channels were visually inspected and interpolated using the EEGLAB toolbox (Delorme & Makeig 2004). Eye movements and electromyography (EMG) artefacts were removed by using independent component analysis (ICA). Trials in which the change in voltage at any channel exceeded 35 μV per sampling point were discarded. For each trial, a time window (green interval in Figure 1A) was extracted from 200ms before to 700ms after the image onset. The baseline activity was removed from 200ms to 0ms before the image onset. Prefrontal Event-Related Potentials (ERPs) were computed by averaging the EEG data of selected prefrontal electrodes (Fz, F1, F2, AFz, FCz) for Event-Related Potential (ERP) analysis.

B 3.5 Model implementation
For our model simulation, we use the standard SARS(λ) algorithm for the model-free model and the forward learner for the model-based models. In principle, other models could be used too. Even though both models are standard, we quickly describe the implementations we used.

B 3.5.1 Model-free agent: SARS(λ)
The learning signal in SARSA(\(\lambda\)) is the reward prediction error (RPE), defined as the difference between the actual reward and the predicted reward (Equation 1).

\[ RPE_t = r + \gamma Q(s_{t+1}, a_{t+1}) - Q(s, a) \]

where \(\gamma\) is a discounting rate parameter to determine the present value of future rewards. Positive RPE indicate that the tendency of selecting action \(a\) at state \(s\) should be strengthened, negative RPE indicate that the tendency should be weakened.

The Q-values, \(Q(s, a)\), represent an estimate of the expected future reward when starting in state \(s\), taking action \(a\). This value function is iteratively improved by applying an update after each step:

\[ Q_{t+1}(s, a) = Q_t(s, a) + \alpha \times RPE_t \times e_t(s, a) \]

The quantity \(e(s, a)\) is known as a short-term memory (Sutton & Barto 1998) which implements a decaying memory trace of past state-action pairs with the following dynamics:

\[ e_t(s, a) = \begin{cases} \gamma \lambda e_{t-1}(s, a) & \text{if } (s, a) \text{ not visited} \\ 1 & \text{if } (s, a) \text{ visited} \end{cases} \]

\(e(s, a)\) marks an event in memory eligible for undergoing learning changes. At each trial, the eligibility trace for all state-action pairs decays by \(\gamma \lambda\), where \(\lambda\) is the trace decay parameter.

The Q values calculated in this way are then used to select an action at each state according to a softmax policy:

\[ P(s, a) = \frac{\exp \left( \frac{Q_t(s, a)}{\tau} \right)}{\sum_i \exp \left( \frac{Q_t(s, i)}{\tau} \right)} \]

where \(P(s, a)\) defines the probability of choosing action \(a\) at state \(s\), \(\tau\) is the temperature parameter which controls the tendency of exploration and exploitation, \(i\) presents all possible actions at state \(s\).

These equations define the learning model up to four free parameters: the learning rate \(\alpha\), the discount rate \(\gamma\), the eligibility decay rate \(\lambda\) and the temperature \(\tau\).

B 3.5.2 Model-based agent: Forward-Learner

The model-based RL agent we chose to use is the Forward-Learner model (Glorot et al. 2010) which estimates the transition probability from state \(s\) to next state \(s'\) via action \(a\), defined as \(T(s, a, s')\). After observing the next state \(s'\), the Forward-Learner agent computes a state prediction error (SPE) by:

\[ SPE_t = 1 - T(s, a, s') \]

Then the agent updates the transition probability by:
The Q-values are used to generate action selection policy in the same way shown in Eq.4.

**B 3.5.3 Novelty leaner**

In our model framework, we assume that human participants used both model-based and model-free RL systems. From the behavior results, we also assumed that humans controlled the weights between the two RL systems adaptively through an interval signal, which we proposed to be the novelty of states.

The novelty-learner agent contains two learners: a value-based learner and a memory-based learner. The value-based learner learns the external reward given by the environment, and can be implemented as the classical model-free models such as SARSA(\(\lambda\)).

The memory-based learner is a model-based agent, which learns the transitions between states. It also computes the novelty of a state based on the frequency of visits as the following equation:

\[
\text{Novelty} (S) = \frac{1}{\text{number of visits to } S}
\]

The novelty of a state serves as an interval feedback signal that takes part in the policy evaluation. Based on the novelty of a state, the memory-based learner also estimates the state's interval value, which we define as the outcome of the state. The outcome of a state does not only depend on its novelty, but also depend on the state value estimated from the value-based learner. With this implementation, memory-based learner is able to distinguish between “new and good” states (states 2-8 in Figure 7) and “new but bad” states (states 12-13 in Figure 7). The outcome of a state is defined as:

\[
\text{Outcomes}(S) = \text{Novelty}(S) \times \text{Outcomes}(S) + [1 - \text{Novelty}(S)] \times \text{V}(S)
\]

After visiting a state, both the value-based learner and the memory-based learner propose their action selection policy to the policy controller. The policy controller computes the final policy based on the novelty of the state. If a state has a high novelty, the final policy will be biased towards the memory-based learner’s policy. Otherwise, it will be biased towards the value-based learner’s policy. The final policy is computed by:

\[
\text{Policy}_{\text{hybrid}}(S) = \text{novelty}(S) \times \text{Policy}_{\text{mbl}} + [1 - \text{novelty}(S)] \times \text{Policy}_{\text{vbl}}
\]

*\(\text{mbl} = \text{memory-based learner, vbl = value-based learner}\)

The detailed implementations of the memory-based learner and policy controller are presented in box 1-4.
Figure 5 An alternative design of the environment, which contains both a reward and a punishment. The reward state is presented by the red G. The punishment state is presented by the purple P. In order to collect more reward in this environment, participants should avoid going to the purple states and the trap states.
3.6 Model Simulation procedure

We ran the simulation of each model over their parameter space in order to estimate the model’s best performance.

For the Forward-Learner model, its parameter space contains two parameters – $\eta$ (learning rate) and $\tau$ (temperature). For each parameters, we took 10 values from 0.01 to 1.0 (0.01, 0.11, 0.21, 0.31, 0.41, 0.51, 0.61, 0.71, 0.81, 0.91, 1.0). We tried all the 100 combinations of the two parameters for the model simulation.

For the SARSA($\lambda$) model, its parameter space contains four parameters – $\alpha$ (learning rate), $\gamma$ (discounting rate), $\lambda$ (eligibility trace), $\tau$ (temperature). We took 10 values form 0.01 to 1.0 for each parameter and ran the model simulation for each parameter combination. The model performance was evaluated in the same way as the Forward-Learner model. For the novelty-learner model, its parameter space contains six parameters – four parameters from the value-based learner (SARSA($\lambda$) model) and two parameters from the memory-based learner.

For each parameter set in each model, we ran the simulation for 50 times and estimate the average number for actions needed to finish 5 episodes. We selected the parameter set which finished the 5 episodes with the lowest number of actions. This parameter set was used to generate the model’s best performance shown in Figure 4.
Implementation of Memory-based Learner

### Memory-based learner initialization (for deterministic environments)

**Input:**
- \(nS\) – number of states
- \(nA\) – number of actions
- \(D\) – decay rate (free parameter)
- \(T\) – temperature (free parameter)

**Implementation:**
1. Initialise the transition matrix of size \(nS \times nA\) with all zeros
2. Initialise the states’ visit_counter of size \(1 \times nS\) with all zeros
3. Initialise the states’ outcomes of size \(1 \times nS\) with all ones
4. Set the outcome of the goal state bigger than one (for example, 10)
5. Initialise the parameters as given in the input

### Memory-based learner update (for deterministic environments)

**Input:**
- \(S\): visited state
- \(A\): action taken at state \(S\)
- \(S’\): next state after taking action \(A\) at state \(S\)
- \(V(S’): value of state S’, given by the value-based learner

**Implementation:**

**Case 1:** if transition_matrix\((S,A) = 0 \)
- transition_matrix\((S,A) = S’\)
- visit_counter\((S’) = visit_counter(S’) + 1\)
- novelty\((S’)= 1 / visit_counter(S’)\)
- outcomes\((S’)= novelty(S’) \times outcomes(S’) + [1- novelty(S’)]\times V(S’)\)

**Case 2:** if transition_matrix\((S,A) = S’\)
- visit_counter\((S’) = visit_counter(S’) + 1\)
- novelty\((S’)= 1 / visit_counter(S’)\)
- outcomes\((S’)= novelty(S’) \times outcomes(S’) + [1- novelty(S’)]\times V(S’)\)

**Case 3:** if transition_matrix\((S,A) = 0 \) and transition_matrix\((S,A) \neq S’\)
- Reset all transitions from state \(S\) to zeros
- Decay the outcomes of all states by \((1-D)\)

**Memory-based learner action selection (for deterministic environments)**

**Input:**
- \(S\): visited state
- \(T\): temperature (free parameter)
Implementation: Case 1: if for any action $a$ at state $S$: $\text{transition}_\text{matrix}(S,a) = 0$
action_preference($a$) = 0, for all $a$

Case 2: if for some action $a$ at state $S$: $\text{transition}_\text{matrix}(S,a) = 0$
action_preference($a$) = 1, for $a$ that $\text{transition}_\text{matrix}(S,a) = 0$
action_preference($a'$) = 0, for $a'$ that $\text{transition}_\text{matrix}(S,a) \neq 0$

Case 3: if for any action $a$ at state $S$: $\text{transition}_\text{matrix}(S,a) \neq 0$
action_preference($a$) = outcome($S'$),
for all actions $a$, and $S' = \text{transition}_\text{matrix}(S,a)$

$$Policy_{MBL}(S,a) = \frac{\exp\left(\text{action}_\text{preference}(S,a)/T\right)}{\sum_i \exp\left(\text{action}_\text{preference}(S,i)/T\right)}$$

Output: $Policy_{MBL}$ (policy proposed by Model-based Learner)

Policy Evaluation

Input:
Policy_MBL(S): policy proposed by Model-based Learner at state S
Policy_VBL(S): policy proposed by Value-based Learner at state S
novelty(S): novelty of state S

Implementation:
Policy_final = novelty(S) $\times$ Policy_MBL(S) + [1-novelty(S)] $\times$ Policy_VBL(S)

Output: $Policy_{\text{final}}$

Model simulation parameters – Experiment 1

| SARSA($\lambda$) | | |
|-------------------|-------------------|
| Session 1 | $\alpha = 0.40, \gamma = 0.80, \lambda = 0.60, \tau = 0.21$ |
| Session 2 – with Q transfer | $\alpha = 0.85, \gamma = 0.40, \lambda = 0.80, \tau = 0.81$ |

<p>| Forward-Learner | | |
|-----------------|-------------------|
| Session 1 | $\eta = 0.60, \tau = 0.21$ |
| Session 2 – with Q transfer | $\eta = 0.85, \tau = 0.11$ |</p>
<table>
<thead>
<tr>
<th>Session 2 – with T transfer</th>
<th>$\eta = 0.75, \tau = 0.81$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novelty-Learner</td>
<td></td>
</tr>
<tr>
<td>Session 1</td>
<td>$\alpha = 0.35, \gamma = 0.60, \lambda = 0.90, \tau = 0.01, D = 0.15, T = 0.11$</td>
</tr>
<tr>
<td>Session 2 – with transfer</td>
<td>$\alpha = 0.05, \gamma = 0.5, \lambda = 0.5, \tau = 0.01, D = 0.05, T = 0.41$</td>
</tr>
</tbody>
</table>

Model simulation parameters – Experiment 2

<table>
<thead>
<tr>
<th>SARSA($\lambda$)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Session 1</td>
<td>$\alpha = 0.80, \gamma = 1.00, \lambda = 0.70, \tau = 0.31$</td>
</tr>
<tr>
<td>Session 2 – with Q transfer</td>
<td>$\alpha = 0.90, \gamma = 0.30, \lambda = 0.50, \tau = 0.61$</td>
</tr>
<tr>
<td>Forward-Learner</td>
<td></td>
</tr>
<tr>
<td>Session 1</td>
<td>$\eta = 0.95, \tau = 0.11$</td>
</tr>
<tr>
<td>Session 2 – with Q transfer</td>
<td>$\eta = 0.45, \tau = 0.81$</td>
</tr>
<tr>
<td>Session 2 – with T transfer</td>
<td>$\eta = 0.10, \tau = 0.01$</td>
</tr>
<tr>
<td>Novelty-Learner</td>
<td></td>
</tr>
<tr>
<td>Session 1</td>
<td>$\alpha = 0.35, \gamma = 0.90, \lambda = 1.00, \tau = 0.21, D = 0.55, T = 0.91$</td>
</tr>
<tr>
<td>Session 2 – with transfer</td>
<td>$\alpha = 0.45, \gamma = 0.90, \lambda = 0.50, \tau = 0.01, D = 0.05, T = 0.71$</td>
</tr>
</tbody>
</table>
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