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Abstract

Realistic models of cellular environments have long captured the imagination of biologists and physical scientists. More than 20 years ago, Goodshell’s inspiring rendering of cellular environments provided the foundation for the idea of capturing the full complexity of biological cells. Since then, increasingly realistic simulations of subcellular models have appeared, showing that we are rapidly moving towards comprehensive, as well as physically and biologically accurate cellular models. The major challenge in developing such models is the necessity to cover a wide range of scales. Indeed, atomistic details of molecular processes are on the length scale of 0.1 nm, while cellular dimensions range from 300 nm (for the smallest bacterial cells) up to 100 μm (for large eukaryotic cells). The biological range also encompasses the internal dynamics of individual molecules (from ns to ms) as well as entire biological processes (ms to hours). Although an atomistic representation of an entire cell is conceivable, the cost for achieving biologically significant timescales with most advanced computers is very high or nearly impossible currently. Therefore, the combination of in silico approaches with in vivo and in vitro experimental data, allows gaining further insights into the biophysics of the cell. In this thesis, a multi-scale approach was applied to investigate the interplay between proteins and their respective biological environments. In particular, two specific systems were the objects of my Ph.D. project: (i) the amyloid precursor protein (APP) and its interactions at the synaptic plasma membrane, and (ii) the human acyl-protein thioesterase I (hAPT1) and its role in protein depalmitoylation cycle across the Golgi and plasma membranes.

Combining atomistic and coarse-grained molecular dynamics (MD) simulations, the stability of the dimeric conformation of APP in a realistic model of the synaptic plasma membrane was investigated. Within this approach, the stable dimeric conformation of the APP as a function of lipid membrane composition was identified, highlighting the important role of lipids unsaturation in protein stability and function.
In detail, this indicated not only the preferential dimerization motif of the protein, but also the possible recruiting mode of cholesterol, which has previously been experimentally observed to correlate with Alzheimer’s disease. Furthermore, the role of the synaptic plasma membrane and its ability to form raft microdomains was explored for the interactions of APP with γ-secretase, which specific catalytic cleavage is responsible for the production of physiological or toxic amyloid β-secretase which is specific for the Alzheimer’s disease onset.

This same multi-scale approach was applied to understand the role of S-acylation in the trafficking and function of hAPT1. In particular, the combination of experimental techniques (i.e., cell biology, biochemistry, microscopy and structural biology) with molecular modeling and simulation disclosed the substrate/enzyme interaction mode, the enzyme/membrane interface, and the role for hAPT1 for a key post-translational modification as S-palmitoylation. Based on our findings, we provided for the first time an atomistic representation of the hAPT1 enzyme mechanism, suggesting that hAPT1 is active in the monomeric form.

In conclusion, these studies demonstrate once more the importance of modeling the molecular details of the biological environment at the most accurate level for acquiring a deeper understanding of cellular processes. Molecular models and simulations able to cover relevant spatial and temporal scales have the ability to generate both physically and biologically accurate cellular representations, which eventually can provide broader practical applications for understanding biological function and for addressing therapeutics development.
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Riassunto

I modelli realistici delle cellule hanno catturato a lungo l’immaginazione di fisici e biologi. 20 anni fa, le rappresentazioni degli ambienti cellulari ad opera di Goodshell hanno suggerito l’idea di poter carpire la complessità e da allora è stato un susseguirsi di esempi sempre più realistici dimostrando che possiamo fornire modelli cellulare accurati dal punto di vista fisico e biologico. La sfida più grande nello sviluppo di questo tipo di modelli risiede nella necessità di includere diverse dimensioni. I processi biologici avvengono in scale dell’ordine dei 0.1 nm mentre le dimensioni delle cellule sono comprese in un range tra 300 nm (nel caso di piccoli batteri) fino a 100 μm (per grandi cellule eucariote). La dinamica dei processi biologici include sia il movimento delle singole molecole (da ns fino a ms) che gli interi processi cellulari che spaziano da ms fino a ore. Sebbene una rappresentazione atomistica della cellula sia immaginabile, il costo computazionale per raggiungere scale di tempo che siano biologicamente rilevanti è alto o addirittura quasi impossibile anche con le moderne potenze di calcolo di cui disponiamo. Per questo motivo, la combinazione di tecniche computazionali e dati sperimentali permette di conoscere meglio il comportamento biofisico delle cellule.

In questa tesi, è stato adottato un approccio a più livelli al fine di investigare l’interazione tra proteine e i loro rispettivi ambienti biologici. In modo particolare, due specifici sistemi sono stati oggetto dei miei studi: (i) l’amyloid precursor protein (APP) e la sua interazione con la membrane sinaptica, e (ii) l’ human acyl-protein thioesterase 1 (hAPT1) e il suo ruolo nel ciclo di depalmitoilizzazione attraverso Golgi e la membrana plasmatica.

Tramite simulazioni di dinamica molecolare sia a livello atomistico che coarse-grained, la stabilità della conformazione dimerica dell’APP è stata investigata in presenza di un modello realistico di membrane sinaptica identificandone la struttura più stabile e in particolar modo sottolineando l’importante ruolo dei doppi legami dei
lipidi nell'influenzare la stabilità e la funzione delle proteine. Inoltre questo studio ha evidenziato non solo il più probabile sito di dimerizzazione dell'APP ma anche la possibile interazione con il colesterolo, la quale è stata in precedenza sperimentalmente correlata con la malattia dell'Alzheimer. Inoltre, il ruolo della membrana sinaptica e la sua abilità nel formare raft è stata esplorata anche per l'interazione tra l'APP e l'enzima responsabile per il suo cleavage e conseguente formazione degli Aβ: la γ-secretase.

Il medesimo approccio a più livelli è stato adottato per studiare il ruolo dell’S-acilazione nella localizzazione e funzione dell'hAPT1. In particolare la combinazione di tecniche sperimentali (quali biochimica, microscopia, biologia strutturale e biologia cellulare) con modelli molecolari e simulazioni hanno rivelato non solo il modo di interazione tra substrato ed enzima ma anche l'interazione tra enzima e membrane e il ruolo cruciale dell’hAPT1 nel processo di S-acilazione. Sulla base dei nostri risultati abbiamo proposto per la prima volta una rappresentazione atomistica del meccanismo di azione dell’hAPT1 dimostrando che questo enzima è attivo quando monomero.

In conclusione, questi studi rivelano ancora una volta l'importanza di accurati modelli biologici al fine di ottenere una comprensione profonda dei sistemi che li governano. Modelli molecolari e simulazioni che coprono scale di tempo e spazio biologicamente rilevanti permettono di generare rappresentazioni della cellula accurate sia dal punto di vista fisico che biologico ed eventualmente essere applicati al fine di studiare funzioni biologiche e proporre nuove cure.

**Parole chiave:** simulazioni di dinamica molecolare, modelli molecolari, membrane biologiche, modificazioni post-translazionali, cristallografia, Amyloid Precursor Protein (APP), Alzheimer, S-acilazione, Acyl Protein thioesterase (APT)
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1 Introduction

Life takes place in very complex environments, as van Gogh believed “we are still far from the time when people will understand the curious relationship between one fragment of nature and another”. Although we are still at the beginning of our exploration on the complex biological world that is the cell, great progress in the fields of physics, chemistry and biology has allowed moving from a reductionist approach where the system of interest (e.g., a protein, a small molecule) is isolated from its biological environment to more integrative and holistic approaches.

Nowadays, the advances of experimental high-throughput technologies and computational modeling changed our perception of nature, revealing new levels of biological organization. In particular, the architecture of the cell occupies an important position since it is considered the simplest characteristic unit of life. Therefore, lipids composition of the cellular organelles, protein-protein and membrane-protein interactions as well as crowding effects have become important aspects of research, which are starting to be taken into account to surpass our simplistic models. The necessity to raise the level of complexity of our studies began from the point at which the simple model fails in describing the behavior of the actual biological system. That is the case especially for membrane proteins, whose study is majorly hampered by the lack of experimental techniques capable of controlling and directly observing at the molecular level their real lipids composition and distribution.

1.1 BIOLOGICAL MEMBRANES AND MEMBRANE PROTEINS: A SUCCESSFUL MARRIAGE

Proteins and lipids are the principal components of biological membranes. Lipids are the main constituents of the characteristic membrane bilayer, which is
formed by the entropically favored interaction of the hydrophobic lipid acyl tails and the tendency of the hydrophilic lipids head to interact with the aqueous solution. The amphipathic nature of lipids enables thus the construction of a cellular envelope that provides a physical separation of the internal constituents from the external environment of every cell. The subcellular compartmentalization allows then the segregation of specific chemical reactions increasing their biochemical efficiency and confining their reaction products\(^1\). In particular, the physicochemical properties of lipids are essential in several important biological processes in the cell. For instance, they can act as first and second messengers in signal transduction\(^2\) or they are implicated in budding\(^3\), scission and fusion\(^4\), which are essential for cell division\(^5\), membrane trafficking\(^6\) and biological reproduction\(^7\).

Lipidomics analyses have shown that the variation in headgroups and aliphatic chains allows the existence of more than thousand different lipids species in any eukaryotic cell\(^8,9\). Lipids can be grouped in three main categories: (i) glycerophospholipids, (ii) sphingolipids and (iii) sterols. Glycerophospholipids form the major structural class of lipids in eukaryotic membranes. Their head can vary as well as the length and number of unsaturations in their hydrophobic tails. This class includes phosphatidylcholine (PC), phosphatidylethanolamine (PE), phosphatidylinositol (PI), phosphatidylserine (PS) and phosphatidic acid (PA) lipids. In particular, PC accounts for more than 50% of the phospholipids in most eukaryotic membranes\(^10,11\). In mammalian cells sphingolipids are mostly observed especially, sphingomyelin (SM) and glycosphospholipid (GSLs) that contains mono-, di- or oligo-saccharides\(^12,13\). Sterols are the main non-polar lipids of cell membranes: cholesterol in mammals\(^14\) while ergosterol in yeast\(^15,16\). Interestingly, the distribution of phospholipids and sterols is not homogeneous throughout the leaflets of the main mammals and yeast organelles. The endoplasmic reticulum (ER), plasma membrane (PM) and Golgi display an asymmetric lipid distribution with SM and GSLs present on the exo-leaflet, while PE and negatively charged PS are located on the cyto-leaflet\(^17\). This asymmetric distribution is due to an intrinsic capacity of the lipids to cross spontaneously the bilayer and to the presence of transporters that assist lipids translocation.

In synthetic membrane, lipids can exist in multiple and different phase states, which depend on membrane composition. In particular, long, saturated hydrocarbon chains tend to adopt solid-like phases while unsaturated hydrocarbon chains are
principally observed in liquid phases \(^1\). On the contrary, in biological membrane the existence of different phases, which may form for instance, ordered assemblies characterized by sterol and sphingolipids, is still under evaluation. Although in the latest 10 years it was hypothesized that these metastable states called “lipid rafts” can be activated by the presence of specific lipid-lipid, protein-lipid and protein-protein interactions \(^{18-20}\), clear and definitive in vivo evidences of their existence are still missing.

Sterol molecules alone do not form any phase, but they can in turn influence the behavior of other lipids in mixture bilayers leading to a liquid-order phase \(^{21}\). This state has the high order of a solid phase, but the high translational mobility of a liquid phase. Much more complex phase behavior has been observed for a mixture of saturated and unsaturated lipids, where the liquid-order (\(l_o\)) and liquid-disorder (\(l_d\)) phase coexist. Moreover, at physiological temperature a gel phase rich in saturated and well-ordered lipids usually exists \(^{22}\). Therefore, the general hypothesis is that the plasma membrane is not uniform but composed by lipid rafts, which are rich in saturated lipids and cholesterol and are supplied by the Golgi \(^{23-25}\).

![Diagram of membrane-protein interaction modes](image)

**Figure 1.1. Membrane-protein interaction modes.** Most membrane proteins are thought to extend across the bilayer as (A) single \(\alpha\)-helix (types I and II), (B) multiple \(\alpha\)-helices or as (C) rolled-up \(\beta\)-sheet (\(\beta\)-barrel). Other membrane proteins are exposed at only one side of the membrane (D) or attached to the lipid bilayer solely by a covalently attached lipid linker (E). Finally, many proteins are attached to the membrane only by non-covalent interactions with other membrane proteins (F).

Proteins are the other dominant component of biological membranes. Membrane proteins constitute 20-30% of all proteins in both eukaryotic and prokaryotic organisms \(^{26,27}\) representing the portal through which cells and organelles communicate with the external environment. The amounts and types of membrane
proteins are a function of the specific membrane considered. For instance, in myelin membranes, which are responsible for the electrical insulation of nerve cells axons, the total amount of proteins is less than 25% of the total membrane mass\textsuperscript{28}. On the contrary, in the PM and mitochondrial membranes, proteins account for roughly 50% and 75% of the total membrane mass, respectively\textsuperscript{29}.

As for lipids, membrane proteins are amphipathic entities that have a hydrophilic region exposed to the solution and a hydrophobic part, which instead is embedded into the bilayer. Based on the nature of membrane-protein interactions, membrane proteins can be classified in two main categories: integral and peripheral membrane proteins. Integral membrane proteins have one (Fig. 1.1A) or more hydrophobic regions (Fig. 1.1B) embedded into the bilayer, while the hydrophilic regions are exposed to water solution on both sides of the membrane. The great majority of the membrane-spanning regions form \(\alpha\)-helices in order to maximize the H-bond network between peptides in absence of water. These single passing proteins can be classified as type I or type II, depending if the cytoplasmic tail is the C- or N-terminus, respectively. If membrane proteins have multi-passing spanning regions an alternative way for peptide bonds to satisfy their H-bonding requirement is also the \(\beta\)-barrel organization (Fig. 1.1C). Specific functions are associated with these three different folds. Single-spanning membrane proteins (Fig. 1.1A) are generally involved in metabolism and structure/adhesion function\textsuperscript{30}, while the helices of multiple-spanning membrane proteins (Fig. 1.1B) allow conformational changes necessary for opening/closing of ion channels, solute transport and transduction of extracellular/intracellular signals. The rigid \(\beta\)-barrel organization (Fig. 1.1C) instead often limits the function of these membrane proteins to receptor and enzyme purposes\textsuperscript{31}. On the contrary, peripheral membrane proteins are entirely exposed at both sides of the cell surface interacting with the membrane mainly in three possible ways: (i) through their hydrophobic patch (Fig. 1.1D), (ii) by covalent fatty acid linkage (Fig. 1.1E) or (iii) by interacting with other membrane proteins (Fig. 1.1F)\textsuperscript{32}. The function of these proteins is related to how they interact with the membrane. In particular, it was observed that the cumulative effects of curvature and lipid compositions of biological membranes are responsible for directing the recruitment of many peripheral proteins to specific cellular organelles\textsuperscript{33}. Indeed, peripheral proteins involved in various functions (e.g. lipid transfer or nuclear pore formation) seem to detect the packing
defects derived from lipid compositions and interact with positively curved membranes by the insertion of long acyl chains \(^{34-37}\).

The hydrophobicity, as well as the instability and flexibility, of membrane proteins leads to some extra challenges at all levels of experimental investigation, including protein preparation (expression, purification, solubilization) as well as detection on their native conditions (i.e., membranes composed by different lipid species). These experimental issues have so far limited the number of membrane protein structures solved to date (only 1.7\% of the total PDB) hampering a detailed molecular understanding of membrane proteins and their interaction with lipids. Recently, a new crystallographic approach has emerged in the field of structural biology. Solvent contrast modulation, a technique widely used in small angle neutron and X-ray scattering\(^ {38}\), was used for resolving the structure of Ca\(^ {2+}\)-ATPase along with its first layer of phospholipids\(^ {39}\). The X-ray solvent contrast modulation appears as a promising technique for overcoming crystallographic limitations and obtaining an atomistic representation of membrane-protein interactions, helping also for an accurate setup of initial conditions for molecular simulations.

Due to their essential role in several diseases membrane proteins represent the preferred molecular target for over 40\% of all FDA approved drugs\(^ {40}\). Therefore, the creation of robust molecular-detail models is essential for better predicting the function of membrane proteins, in particular the perturbations from their static representation usually provided by canonical structural biology approaches. Importantly, molecular models of this kind can help to understand and rationalize the actual influence of the physiological membrane environment and the effect of post-translational modifications, just to name few key ingredients that might affect significantly protein function.

1.2 POST-TRANSLATIONAL MODIFICATIONS: HOW PROTEINS DIVERSIFICATE THEMSELVES

Post-translational modifications (PTMs) introduce another layer of complexity in biological function within the cell. PTMs consist in a covalent modification of amino acids of the primary protein sequence and have the effect to create a much larger array of possible protein species. In response to specific physiological requirements, PTMs play a crucial role in regulating many biological functions, such as protein localization in the cell, protein stability, and regulation of enzymatic activity. To date more than 90,000 individual PTMs have been detected using biochemical and biophysical analyses. In particular, it was observed that almost 5% of the human genome encodes enzymes in charge of catalyzing reactions leading to PTMs, highlighting once more the importance of these chemical modifications of the proteome.

**Figure 1.2.** Schematic representation of PTMs discussed in this paragraph.
Generally, PTMs can be classified based on the covalent attachment of (i) small chemical groups (Fig. 1.2A-E), (ii) lipids (Fig. 1.2F-G) or (iii) small proteins (Fig. 1.2I-L) to the main peptide chain. In particular, enzymes often are responsible for regulating these chemical modifications in proteins, as in the case of phosphorylation, acetylation, methylation, carboxylation or hydroxylation. For instance, protein kinases can phosphorylate a given protein target to induce a signaling cascade, while this PTM can be further removed by specific protein phosphatases. These enzymes are found indeed in important signaling pathways, like G-protein and Wnt signaling. On the other side, PTMs not induced by specific enzymes (e.g., carboxylation or oxidations) were observed to be responsible of non-specific protein damage involved in neurodegenerative diseases, cancer and diabetes.

Among the classes of PTMs, protein lipidation is a unique post-translational modification, which has the result to directly control the interaction of soluble protein with biological membranes affecting in turn cellular organization and trafficking. Among lipidations, palmitoylation is the only reversible modification (Figure 1.3). It consists in the attachment of a 16-carbon acyl chain to cysteine residues via a thioesteric bond. Palmitoylation can dynamically regulate protein function, as in the case of H-Ras and N-Ras. Two families of enzymes regulate the palmitoylation/depalmitoylation process: palmitoyltransferases (PATs), which catalyze the attachment of a palmitate from CoA to specific cysteines, and acyl protein thioesterases (APT), which remove the palmitate acyl chain. Palmitoylation occurs both in soluble and membrane proteins playing a critical role in the regulation of key biological processes, such as protein membrane trafficking, signaling, cell growth and development. Aberrant palmitoylation is associated to a variety of human diseases including neurological disorders (e.g., Huntington disease or Alzheimer’s disease) and cancer. Mass spectrometry has allowed the identification of several palmitoylated proteins in cells and tissues, which can be further experimentally characterized using acyl biotin exchange (ABE) or acyl resin assisted capture (Acyl-RAC) techniques. Metabolic labeling and click chemistry probes were developed to recognize palmitoylation sites in order to shed light on the molecular mechanism and dynamics of palmitoylation. All these experimental techniques are time consuming and expensive, thus computer-aided methods are attractive alternatives for predicting palmitoylation sites.
Figure 1.3. Palmitoylation-depalmitoylation cycle. This reversible process is regulating by the opposing action of DHHC protein acyl transferases, which catalyze the palmitoylation step and acyl protein thioesterases, as APT1, which are responsible for the depalmitoylation of the substrates.

1.3 MOLECULAR SIMULATIONS: A COMPUTATIONAL MICROSCOPE

Up to date, most of the current knowledge on biomolecular functional recognition result from in vitro characterization where crowding transient interactions and anisotropic environments (e.g., membrane) are not properly estimated at a molecular level, mainly due to technical issues. In the last sixty years, the accuracy of the description of biological environments increased exponentially: thanks to the development of advanced techniques that cover several layers of resolution (e.g., X-ray crystallography, NMR and cryo-electron microscopy) coupled with mass spectrometry (MS)-based high-throughput proteomics techniques we can now have better insights into the organization of large protein complexes as, for instance, the proteasome\textsuperscript{71}, the ribosome\textsuperscript{72,73}, and the nuclear pore complex\textsuperscript{74}, not only in isolation but also within their cellular environment. However, the increment in system size is always coupled to the increment in system complexity. Indeed, for many years, the main biological components of cells, i.e. proteins and nucleic acids, were studied individually, neglecting other important cellular components such as carbohydrates, lipids and small metabolites, as well as specific and non-specific interactions with other protein partners.
Nowadays, the new challenge is to combine together structural, biophysical and biochemical data into more dynamic and realistic models for studying proteins in their physiological environments. In addition to the range of experimental structural and biophysical techniques, molecular modeling and molecular dynamics (MD) simulations have become complementary and powerful tools able to fill the resolution gap in the study of proteins behaviors in complex cellular environments\textsuperscript{36,75-77}.

In particular, thanks to the advances in the computational power and force fields development we are now able to reach the level of complexity necessary to describe the biological processes with a very high level of accuracy. This approach turned out to be fundamental in membrane modeling where it is required to zoom at different levels of resolution to cover the wide range of time and length scales associated with membrane biophysics\textsuperscript{36}. Indeed, compared to experimental microscopy techniques, the MD approach has in principle a much higher resolution that can reach atomistic resolution (1 Å) or even higher if electronic degrees of freedom are also considered in quantum mechanics approaches, for instance. The resolution of this ‘computational microscopy’\textsuperscript{78} can be tuned allowing to “zoom in” at atomistic resolution and examine detailed interactions of membrane proteins with water, ions and lipids, as well as to “zoom out” to lower resolution using coarse grained (CG) approaches in order to achieve longer timescale (up to milliseconds) and size scale (up to 100 nm\textsuperscript{3}), while unfortunately losing some chemical details in modeling interatomic interactions. Moreover, this computational microscope permits in general for the precise control of the environment and exact, at least in principle, reproducibility compared to real experiments and/or cellular conditions.

The ongoing advances in software and hardware for simulating complex systems enable to reach today sizes of several hundreds of nm, allowing direct comparisons with cell membrane imaging by cryo-electron tomography and super resolution optical microscopy. On the other side, force fields improvements have allowed approaching another important aspect for cellular functioning, namely the role of post-translational modifications (PTMs) for proteins structure and stability. The study of these effects was hampered by the labile transient nature of most of these modifications and by the lack of experimental techniques able to detect and characterize them. Therefore, molecular modeling and especially MD simulations, which are based on empirical atomistic force fields, represent a powerful way to investigate their role with molecular resolution. The recent availability of more
comprehensive experimental data along with accurate force field parameters have thus allowed to investigate protein properties taking into account also PTMs in the global representation of the physiological protein environments\textsuperscript{79-81}.

The diversity of models for lipids and proteins and the accuracy with which the interactions are described have demonstrated the efficacy of multiscale modeling and simulation approaches and the possibility for extension to more complexes membrane systems. For instance, the advances in lipidomics analyses have provided a much more detailed view of membrane composition, allowing the construction of more realistic membrane models\textsuperscript{82,83} to better investigate membrane biophysical properties and their interplay with integral and peripheral membrane proteins\textsuperscript{84,85}. Several computational tools have been developed with this aim in mind, such as CHARMM-GUI\textsuperscript{86} and LipidBuilder\textsuperscript{87}. Along the same lines, it is also clear that protein PTMs are another important layer of complexity that integrally defines and modulates protein function and, for this reason, needs to be considered at all levels of both experimental and computational investigation. Therefore, the computational advances of bioinformatics and physics-based molecular modeling and simulation techniques appear as a fundamental requirement to complement the experimental investigation of PTMs' impact on cellular processes.

1.4 OBJECTIVES OF THE THESIS

One of the current challenges in biology is to develop realistic models of the cellular organization, in particular the architecture of membranes and internal organelles. The integration of structural, biophysical and biochemical data with multiscale modeling and simulation approaches represents a valuable way for studying the mechanism of proteins in their biological environments. During my thesis, I combined experimental and computational techniques to investigate the effects of the realistic environment on the function of membrane proteins. In particular, I was interested by two specific systems: (i) the amyloid precursor protein (APP) and its interactions at the synaptic plasma membrane, and (ii) the human acyl-protein thioesterase 1 (hAPT1) and its role in protein depalmitoylation cycle across the Golgi and plasma membrane.
(i) The amyloid precursor protein and its interplay with the synaptic plasma membrane and the amyloid

APP is a type-I transmembrane glycoprotein that is present in the synaptic plasma membrane (SPM). Its cleavage by γ-secretase produces β-amyloids (Aβ), which are major components of the plaques observed in patients affected by Alzheimer’s disease (AD). In the last years, APP has been proposed to have both monomeric and homodimeric structures. In particular, two possible dimerization interfaces were proposed: namely, G706XXG704XXXG708 and G709XXXA713. The latter, as suggested by NMR and EPR experiments, is the cholesterol binding motif key for the stabilization of APP transmembrane domain (APP-TM). However, up to date only the structure of the G709XXXA713 dimer is available on the Protein Data Bank (PDB: 2LZ3) so it is difficult to discriminate between the roles of these two motifs in the structural and dynamic properties of APP. Experimentally it was observed that the APP-TM homodimer state could be influenced by the detergent used during the NMR experiments, the specific composition of the biological membrane as well as the cholesterol concentration. Our molecular dynamics simulations of the APP embedded in a model of a realistic SPM revealed that the G706XXG704XXXG708 is the most stable species and likely the most biological relevant while the highly unsaturated lipids, that constitute the SPM, perturb the G709XXXA713 dimerization motif observed by NMR. A detailed analysis of the cholesterol distribution around the dimerization motifs showed that, independently from the dimer, both motifs interact with the cholesterol. This shed light on the regulation of cholesterol turnover in synaptic function explaining the important interaction with sterol regulatory element binding protein 1 (SREBP1) (Chapter 3).

Another important aspect in the study of AD is the role of γ-secretase in APP processing and Aβ formation. γ-secretase is a membrane-embedded protease that cleaves single transmembrane helical domains of various integral membrane proteins. The enzyme is composed by four domains namely presenilin (PS1 and PS2), presenilin enhancer 2 (PEN-2), nicastrin (NCT), and anterior pharynx-defective 1 (APH-1). The catalytic center is located on the PS domain and excluded from the external surface of the enzyme. Of particular interest is the sequential cleavage of the amyloid precursor protein (APP) into variable length peptides (Aβ40 and Aβ42). Recently, a 4.2 Å
resolution cryo-EM structure (PDB ID: 5FN2) was published shedding light on the atomistic domains organization. Biochemical experiments showed that this process can occur at position unique from the active site suggesting that several residues in PS1 are involved in substrate binding. Despite the new insights from these studies, neither the mechanism of cleavage is fully understood nor a co-crystal structure of \( \gamma \)-secretase in complex with any substrate has been solved. Moreover, results from previous studies suggested that the relatively small amount of active \( \gamma \)-secretase complex present at the cell surface could be residing in raft membrane domain. Therefore, based on these finding I investigated the interplay between APP and \( \gamma \)-secretase when embedded in a realistic model of the SPM. Compared to previous studies, the membrane lipid composition was increased in complexity considering sphingolipids as well as glycerophospholipids for a total of 32 lipid species, which differ for head types and degree of unsaturation. This new membrane model allowed us to monitor the formation of lipid rafts, which have been experimentally observed to be made up of cholesterol and saturated lipids. Through long time coarse-grained MD simulations, lipid-raft domains appeared to be localized around the NCT domain, one of the regions observed to be in charge for APP recruitment. Although the formation of \( G_{700}XXXG_{704}XXXG_{708} \) dimer was also observed in this SPM model, the APP interacted with the enzyme always as a monomer, suggesting that APP might be more likely processed as a monomer by \( \gamma \)-secretase. Moreover, the high affinity of the cholesterol showed for both \( \gamma \)-secretase and APP proposed its key role in enhancing the \( \gamma \)-secretase-APP binding and consequently A\( \beta \) production. Altogether our findings suggest new insights into \( \gamma \)-secretase processing, providing future directions for AD therapeutic development.

(ii) The catalytic and inhibition mechanism of the human acyl protein thioesterase I

Post-translational modifications play a crucial role in regulating the function of many biological molecules. Lipid modifications, in particular, via prenylation, acylation, myristoylation and palmitoylation help to direct membrane localization, protein-protein interactions, cell signaling, subcellular trafficking and vesicle transport. Among them, palmitoylation is the only reversible process. This modification consists in the addition of a palmitic acid forming a thioester bond with
cysteine residues of both soluble and membrane proteins. The thioester linkage is 
hydrolyzed by acyl protein thioesterase enzymes (APTs), which belong to the α/β The 
first soluble thioesterase to be characterized was the human APT1, which catalyzes 
depalmitoylation of signaling regulators like Gα and H/N-Ras. This structure revealed 
a non-symmetric homodimeric organization where the catalytic pocket is occluded by 
the dimer interface.

In collaboration with the van der Goot lab at EPFL, I have solved new X-ray 
structures for wild-type human APT1, as well for the catalytic inactive form (S119A) 
and the palmitoylation-deficient mutant (C2S). These structures revealed a dimeric 
interface that suggests a novel mode of interaction with the biological membrane and 
substrates. Moreover, size-exclusion chromatography followed by multi-angle laser 
light scattering (SEC-MALLS) experiments combined with molecular dynamics 
simulations suggested that the biological dimeric form is rather weak favoring a 
possible monomeric structure as an active enzyme. Our studies further revealed a 
novel pocket adjacent to the APT1 catalytic site able to accommodate a palmitic acid. 
This result was confirmed with ethanol extractions of its ligand followed by ultra-
performance liquid chromatography (UPLC) quadrupole-time-of-flight mass-
spectrometry (Q-TOF-MS). This new evidence allowed us to better understand the 
catalytic and inhibition mechanism with molecular modeling and simulations, and 
showed the existence of a previously uncharacterized druggable pocket.

The work described in this thesis is consistent with the new emerging trend in 
biophysics, where the main aim is to model cellular environments in a comprehensive 
and realistic fashion. Indeed, the study of the effects of lipids composition and 
cholesterol distribution, as well as the role of PTMs on protein function and stability 
both remark the importance of modeling realistic and therefore complex biological 
environments. Nowadays, with the development of high-resolution and high-
throughput experimental techniques and the parallel increment in computer power 
and modeling accuracy we are very well positioned to reach the level of complexity 
necessary for a thorough understanding of the biological processes that characterize 
life.
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2 Molecular modeling and simulation methods

Biological relevant processes as well as the majority of chemical reactions occur in solution environments at specific pH and ionic conditions. Molecular models are therefore intimately related with describing solute-solvent interactions and their molecular properties. Due to the dynamic nature of the molecules, a dynamic approach is necessary in order to explain the wide range of thermally accessible states of the systems and thereby connect structure and function.

In the last years, we have seen remarkable improvements in the field of molecular modeling and simulation applied to the study of biological systems. In particular, the advance in the theoretical description of complex systems was possible thanks to the increased computational resources as high-performance computing, which have become available to the mass at commodity price. For instance, with the development of faster and bigger parallel architectures the accessible time and length scales have increased at the point that was possible to simulated the HIV capsid unit (1.5 M of atoms) for 1.2 μs\(^3\). Moreover, algorithms and force field developments have also impacted the field significantly. A multi-scale description of biological systems has allowed reaching an unparalleled level of detail, which, combined with the advances in experimental techniques, has allowed moving further in the study of proteins’ behavior. The dynamic approach provided by molecular simulations allows to bypass the static view provided for instance by techniques such as X-ray crystallography, which, although extremely valuable, is still insufficient to fully understand biological activity.

While during this thesis, I also used several experimental techniques (directly or in collaboration with other laboratories), which will be explained further in the relative chapters, my work has been mainly driven by computational modeling and
simulation, thus that I will present in this chapter the main theoretical framework of the computational techniques applied during this project.

2.1 MOLECULAR MECHANICS

Molecular Mechanics (MM) force fields are based on a classical approximation of the intrinsic quantum mechanical energy potential describing interactions within biomolecular systems. This approximation has the virtue of decreasing the cost of simulations on large systems by orders of magnitude, while preserving a reasonable accuracy. This classical treatment of the potential energy allows dealing with the many-body problem represented by the study of complex biological systems, which are generally characterized by thousand to millions of atoms. Force fields based approaches calculate the energy of the system as a function of the nuclear positions. They are based on the assumption of transferability, so that a set of parameters developed and tested on small systems for a small number of cases can be applied to a wide range of problems. In this approach, the electronic energy is written as a parametric function of the nuclear coordinates and the parameters are fitted to experimental or higher level computational data. In MM, the quantum aspects of the nucleus are neglected and the dynamics of the atoms is treated by classical mechanics.

The interactions between a system composed by $N$ particles is describe by a potential energy $U$, written as a sum of bonded and non-bonded interactions, each describing the energy required for perturbing specific degrees of freedom of a given biomolecule:

$$ U(r^N) = U_{\text{bonded}} (r^N), + U_{\text{non-bonded}} (r^N) $$ (1)

$$ U_{\text{bonded}} (r^N) = \sum_{\text{bonds}} U_{\text{bond}} (R_i) + \sum_{\text{angles}} U_{\text{angle}} (\theta_i) $$

$$ + \sum_{\text{tensions}} U_{\text{tension}} (\phi_i) + \sum_{\text{improper}} U_{\text{improper}} (\psi_i) $$
\[ U_{\text{non-bonded}} (R^N) = U_{vdW} (r_{ij}) + \sum_{i}^{N} \sum_{j}^{N} U_{\text{Coulomb}} (r_{ij}) \]

By this energy function (Eq. 1), the geometries and relative energies can be calculated, where stable conformations are represented by the minima of \( U(R^N) \), while the conformational transitions can be described by detecting transition structures on the potential surface energy.

### 2.2 BONDED INTERACTIONS

The bonding potential, \( U_{\text{bonded}} (R^N) \), describes the intramolecular bonding contributions considering 4 types of bonded interactions: bond-stretching terms (\( U_{\text{bond}} (R_i) \)), angle bending terms (\( U_{\text{angle}} (\theta_i) \)), torsional terms (\( U_{\text{torsion}} (\phi_i) \)) and improper torsional angles (\( U_{\text{torsion}} (\phi_i) \)).

---

![Bonded interactions](image.png)

**Figure 1.2 Bonded interactions.** Bonded contributions of the potential energy function in the molecular mechanics approximation. The molecule are treating as consisting of balls (the atoms) connected by springs (the bonds). (A) Bond stretching, (B) Angle bending, (C) Torsional angle and (D) Improper torsional angle.

**Bond stretching**

\( U_{\text{bond}} (R_i) \) is the energy necessary for stretching a bond between two atom types A and B (Fig. 1.2A). It is usually written as a Taylor expansion truncated at the second order as deviation around an equilibrium bond length, \( R_0 \):

\[ U_{\text{bond}} (R^{AB} - R_0^{AB}) = U(0) + \frac{dE}{dR} (R^{AB} - R_0^{AB}) + \frac{1}{2} \frac{d^2E}{dR^2} (R^{AB} - R_0^{AB})^2 \quad (2) \]
The derivatives are evaluated at \( R = R_0 \) and \( U(0) \) term is normally set to zero since it is the zero point for the energy scale. When the expansion is around the equilibrium value the second term is zero. Thus, in its simplest form, the bond stretching energy can be written as:

\[
U_{\text{bond}}(R_i) = \frac{1}{2} k^{AB}(R - R_0)^2
\]  

(3)

where \( k^{AB} \) is the force constant for the AB bond. Hence, the potential energy varies with the square of the displacement from the equilibrium position \( R_0 \) (Hooke's law). The complex interplay between the various components in the force field may well deviate slightly from its reference value in order to compensate for other contributions to the energy. It is also important to remember that "real" molecules undergo vibrational motion, even at absolute zero degree.

**Angle bending**

\( U_{\text{angle}}(\theta_i) \) is the energy required for bending an angle formed by three atoms A-B-C characterized by a bond between A and B, and B and C (Fig. 1.2B). As for the \( U_{\text{bond}}(r_i) \) also \( U_{\text{angle}}(\theta_i) \) is usually expanded as a Taylor series around the equilibrium angle \( \theta_0 \) and terminating at the second order:

\[
U_{\text{angle}}(\theta^{ABC} - \theta_0^{ABC}) = \frac{1}{2} k^{ABC}(\theta - \theta_0)^2
\]  

(4)

The energy required for distorting an angle away from equilibrium is less than to stretch or compress a bond and the force constants are usually proportionately smaller. Indeed, for the same deviation from the equilibrium (e.g. 10%) the difference between the \( U_{\text{angle}} \) and \( U_{\text{bond}} \) is roughly 5 \( k_B T \) (at 300 K). As in the case of bond-stretching terms, it is possible to improve the accuracy of a force field by the incorporation of higher order terms.
**Torsional angles**

$U_{\text{torsion}} (\phi_i)$ is very important among the intramolecular terms of a force field. Indeed, most of the variation in structural and relative energies is due to the interplay between the torsional and non-bonded contributions: both the van der Waals and electrostatic contributes (see paragraph 2.3) to the rotational barriers affecting the torsional energy.

This potential describes the contribution from each bonded quartet of atoms A-B-C-D in the systems (Fig. 1.2C). Compared to $U_{\text{bond}} (R_i)$ and $U_{\text{angle}} (\theta_i)$, the torsional potential $U_{\text{torsion}} (\phi_i)$ is not expanded as a Taylor series because the torsional angle can go far from equilibrium. A Fourier series is instead applied:

$$U_{\text{torsion}} (\phi^{ABCD}) = \sum_{n=1} k_d^{ABCD} [1 + \cos(n\phi - \phi_0)]$$

(5)

The multiplicity term $n$ determines the periodicity of the function defining the minima of the system, for instance $n=1$ describes a rotation that is periodic by $360^\circ$, $n=2$ periodic by $180^\circ$, $n=3$ periodic by $120^\circ$, and so on. The $k_d^{ABCD}$ determines the size of the barrier for rotation around the B-C bond, which is usually few kcal/mol at 300 K.

**Improper torsional angles**

For an A-B-C-D torsional angle characterized by a central sp$^2$ atom (e.g., cyclobutanone) the experimentally equilibrium conformation observed is a coplanar arrangement, which maximize the $\pi$-bonding energy (Fig. 1.2D). A force field that contains only the standard bond-stretching and angle-bending terms would provide a wrong conformation for this system placing the sp$^2$ atom out of the plane. Therefore, it is commonly necessary to consider an additional term to the force field to maintain the chirality or the planarity of molecules. The simplest way to realize this is to introduce a so-called improper torsional angle term, $U_{\text{improper}} (\nu_i)$, which has usually the form of a harmonic function of the *out-of-plane* angle $\nu_i$:

$$U_{\text{improper}} (\nu^{ABC} - \nu_0^{ABC}) = \frac{1}{2} k_{ABCD} (\nu - \nu_0)^2$$

(6)
where \( k^{ABCD} \) is the force constant and \( \nu_0 \) is the phase.

### 2.3 NON-BONDED INTERACTIONS

Independent molecules, as well as atoms in the same molecule but not covalently bonded, experience non-bonded interactions. In force fields, this term is usually the sum of two contributions: the electrostatic \( (U_{\text{Coulomb}}(r_{ij})) \) and the van der Waals interactions \( (U_{\text{vdW}}(n_j)) \).

**Electrostatic interactions**

\( U_{\text{Coulomb}}(r_{ij}) \) describes the internal electron distribution, which defines the positive and negative parts of the molecules. The electrostatic interaction between two different charged point of the system is calculated as a sum of interactions between pairs of point charges, which are retrieved from quantum-mechanics calculations, using the Coulomb’s law:

\[
(r_{ij}) = \sum_{i=1}^{N_A} \sum_{j=1}^{N_B} \frac{q_i q_j}{4\pi \varepsilon_0 r_{ij}}
\]

(7)

where \( N_A \) and \( N_B \) are the total number of point charges \( (q_i \) and \( q_j \) \) separated by a distance \( r_{ij} \) while \( \varepsilon_0 \) is the dielectric permittivity of vacuum.

**Van der Waals interactions**

The van der Waals potential, \( U_{\text{vdW}}(r_{ij}) \), describes the repulsion or attraction between non-bonded atoms. This contribute is zero at infinite distance while becomes very repulsive for short distances passing through a minimum at around 2.5-4 Å. This potential term arises from a balance between attractive and repulsive forces. The attractive contribution is due to dispersive London forces, which come from the generation of instantaneous dipoles in biomolecules immersed in an electric field, while the repulsive forces take into account the Pauli principle by which electrons can not overlap.

A popular function that describes these general requirements is the Lennard-Jones (LJ) potential, which was used in the earliest studies of the properties of liquid argon\(^{2,3}\):
\[ U_{vdW}(r_{ij}) = \sum_{pairs} 4\varepsilon_{ij} \left( \frac{\sigma_{ij}^6}{r_{ij}^6} - \frac{\sigma_{ij}^{12}}{r_{ij}^{12}} \right) \]  

(8)

This function contains two adjustable parameters: (i) the collision diameters \( \sigma \), i.e. the separation for which the energy is zero, and (ii) the depth \( \varepsilon \). The attractive part varies as \( r^{-6} \) and the repulsive part as \( r^{-12} \), which is found to be quite reasonable for rare gas phase, but too steep for other systems. However, the 6-12 LJ potential is broadly used given it is a reasonable approximation that is also fast to compute for big systems, since \( r^{-12} \) can be rapidly obtained by squaring the \( r^{-6} \) term.

The determination of the van der Waals parameters for a system containing \( N \) different types of atoms is a difficult and time-consuming process. Therefore, it is usually assumed that the parameters for the cross interactions can be obtained from the parameters of the pure atoms using the Lorentz-Berthelot mixing rules:

\[ \sigma_{ij} = \frac{1}{2} \left( \sigma_i + \sigma_j \right) \]

(9)

\[ \varepsilon_{ij} = \sqrt{\varepsilon_i \varepsilon_j} \]

(10)

van der Waals interactions are a case of short range interactions, which decay at large \( r \) like \( 1/r^6 \). Therefore, the computational cost for the van der Waals interactions is reduced considering only the pairwise interaction within a cut-off distance \( r_c \) and a switching-function is applied on \( U_{vdW}(r_{ij}) \) to avoid a discontinuity in the potential. Typically values of cut-off are between 10 and 12 Å.

### 2.4 COARSE-GRAINED REPRESENTATION OF BIOMOLECULES

Coarse-grained (CG) representations of complex biomolecular systems permit to explore biological processes (e.g. protein folding mechanisms\(^{4+6} \), membrane self-assembly\(^7 \) or protein-membrane interaction\(^{8,9} \)), which are usually precluded at atomistic level. Usually, compared to an atomistic representation, a coarse-grained description unwinds the energy landscape helping to avoid local energy minima traps. Moreover, CG affects the balance between enthalpy and entropy of a modeled system. Indeed, the reduction of the degrees of freedom affects the entropy of the system,
which is compensated by reducing the enthalpic term. Therefore, CG simulations could accurately reproduce free energy differences, but the enthalpic and entropic contribution may be inaccurate.

The typical energy functional form of the CG resembles the all-atom potential energy function:

\[
V^{\text{CG}} = V^{\text{pseudo}}_{\text{bonds}} + V^{\text{pseudo}}_{\text{bendings}} + V^{\text{pseudo}}_{\text{dihedrals}} + V^{\text{vdw}} + V^{\text{ele}}
\]  

(11)

where:

\[
V^{\text{pseudo}}_{\text{bonds}} = \sum_{\text{bonds}} k_{ij} (b - b_0)^2
\]

(12)

describes the harmonic oscillation of two consecutive beads between the equilibrium value \(b_0\) with a force constant \(k_{ij}\);

\[
V^{\text{pseudo}}_{\text{bendings}} = \sum_{\text{bendings}} k_{ijk} (\omega - \omega_0)^n
\]

(13)

is used to describe pseudo-bending angles among three beads with \(\omega_0\) equilibrium value and \(k_{ijk}\) constant force;

\[
V^{\text{pseudo}}_{\text{dihedrals}} = \sum_{\text{dihedral}} k_{ijkl} [1 + \cos(n\chi - \chi_0)]
\]

(14)

defines the pseudo-dihedral having \(\chi_0\) equilibrium value, multiplicity \(n\) and \(k_{ijkl}\) force constants.

The non-bonded interactions are also generally defined by two contributions:

\[
V^{\text{vdw}} = \sum_{\text{pairs}} 4\sigma_{ij} \left[ \left( \frac{\lambda_{ij}}{r_{ij}} \right)^m - \left( \frac{\lambda_{ij}}{r_{ij}} \right)^6 \right]
\]

(15)

that is the generalized Lennard-Jones potential having an exponent \(m\) between 12 and 8. This repulsive part is used to mimic the apparent softness of coarse-grained beads.

The other contribution is a simple Coulombic potential used for describing electrostatic interaction between beads of charge \(Q_i\) and \(Q_j\). Sometimes, a relative
dielectric constant $\epsilon_r$ is used in order to screen charge-charge interaction due to the coarse representation of the solvent

$$V_{ele}^{CG} = \sum_{\text{pairs}} \frac{Q_i Q_j}{\epsilon_0 \sigma_i \sigma_j}$$

(16)

In this thesis, I used the well-known MARTINI force field, which originally was developed for lipids\textsuperscript{10,11} and furthermore extended to peptides, proteins\textsuperscript{12,13} and other small biomolecules\textsuperscript{13,14}. The granularity of the MARTINI force field is based on a one-to-four mapping where one bead is roughly composed by four heavy atoms including associated hydrogens. The chemical nature of the atoms is properly reproduced by the definition of four main types of CG particles: polar (P), nonpolar (N), apolar (C) and charged (Q). These four types of beads are additionally divided based on hydrogen-bonding capabilities (donor, acceptor, both or none) and polarity (from 1= low to 5=high polarity) providing a total of 18 unique fundamental units. This approach allows a simple mapping procedure, which generate a unified set of parameters and topologies for different biological systems. Nowadays, MARTINI provides a vast selection of parameters not only for lipids, but also for sterols, sugars, polymers and peptides allowing a straightforward modeling of complex systems. However, its simplistic backbone representation as well as the nature of the protein coarse-graining hampered the changes in protein secondary structure and therefore the study of folding proteins, for instance.

2.5 COMPUTATIONAL TOOLS FOR SETTING UP COMPLEX BIOLOGICAL SYSTEMS

Several different tools were used in order to build up the realistic biological systems studied in this thesis.

Lipidbuilder: how to set up your favourite membrane at atomistic resolution

LipidBuilder\textsuperscript{15} is a useful tool to model complex biological membranes. This software recently developed in our laboratory enables the creation of templates and topology files centered on the CHARMM force field. LipidBuilder is an online platform
(http://lipidbuilder.epfl.ch/home) that, based on SMILE structure of the acyl chains, allows the creation of the corresponding phospholipid. The lipid’s topology is created from a built-in library of structure and acyl chains. In particular, the acyl chains have been parametrized exploiting the “plug and play” philosophy developed in the CHARMM force field. QM-based parameters are used to describe better the cyclic moiety observed in different class of bacterial membranes phospholipids. The psfgen algorithm and the generated topology file were combined to build the PSF and PDB files for the membrane patch. With this tool it is possible to built and store biologically relevant models characterized by acyl tails of heterogeneous compositions.

**Insane: lipidomics at the coarse-grained level**

*Insane*\(^6\) is a standalone program, which allows an on-the-fly generation of coarse-grained lipid types by specifying their headgroup, linker, and lipid tails on the command line. As for LipidBuilder\(^5\), this tool permits the generation of membranes of arbitrary composition and therefore it can be used for exploring properties and interactions of lipids *in silico*. In addition, it is possible to insert proteins in the bilayer creating simultaneously the membrane-protein system. Although you can in principle create your own lipids, *Insane* does not provide a graphical interface as LipidBuilder, but a basic knowledge of Python scripting language is required in order to create a new species.

**How to deal with post-translational modifications**


Despite the important role played by PTMs, their structural and dynamic effects on protein function remain poorly understood from a molecular point of view, due to the labile transient nature of most of these modifications and the lack of adequate experimental techniques able to detect and characterize them and the underlying chemical mechanism of formation. There are several online tools recently summarized \(^7\) that allow to overcome some of this experimental limitations and
predict putative PTMed sites, but they do not usually provide any information about the impact of post-translational modifications from a mechanistic point of view.

Molecular modeling and molecular simulation (such as molecular dynamics, MD), which are based on empirical atomistic force fields\textsuperscript{18-21}, are a powerful strategy for studying biological systems at single-molecule resolution and nanosecond-to-millisecond time scales. Although this computational approach allows nowadays the study of protein processes and properties that are not easily accessible experimentally, there are still some apparent limitations regarding the availability of accurate parameters that would allow the investigation of PTM proteins. In the past years, several improvements have been made in order to expand this approach also to non-standard biomolecules. Within the AMBER force field\textsuperscript{22} atomic charges and parameters were developed for phosphorylated residues as phosphoserine, phosphothreonine, phosphotyrosine, phosphohistidine\textsuperscript{22}, and S-nitrosylated residues (S-nitrocysteine\textsuperscript{23}) and methylation (trimethyllysine\textsuperscript{24,25}). Similarly, within the CHARMM force field there are parameters for methylated lysines and arginines, as well as acetylated lysines and palmitoylated cysteines\textsuperscript{26}. There are also ad hoc comprehensive atomistic force field parameters for treating the description of the link between carbohydrates and proteins such as in GLYCAM for AMBER\textsuperscript{27}/CHARMM\textsuperscript{28} and modified version of GROMOS\textsuperscript{29,30}. In theory, within these schemes, there are existing strategies to parameterize virtually any kind of non-standard amino acids, as for the case of PTMs; in practice, the development of new force field models always involves time-consuming parameterization protocols and rigorous a posteriori validations of the quality and robustness of the new models.

Moving to lower resolution, coarse-grained force fields can be also very useful to study the impact of PTMs on protein function. In this domain there are no specific parameters for the description of PTMed residues. The MARTINI force field\textsuperscript{14}, for instance, provides parameters for treating non-covalently bound sugars molecules or phosphate groups but a complete general representation of modified residues is not yet available. However, a recent work described new parameters for modeling palmitoylated cysteines\textsuperscript{31} that were used to study H-Ras, and contributed to show the influence of this PTM in regulating the partition of the protein with the membrane (parameters used for the study of human acyl protein thioesterase described in Chapter 4).
Answering to the need of new and better molecular models to more realistically describe proteins, some automatic tools for generating force field parameters for new molecular species have become available, such as ParaChem or SwissParam\textsuperscript{32} compatible with the CHARMM force field, q4md-forcefieldtools for AMBER\textsuperscript{33} and ATB for GROMOS\textsuperscript{34}. However, none of them directly focus on the parameterization of PTMs, likely because of the complexity of parameters development required for most PTMs. Therefore, the necessity of having computational tools allowing an automatic parameterization of PTMed protein structures to be used in MD simulations resulted in the development of some new web-servers, such as FF_PTM (http://selene.princeton.edu/FFPTM/) and Vienna-PTM (http://vienna-ptm.univie.ac.at). FF_PTM focuses on expanding the existing AMBER force field (i.e., ff03) including parameters for 32 PTMs. In particular, it is characterized by parameters that describe the attachment of small molecules (e.g., phosphorylation, methylation or acetylation) and the covalent interaction with acyl chains such as palmitic acid (palmitoylation) and geranylgeranyl pyrophosphate (geranylgeranylation). On the other hand, Vienna-PTM is a web platform designed for introducing PTMs on PDB structures to run simulations using the GROMOS 54A7 and 45A3 force fields.

\section{2.6 \textbf{CLASSICAL MOLECULAR DYNAMICS}}

Classical molecular dynamics (MD) aims at predicting the temporal evolution of a molecular system using a molecular mechanics based potential. The integration of the Newton’s law of motion ($\mathbf{F} = m\mathbf{a}$) results in a trajectory that denotes how the positions and velocities of the particles in the system vary with time. Among the several algorithms for integrating the equations of motion, the Verlet algorithm\textsuperscript{35,36} is probably the most widely used in molecular dynamics simulations. It retrieves the new positions $\mathbf{r}(t + \delta t)$ from the positions and acceleration at time $t$ and $t − \delta t$:

$$
\mathbf{r}(t + \delta t) = \mathbf{r}(t) + \delta t \mathbf{v}(t) + \frac{\delta t^2}{2} \mathbf{a}(t)
$$

(17)

$$
\mathbf{r}(t − \delta t) = \mathbf{r}(t) − \delta t \mathbf{v}(t) + \frac{\delta t^2}{2} \mathbf{a}(t)
$$

(18)
Adding these two equations gives:

\[
r(t + \delta t) = 2r(t) - r(t - \delta t) + \delta t^2 a(t)
\]  

(19)

The velocity is not explicitly treated in the Verlet integration algorithm but it can be calculated in several ways. For instance, a simple approach is to divide the difference in positions at times \( t + \delta t \) and \( t - \delta t \) by \( 2\delta t \):

\[
v(t) = \frac{r(t + \delta t) - r(t - \delta t)}{2\delta t}
\]  

(20)

A critical parameter in the integration procedure is the choice of the timestep, which is typically one order of magnitude smaller than the fastest event of the system. This is a quite severe restriction since these high-frequency motions (e.g. the stretching vibrations of hydrogen atoms, e.g. the C-H bond stretching is on the order of 10 fs and therefore the time step in normal conditions should be about 0.5-1 fs) have usually less impact on many of the system properties. Therefore, one solution to this problem is to ‘freeze’ all such vibrations, which allows for a longer timestep and consequently longer simulation times at the same computational cost. This is normally done by either the SHAKE or RATTLE algorithms\(^{37}\) that incorporate the distance constraints on bond lengths typically allows the timestep to be increased by a factor of 2 or 3.

The most time-consuming part of molecular dynamics simulations is the electrostatic calculation. Indeed, in the treatment of the electrostatic interactions the atomic charges are independent and the total charge of the system may be simply represented as the sum of individual atom-atom electrostatic interactions. Therefore, for a model of \( N \) particles, \( N(N-1)/2 \) pair interactions have to be calculated. Thus, it is necessary to truncate the evaluation of these long-range interactions introducing a cut-off distance. For highly polar systems the choice of the cut-off radius is critical since an entry/exit of charge in the exclusion area could bring to significant error. As first approximation, a big cut-off could be applied to avoid this error but the cost of computation will increase with a complexity of \( O(N^2) \), where \( N \) is the number of particle system.
2.7 ERGODIC HYPOTHESIS

The idea behind MD is that we can study the average behavior of many-body systems solving numerically the equation of motion and averaging the quantity of interest over a sufficient long time. Based on statistical mechanics, the average value of an observable $\phi$ is defined as an ensemble average:

$$\overline{\phi} = \int_{\mathcal{X}} \int_{\mathcal{P}} f(x, p) \phi(x, p; t) \, dx \, dp$$  \hspace{1cm} (21)

where $f(x, p; t)$ indicates the probability of finding the phase point representative of its dynamical state $(x, p)$ in the volume $dx dp$. In MD simulation, for a perfect isolated system of $N$ atoms, in a volume $V$, at a constant total energy $E$ (i.e., in the microcanonical ensemble) the time-average of observable $\phi$ is:

$$\phi_t = \frac{1}{t} \int_0^t \phi[p(p^0, x^0, t), x(p^0, x^0, t)] \, dt$$  \hspace{1cm} (22)

For a $\tau$ sufficiently long we can assume that the time average $\phi_t$ becomes independent of $\tau$:

$$\phi_t(t_0) = \int \phi_t(x^0, p^0) f(x^0, p^0; t_0) \, dx^0 \, dp^0$$  \hspace{1cm} (23)

where $f(x^0, p^0; t_0)$ is the distribution of function at time $t_0$. Eq. 23 shows that in general $\phi_t$ depends on the time $t_0$ at which the time average starts and the necessary and sufficient condition for $\phi_t$ to be independent of time is that the distribution function $f$ be independent of time. Thus, $\left( \frac{\partial f}{\partial t} \right) = 0$

From the Liouville’s theorem we know that:

$$f(p, q; t_0 + s) = f(p^0, q^0; t_0)$$  \hspace{1cm} (24)

since $f$ is independent from time $\left( \frac{\partial f}{\partial t} \right) = 0$, we can rewrite eq. 24 as:

$$f(p, x) = f(p^0, x^0)$$  \hspace{1cm} (25)
Combining the eq.18 with eq.19 and based on the assumption of eq.25, we obtain:

$$
\bar{\phi}_t = \int f(x^0, p^0; t_0) \left\{ \frac{1}{t} \int_0^t \phi[p(p^0, x^0, t), x(p^0, x^0, t)] \ dt \right\} \ dx^0 \ dp^0
$$

(26)

$$
\bar{\phi}_t = \int f(p, q) \left\{ \frac{1}{t} \int_0^t \phi[p, x] \ dt \right\} \ dx \ dp
$$

(27)

Interchanging the order of integration we obtain that the time average is equal to the ensemble average (Ergodic hypothesis):

$$
\bar{\phi}_t = \frac{1}{t} \int_0^t [\int f(p, q) \ \phi[p, x] \ dx \ dp] \ dt = \frac{1}{t} \int_0^t \bar{\phi} \ dt = \bar{\phi}
$$

(28)

since the ensemble average of \( \phi (\bar{\phi}) \) is independent of time.

This assumption is at the basis of MD simulations and consents to calculate the thermodynamic properties from the trajectories. Although the trajectory in MD are in principles never long enough, the ergodic hypothesis is satisfied if the time scale explored by simulations is longer that the specific observable under investigation, practically speaking if the sampling time is at least one order of magnitude longer than the event of interest.

### 2.8 PERIODIC BOUNDARY CONDITIONS

An additional important aspect in MD simulations is the concept of boundary conditions and how to treat the edges of the simulated systems in order to avoid surface effects during the measuring of the systems properties. There are different options, but the most common one is to use a rectangular box with periodic boundary conditions (PBC). PBCs mimic the presence of an infinite bulk surrounding a N-particle model system by virtually replicating the simulation box in every direction. This means that when an atom leaves the unit cell crossing the boundary, an image enters to replace it in order to conserve the total number of particles. However, the PBCs do not eliminate the effects of a finite box size and it can influence properties as diffusion, bilayer undulation and lipid domain dynamics. Therefore, it is crucial to set
systems that are large enough to avoid artifacts due to the perturbations of the potential of mean force and consequent over-stabilization of the system in exam.

PBCs can be used in conjunction with Particle Mesh Ewald (PME)\textsuperscript{38,39}, a method for computing long-range electrostatic interactions. This method has a complexity of $O(N \log N)$ and requires that the system is embedded in a periodic boundary conditions in order to suppress the finite sample size surface effects.

### 2.9 MD SIMULATIONS IN DIFFERENT ENSEMBLES

In MD simulations, like in real experiments, it is possible to choose under which thermodynamic conditions to perform the \textit{in silico} experiments selecting different \textit{ensembles}. The concept of \textit{ensemble} derives from statistical mechanics where it is used for identifying a collection of $N$ macroscopic replicas of the identical thermodynamic system. Among the possible ensembles proposed, the canonical and the isothermal-isobaric ensemble are the most used in MD. In a canonical ensemble (also denoted as NVT ensemble) the number of particles ($N$) is kept constant, the box size is fixed ($V$) and external thermostat controls the temperature ($T$). In particular, the control of the temperature is a crucial issue in any molecular dynamics simulations. Therefore, several methods were proposed to fix the temperature during the simulations. For instance, the differential thermostat introduced by Woodcock \textsuperscript{40} proposed to scale the velocities to $p_i$:

$$ p_i = \sqrt{T_0/T} p_i $$  \hspace{1cm} (29)

where $T_0$ is the reference temperature and $T$ is the actual one obtained from the velocity of the particles. However, this method leads to discontinuities in the momentum part of the phase space trajectory due to rescaling procedure. Therefore, in alternative to this approach the deviation to the actual temperature $T$ is corrected by multiplying the velocities of a certain factor $\lambda$. This method allows the fluctuation of the temperature rather than fixing it to constant value as in the case of the differential control. The Berendsen thermostat is an example of proportional thermostat where the momenta $p_i$ are modified as $t p_i$ with $\lambda$:
\[ \lambda = \left[ 1 + \frac{\delta t}{\tau_T} \left( \frac{T_0}{T} - 1 \right) \right]^{1/2} \]  

(30)

The constant \( \tau_T \) is called coupling time constant that determines the time scale on which the desired temperature is reached. In particular, for \( \tau_T = \delta t \), the fluctuation in the kinetic energy vanish and the configurational part of the phase space density has the canonical form:

\[ \rho(q,p) = \delta(T - T_0)e^{-\beta U(q)} \]  

(31)

Another class of thermostats is stochastic, where all or a subset of the degrees of freedom of the system are subject to collision with virtual particles. Based on the Langevin stochastic differential equation, the motion of a particle due to the thermal agitation of a bath is described as:

\[ \frac{\partial p_i}{\partial t} = -\frac{\partial U}{\partial q_i} - \gamma p_i + F^i \]  

(32)

where \( \gamma \) is a friction constant and \( F^i \) a Gaussian random force which amplitude is determined by the second fluctuation dissipation theorem:

\[ \langle F^i_t (t_1) F^j_t (t_2) \rangle = 2\gamma k_B T \delta_{ij} \delta(t_1 - t_2) \]  

(33)

Additional degrees of freedom into the Hamiltonian of the system are introduced by the method invented by Nosé\(^4\). The idea proposed is to reduce the effect of an external system acting as heat reservoir, to one additional degree of freedom. The interaction between the thermal bath and the particles in the systems results in a change of the particles velocity. Two different variables were introduced: (i) the real and the (ii) virtual ones. The resulting Hamiltonian in virtual coordinates is defined as following:

\[ H^* = \sum_{i=1}^{N} \frac{\pi_i^2}{2m_i} + U(p) + \frac{\pi_3^2}{2M_v} + g k_B T \ln s \]  

(34)

where \( g \) is the \( 3N + 1 \) degree of freedom for a system of \( N \) particles. This Hamiltonian actually represents the probability density in phase space for a canonical ensemble.
In this thesis, the Bussi\textsuperscript{42} was applied for controlling the temperature during the simulations. This method is an extension of the Berendsen thermostat where a properly constructed random force is applied in order to force the correct distribution for the kinetic energy. Bussi thermostat proposed a different way for calculating the rescaling factor: instead of forcing the kinetic energy to be exactly equal to the target temperature \( K = \frac{N_f}{2\beta} \) (\( N_f \) is the number of degrees of freedom and \( \beta \) is the inverse temperature), a target value \( K_t \) is selected with a stochastic procedure aiming at obtaining the desired ensemble. Therefore, the factor \( \alpha \) becomes:

\[
\alpha = \sqrt{\frac{K_t}{K}} \tag{35}
\]

Living systems are usually experiencing conditions of constant temperature and pressure, therefore in MD it is important to be able to describe this \textit{ensemble} in order to have a direct comparison with the experimental observables. In the isothermal-isobaric ensemble (also called NPT) it is necessary to keep constant the temperature while allowing for volume variations. The most adopted barostat in MD is the Langevin approach, which is based on the simple model of a box coupled with a piston, which controls the pressure. Since the energy is transferred to or from the external system, the conserved quantity monitored during the simulation will be the enthalpy rather than the energy as in the case of NVT. In the proportional thermostat the variation in volume is considered as scaling of particles positions:

\[
\frac{\partial q_i}{\partial t} = \frac{p_i}{m_i} + \alpha q_i \tag{36}
\]

Since a change in pressure is related to the isothermal compressibility \( K_T \) as

\[
\dot{p} = -\frac{1}{K_T} \frac{\partial v}{\partial t} = -\frac{3\alpha}{K_T} \tag{37}
\]

that is approximated

\[
\frac{(P_0-P)}{\tau_p} = -\frac{3\alpha}{K_T} \tag{38}
\]

Therefore the eq. 31 can be written as:
which corresponds to a scaling of the box length $sL$ and coordinates $s\mathbf{q}$ where

$$s = 1 - \frac{\kappa_T \delta t}{3 \tau_p} (P_0 - P) \quad (40)$$

The $\kappa_T$ value is $44.6 \ 10^{-6}$ bar$^{-1}$ for water and the reference pressure usually applied in the MD simulation is 1 atm, which usually corresponds to the pressure experience by the system in vivo and in vitro experiments.
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3 Amyloid precursor protein and γ-secretase: the two main characters of Alzheimer’s disease

Described for the first time in 1907 by Alois Alzheimer, who observed pathological alterations in the brain of female patients, Alzheimer’s disease (AD) has become one of the first causes of dementia among elderly people. It is an age related, chronic debilitating neurodegenerative condition characterized by progressive neuronal loss. In 2010, it was estimated that 5.3 million of people were affected by AD\(^1\) in the US and more than 26 million patients worldwide with a projection for 2050 of 106 million new cases\(^2\).

The hallmark of this disease was initially defined by Alzheimer as a “peculiar substance”, which generates extracellular deposits in specific brain regions, nowadays called senile plaques. Almost 100 years later, the search for genetic connections brought to a major hint: missense mutations in the amyloid precursor protein (APP) transmembrane regions cause early-onset (familial) AD\(^3-5\). These results, together with the observation that amyloid-beta (Aβ) peptides form neurotoxic fibrils\(^6-9\) supported the view that the deposition of Aβ leads to neuronal dysfunction and clinical manifestation of the disease (the amyloid pathway).

The APP is an integral membrane protein processed by several different secretases (Fig. 3.1). The β-secretase cleaves the N-terminal APP leaving the C-terminal embedded in the membrane. On the other side, α-secretase cuts within the Aβ region producing soluble APP (sAPP\(\alpha\)) and an 83-residue fragment embedded in the membrane. Both the membrane-embedded products of α- and β-secretase
cleavage are substrates for γ-secretase enzyme, which proteolysis produces a 3-kDa peptide (P3) and 4-kDa Aβ, respectively.

![Diagram of APP catalytic cleavage and the production of Aβ peptides](image)

**Figure 3.1 APP catalytic cleavage and the production of Aβ peptides.** APP is a type I transmembrane protein that undergoes cleavage at either α- or β-secretase cleavage sites in order to release large ectodomains (sAPPα or sAPPβ). The product of β-secretase cleavage is the membrane-embedded C-terminal fragments, which are substrates for γ-secretase. Proteolysis of C99 by γ-secretase promotes the release of Aβ while the proteolysis of C83 (product of α-secretase) generates an N-terminally truncated and no-toxic Aβ protein (P3).

The interplay between γ-secretase and APP is one of the critical issues in the field of AD. The recruitment mechanism and the consequent catalytic process, which leads to the formation of Aβ peptides, are still poorly understood at the molecular level and many are the open scientific questions. Recently, another important parameter emerges in the AD’s equation: the role of membrane lipids composition in the function and stability of APP and γ-secretase.

### 3.1 THE EFFECTS OF LIPIDS COMPOSITION ON STABILITY AND FUNCTION OF AMYLOID PRECURSOR PROTEIN

The proteolytic cleavage of the transmembrane (TM) domain of the Amyloid Precursor Protein (APP) releases amyloid-β (Aβ) peptides, which accumulation in the brain tissue is an early indicator of Alzheimer’s disease. We used multiscale molecular dynamics simulations to investigate the stability of APP-TM dimer in more realistic models of the synaptic plasma membrane (SPM). Between the two possible dimerization motifs proposed by NMR and EPR, namely \text{G}_{709}\text{XXA}_{713} and \text{G}_{706}\text{XXXG}_{704}\text{XXXG}_{708}, our study revealed that the dimer promoted by the \text{G}_{709}\text{XXXA}_{713} motif is not stable in the SPM due to the competition with highly unsaturated lipids that constitute the SPM. Under the same conditions, the dimer promoted by the \text{G}_{706}\text{XXXG}_{704}\text{XXXG}_{708} motif is instead the most stable species and likely the most biologically relevant. Regardless of the dimerization state, both these motifs can be involved in the recruitment of cholesterol molecules.

**Introduction**

The transmembrane (TM) 99-amino-acid long APP-C99 protein is a critical intermediate in Alzheimer’s disease\textsuperscript{10}. Its proteolytic cleavage by γ-secretase releases amyloid-β (Aβ) peptides, whose neurotoxicity is defined by the precise position of the cleavage site. Moreover, several studies reported that the trafficking and/or the activity of the membrane proteins, such as APP, BACE1 and presenilins, responsible to control the Aβ level are regulated by the neuronal lipid composition\textsuperscript{11,12}. It is therefore key to obtain a characterization of the APP transmembrane domain (hereafter called APP-TM). While the first models of APP-TM obtained by NMR suggested a monomeric conformation\textsuperscript{13,14} which is perturbed by the local membrane environment\textsuperscript{15,16}, subsequent solid-state NMR\textsuperscript{17,18} experiments and computational studies\textsuperscript{19,20} supported the existence of an APP-TM homodimeric state\textsuperscript{14,17,21-23}. Indeed, the APP-TM possesses two distinct possible dimerization motifs at opposite sides of its helical arrangement: \text{G}_{706}\text{XXXG}_{704}\text{XXXG}_{708} and \text{G}_{709}\text{XXXA}_{713}, while right and left-handed conformations have been observed with NMR spectroscopy only for the \text{G}_{709}\text{XXXA}_{713} APP-TM dimer\textsuperscript{23,24}. It has been observed that the variation in detergents used in structural biology experiments may affect helix stability and dimerization\textsuperscript{25,26}. Therefore, also the APP-TM homodimer state could likely be influenced by detergents used during NMR experiments, the specific composition of the biological membrane where it resides, and the concentration of cholesterol therein.
Results and discussion

Here, to investigate the effect of the membrane composition on the stability of the APP-TM dimers, we performed a set of molecular dynamics simulations at different molecular resolutions of APP in the synaptic plasma membrane (SPM). To this aim we first built a model of the SPM including the 9 major lipids species observed in male mice brain\textsuperscript{27}. Our SPM model, produced both at atomistic resolution using the CHARMM force field and at coarse-grained (CG) using the MARTINI force field, was thus composed of phosphatidylinoline (PC, counting for a 50\% of the total lipid content), phosphatidylethanolamine (PE, 33\%), negatively charged phosphatidylycerine (PS, 17\%), and cholesterol (up the remaining 40\% of the SPM). The lipid tails included saturated palmitoleic, polyunsaturated arachidonic and docosahexaenoic acids (Table 3.1). Using these more complex models of the SPM, we studied APP-TM dimer assembly; within this approach the representation of the membrane environment is more faithful to native physiological conditions, on the other side current limitations affecting both force field accuracy and sampling to treat complex lipids mixtures at CG resolution might have to be taken into account\textsuperscript{28-30}.

Table 3.1. Lipids distribution of the Synaptic Plasma Membrane models. The relative abundance of the different lipids species is given for both leaflets.

<table>
<thead>
<tr>
<th>Lipid</th>
<th>young-SPM</th>
<th>old-SPM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% inner</td>
<td>% outer</td>
</tr>
<tr>
<td>POPC (16:0/18:1)</td>
<td>4 (14)</td>
<td>11 (8)</td>
</tr>
<tr>
<td>PAPC (16:0/20:4)</td>
<td>4 (13)</td>
<td>10 (8)</td>
</tr>
<tr>
<td>HDPC (16:0/22:6)</td>
<td>4 (14)</td>
<td>11 (8)</td>
</tr>
<tr>
<td>SOPC (18:0/18:1)</td>
<td>6 (16)</td>
<td>13 (12)</td>
</tr>
<tr>
<td>POPE (16:0/18:1)</td>
<td>4 (6)</td>
<td>9 (7)</td>
</tr>
<tr>
<td>SAPE (18:0/20:4)</td>
<td>2 (6)</td>
<td>5 (4)</td>
</tr>
<tr>
<td>SDPE (18:0/22:6)</td>
<td>5 (14)</td>
<td>11 (6)</td>
</tr>
<tr>
<td>ODPS (18:0/22:6)</td>
<td>5 (7)</td>
<td>6 (9)</td>
</tr>
<tr>
<td>SOPS (18:0/18:1)</td>
<td>1 (3)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>CHOL</td>
<td>64 (28)</td>
<td>23 (133)</td>
</tr>
</tbody>
</table>

All the CG molecular dynamics (MD) simulations were performed within the DAFT approach that allows for the characterization of membrane helix interactions as previously done for GpA and polyleucine helices\textsuperscript{31}. We set up two series of 500 MD
simulations, where two APP-TM monomers (built from 2LZ3\textsuperscript{24} and initially separated by 35 Å) were inserted in a CG model of the SPM and the POPC bilayer. These two series run, respectively, for up to 500 ns and 1000 ns.

Time evolution of the non-bonded interaction energy between pairs of monomers (Figure 3.2A-B) showed that in 52% of the cases a dimer species is formed in SPM and POPC membrane models, in both cases representing a mixture of the 2 possible dimer states. In particular, we observed that in SPM monomers are readily formed, while in POPC more sampling is required before dimerization occurs.

![Figure 3.2. DAFT interaction energy between monomers during the MD time evolution. The graphs show the time evolution of the non-bonded interaction energy of the APP-TM monomers in (A) SPM and (B) POPC bilayer. At each time, the interaction energy is characterized by marking the 5\% points (i.e., vigilile). In the case of SPM and POPC we observed that 11 out of 21 vigilile bands are below zero, indicating that in both systems 52\% of the total simulations represent an interaction between the two monomers.](image)
The structural characterization of the dimer ensemble based on the orientation of the residues with respect to the axis between the two helices (i.e., Crick angle) showed that in a pure POPC bilayer (Figure 3.3A) there is equilibrium slightly shifted toward the $G_{700}XXXG_{704}XXXG_{708}$ conformation (76% of the total dimeric population). Within the differences of the approach and analysis parameters, this result appears compatible with what reported by a previous computational work\textsuperscript{32} where these 2 dimer species can be selected within the local environment of POPC membrane model. On the contrary, in SPM the $G_{700}XXXG_{704}XXXG_{708}$ dimer resulted much more predominant over the alternative conformation (92%), hinting to some extra stabilization produced by the SPM environment (Figure 3.3B-D). Consistently, this result is in agreement with the dimeric arrangement proposed by solid-state NMR\textsuperscript{17} and by mutagenesis experiments\textsuperscript{21,22,33,34}.

**Figure 3.3.** Influence of the membrane composition for the formation of the $G_{700}XXXA_{713}$ and $G_{700}XXXG_{704}XXXG_{708}$ dimer. The orientation of the residues with respect to the axis between the two APP-TM helices (Crick angle) in (A) the POPC bilayer and (B) the SPM model; (C) representative MD structure of the $G_{700}XXXG_{704}XXXG_{708}$ dimer superimposed to the $G_{700}XXXA_{713}$ dimer; (D) APP-TM contact map over time calculated for each pair of residues in the SPM during CG MD. In the SPM the bound state is confined to the $G_{700}XXXG_{704}XXXG_{708}$ dimeric conformation, while in the pure POPC bilayer is able to explore also the $G_{700}XXXA_{713}$ binding motif.
To further characterize the effects of membrane composition on the stability of the two APP-TM dimers, atomistic MD simulations were performed in SPM with different cholesterol concentrations. Indeed, it was observed that cholesterol made up the 40% of SPM composition. The ratio of cholesterol between the exo-leaflet and cyto-leaflet has been observed to change as a function of age. Of the total amount of cholesterol, young mice (3-4 months) were reported to have 15% in the exo-leaflet and 85% in the cyto-leaflet, while at a more mature stage (24-25 months) the exo/cyto-leaflet distribution becomes roughly equal. To capture these membrane features we prepared 2 atomistic SPM models (hereafter called young-SPM and old-SPM, Table S1) featuring different cholesterol distribution that mimics membrane aging. All these atomistic SPM models were assembled using LipidBuilder.

The NMR APP-TM dimer (2LZ3) interacting through the $G_{709}XXXA_{713}$ motif (Figure 3.4A) was inserted in these membranes and the resulting systems were simulated with atomistic MD. 5 independent replicas with different randomized and previously equilibrated lipids conditions were simulated for each SPM model for a cumulative time of 3 µs (MD simulations details are reported in SI). These MD simulations showed that the $G_{709}XXXA_{713}$ dimer, while stable in micelle (Figure 3.4A), is not stable in SPM models, regardless their cholesterol distribution. All atomistic MD replicas showed a preference for the monomeric conformation of $G_{709}XXXA_{713}$ APP-TM (Figure 3.4B-D), confirming the picture obtained by CG MD simulations (Figure 3.4B). The dimeric and monomeric states were discriminated based on their inter-helical distances between Gly709 (d$_{GG}$) and Ala713 residues (d$_{AA}$), which define the dimer interface. The experimental NMR structures of the dimer in micelles are characterized by d$_{GG}$$\approx$7 Å and d$_{AA}$$\approx$5 Å. The simulated homodimer distributions in old- and young-SPM rapidly diverged to d$_{GG}$$\approx$11 Å and d$_{AA}$$\approx$10 Å (Figure 3.4C-D), showing an invariant instability of the dimer. The dimer breaking events occurred spontaneously in MD on time scales of $\sim$10$^2$ ns, suggesting that the sampling achieved with atomistic models is representative of the dimer-monomer equilibrium.

Since for the $G_{706}XXXG_{704}XXXG_{708}$ dimer no experimental structures were available, we obtain a representative conformation from our previous CG MD simulations clustering the APP-TM dimers in SPM based on principal component analysis (see SI). These models were back-mapped into atomistic structures, inserted into the young- and old-SPM bilayers and simulated by MD (with 5 replicas). In all the
simulations the dimer was stable (Figure 3.3E-F) keeping the same distances between G704 (dG704 ≈ 5 Å), and G708 (dG708) ≈ 5 Å) residues observed for CG APP-TM dimeric structure. Interestingly, cholesterol did not influence the structural stability of the G709XXXA713 and G700XXXG704XXXG708 dimer, since dissociation events were indistinctively observed for MD simulations carried out in young- and old-SPM.

Figure 3.4. The G709XXXA713 and G700XXXG704XXXG708 dimer in SPM. (A) APP-TM NMR ensemble (2I23) embedded in a dodecylphosphocholine micelle24; (B) representative MD snapshot of the G709XXXA713 dimer dissociated in young-SPM; averaged G709XXXA713 APP-TM dimer evolution during MD in different membrane models: (C) young-SPM and (D) old-SPM; averaged G700XXXG704XXXG708 APP-TM dimer evolution in (E) young-SPM and (F) old-SPM. The color scale represents the global conformational space explored by each system, while the red star indicates the initial NMR values of dG and dAA24.
In particular, analysis of the G709XXXA713 dimer in a SPM model without cholesterol confirmed these results, showing dissociation within the same timescale (Figure 3.5).

![Figure 3.5. APP-TM dimer conformation in SPM without cholesterol. The color scale shows the time evolution. The grey surface represents the averaged conformational space explored by the dimer at different membrane lipids compositions in all the replicas. The red star is the value of d_{GG} and d_{AA} from the experimentally derived structure of APP-TM G709XXXA713 dimer (PDB: 2LZ3)\textsuperscript{24}. Note that the APP-TM in SPM without cholesterol explored the monomeric conformation characterized by d_{GG} \approx 10 \text{ Å} and d_{AA} \approx 11 \text{ Å}.]

In order to understand the effect of unsaturated lipids on the APP-TM dimer stability we measured the lipid-protein interactions for young-SPM as well as old-SPM. The averaged lipids distribution among all the simulated trials (Figure 3.6A-B) revealed that in all MD simulations, the lipids with high unsaturations compete to interact with the G709XXXA713 dimerization motif (Figure 3.6B), while unsaturated lipids tend to remain farther from the G709XXXG704XXXG708 dimer (Figures 3.6A). In particular, unsaturated bonds at the end of the polyunsaturated lipids tail (for example in PAPC) interact with the G709XXXA713 region, disrupting the APP-TM dimer interface (Figure 3.6C). The presence of several highly unsaturated lipids thus increases the probability of breaking the APP-TM dimer. Indeed double bonds concurrently bordered by saturated bonds increase the acyl tail flexibility (i.e., lower rotational energy barrier\textsuperscript{38-40}) allowing the polyunsaturated acyl chains to quickly adapt their conformation eventually interfering with the G709XXXA713 binding motif. We also observed that lipids responsible of breaking the dimeric interface mainly belong to the cyto-leaflet (Figure 3.4C and 3.5C-D).
Figure 3.6 Unsaturated lipids distribution for \(G_{709}XXXA_{713}\) and \(G_{709}XXXG_{704}XXXG_{708}\) dimers. Averaged distribution of unsaturated lipids in young-SPM among all the MD replicas for (A) \(G_{709}XXXG_{704}XXXG_{708}\) and (B) \(G_{709}XXXA_{713}\). The orange dots represent the averaged positions of the helices in all the simulated replicas. (C) Representative lipid-protein interactions, based on a single replica, as a function of time for the young-SPM (similar graphs are reported for old-SPM and POPC/PAPC bilayer, Figure 3.5C-D). Distance between each lipid unsaturation and the \(G_{709}XXXA_{713}\) motif residues is colored by the unsaturation position. The semi-transparent represent lines represent the standard deviation.

MD simulations (for an aggregate time of 2.5 \(\mu\)s) were performed in a simple bilayer and in POPC/PAPC mixed membrane model (Figure 3.7A-B) confirming our results: the mere presence of lipids characterized by 4 unsaturation (PAPC) favoured the monomeric form of the \(G_{709}XXXA_{713}\) dimer rather than the dimeric structure observed in POPC.
Figure 3.7. The G_{79}XXXA_{713} dimer is not stable in POPC/PAPC membrane. APP-TM dimer evolution during MD in different membrane models: (A) POPC/PAPC and (B) POPC. The grey surface represents the global conformational space explored by each system, while the red star indicates the initial NMR values of \( d_{\text{GG}} \) and \( d_{\text{AA}} \). 

In summary, within the multi-\( \mu \)s sampling achieved by our MD simulations at both CG and atomistic level of resolution, we observed that the G_{79}XXXG_{704}XXXG_{708} dimer is the most stable and predominant species in complex SPM models, while the G_{79}XXXA_{713} dimer is not stable in SPM as it is within a simple POPC bilayer, as suggested by our previous CG simulations (Figure 3.3A) and previous studies\(^{10,11,32,23} \).

APP is a large transmembrane protein with a high avidity for cholesterol molecules\(^{41} \). Recently FRET and EPR experiments in POPC/POPG identified in the G_{79}XXXG_{704}XXXG_{708} motif the amino acid residues physically involved in cholesterol binding\(^{42} \). In particular, it was highlighted the critical role played by G_{79}XXXG_{704}XXXG_{708} in inducing flexibility to the membrane spanning region of the C99\(^{43} \) and increasing the binding affinity for cholesterol molecules \(^{44} \). The APP-TM/cholesterol binding energy was recently computational estimated in POPC bilayer showing also the importance of N-terminal residues\(^{45} \). Nevertheless, the APP-TM/cholesterol interactions likely depend strongly on the local molecular environment adopted in a given experiment. For instance, in a mixed lysomyristoylphosphatidylglycerol (LMPG) micellar system the N-terminal residues (Gly696 and Lys699) are critical for binding water-soluble cholesterol analogue\(^{46} \), but in dimyristoylphosphatidylcholine (DMPC) micelles cholesterol has a strong interaction with Gly700 and Gly704 and only weak with Gly696 and Lys699 \(^{44} \), therefore, in the more physiological and heterogeneous environment of the biological membrane the nature of these interaction could be even more diverse.
When the G<sub>706</sub>XXXG<sub>704</sub>XXXG<sub>708</sub> dimer was not formed in our MD simulations, cholesterol indeed bound to this motif with an angle θ≈40° (Figures 3.8A and 3.9), as also previously observed for α-synuclein<sup>47</sup> and HIV gp41<sup>48</sup>. Moreover, we observed in all atomistic MDs that the G<sub>706</sub>XXXA<sub>713</sub> motif was also involved in cholesterol interactions (Figure 3.7B).

![Figure 3.8. Cholesterol interactions with both APP-TM GXXXG dimer interfaces.](image)

MD-averaged cholesterol orientations around the G<sub>706</sub>XXXG<sub>704</sub>XXXG<sub>708</sub> (A) and G<sub>706</sub>XXXA<sub>713</sub> (B) motif.

For example, in 40% of MD trajectories cholesterol bound to the G<sub>706</sub>XXXA<sub>713</sub> motif, which remained exposed either when the G<sub>706</sub>XXXG<sub>704</sub>XXXG<sub>708</sub> dimer is formed (Figures 3.4E-F) or when the G<sub>706</sub>XXXA<sub>713</sub> dimer dissociated (Figure 3.4B-C-D). The geometrical analysis of the cholesterol interactions with the G<sub>706</sub>XXXA<sub>713</sub> motif showed two preferential orientations characterized by an angle θ≈27° and θ≈57° associated with binding from the SPM cyto-leaflet (Figure 3.8B).
Figure 3.9. Distribution of cholesterol around the G700XXXA713 and G700XXXG704XXXG708 motifs. Cholesterol distribution around the G700XXXG704XXXG708 APP-TM dimer (A) and G700XXXA713 dimer (B), which then dissociate during MD simulations. In the case of G700XXXG704XXXG708 dimer we observed that cholesterol has a strong preference for G700XXXA713 since the G700XXXG704XXXG708 motif is involved in dimerization. In the case of G700XXXA713 dimer MD simulations showed that the dimer is not stable and cholesterol showed an indiscriminate preference for both G700XXXG704XXXG708 and G700XXXA713 motifs.

These results shed light on the possible mechanism of interaction between the APP-TM dimer and cholesterol molecules. It has been recently reported that APP and APP-C99 are responsible for the regulation of cholesterol turnover in synaptic function. Particularly, that the direct binding of the APP with sterol regulatory element binding protein 1 (SREBP1, a regulator factor responsible of cholesterol biosynthesis) occurs via the G700XXXG704XXXG708 motif. If SREBP1 binds directly to APP-TM or the APP-TM/SREBP1 complex is activated when the cholesterol is already bound to the APP-TM remains an open question. In this context, our results suggest that APP-TM, in either the monomeric or dimeric state, can recruit cholesterol through the G700XXXA713 motif, thus possibly contributing to regulate the formation of the APP-TM/SREBP1 complex through the G700XXXG704XXXG708 motif.

The biological relevance of APP-TM homodimer has been a controversial matter of debate. Recently, it has been experimentally observed that while APP-TM in monomeric state promotes an increase in Aβ production, homo-dimeric and -trimeric species decrease Aβ production. In line with the protective role of the homodimer for γ-secretase cleavage, it has been observed that the formation of a covalent APP dimer, obtained using lysine-scanning mutagenesis approach, led to produce only \(\approx 10-30\%\) of Aβ, confirming that a dimer species is not easily cleaved by γ-secretase.
likely by the difficulty to accommodate it in the catalytic pocket. Unfortunately, in both these studies, mutagenesis experiments were not targeting residues at the dimerization motif (G\textsubscript{704}, G\textsubscript{708} and A\textsubscript{713}), leaving open the question of whether the dimer formed is promoted by the G\textsubscript{709}XXXA\textsubscript{713} or the G\textsubscript{706}XXXG\textsubscript{704}XXXG\textsubscript{708} motif. Moreover it has been reported that mutations on the residues in the APP-TM region influence the \(\gamma\)-secretase cleavage site increasing the ratio A\(\beta\)42/40\textsuperscript{52}.

Recently an independent relationship between dimerization and \(\gamma\)-secretase processing was proposed\textsuperscript{34,53,54}: rather than affecting dimerization, mutation at G\textsubscript{706}XXXG\textsubscript{704}XXXG\textsubscript{708} induces conformational changes that raise the affinity for \(\gamma\)-secretase and alter A\(\beta\) peptides production. Contrarily to what was previously thought, disruptive mutations of glycine residues at the G\textsubscript{706}XXXG\textsubscript{704}XXXG\textsubscript{708} motif impair the production of A\(\beta\) peptides\textsuperscript{21,34} suggesting that the formation of the APP-TM homodimer can be a control mechanism for APP \(\gamma\)-secretase cleavage. Our results support this latest hypothesis as the G\textsubscript{706}XXXG\textsubscript{704}XXXG\textsubscript{708} dimer conformation may allow for better accessibility of the cleavage site (i.e., at Val711 and Ala713 corresponding to Val40 and Ala42 in the A\(\beta\) numbering scheme), which must be exposed to the membrane in this state. Although some experimental evidences highlighted that \(\gamma\)-secretase is localized in the lysosome rather that in the SPM\textsuperscript{55}, recent lipidomics analysis on the composition of the late endosome (i.e., precursor of the lysosome) revealed that it is characterized by a high percentage of phosphatidylcholine and low concentration of cholesterol\textsuperscript{56} which closely resembles our models of the SPM (see SI). In particular, it was observed that the total lipid contents of the membrane where APP is localized alone and APP/\(\gamma\)-secretase are colocalized are similar\textsuperscript{57}. Since it is known from experiment that the APP is initially in the SPM\textsuperscript{55}, we can hypothesize that the effects of lipids unsaturation on the stability of APP-TM dimer in SPM as observed in this study could also reflect the behavior of the protein in a lysosome membrane environment.

**Conclusions**

In conclusion, these results reveal new features of APP-TM dimer association in the SPM that can be important for APP’s biological function and can foster a more detailed understanding of A\(\beta\) production as well as promote a rational improvement of \(\gamma\)-secretase modulators currently under development. In general, our results support a preferential dimerization of APP-TM through the G\textsubscript{706}XXXG\textsubscript{704}XXXG\textsubscript{708} motif
in the SPM, whereas the G709XXXA713 motif could act as an additional cholesterol-recruiting domain. We further showed that the membrane composition has a critical influence on selecting the specific structural association of APP-TM helices. In particular, polyunsaturated lipids abundantly present in the SPM, but absent in the artificial conditions of the micelle or single-lipid bilayers, compete for interacting with the G709XXXA713 motif influencing in turn APP dimer stability.

**Computational material and methods**

**Atomistic MD simulations**

The initial dimer conformation of APP-TM is taken from experimental NMR structure of APP-TM G709XXXA713 in zwitterionic dodecylphosphocholine (DPC) micelles (PDB: 2LZ3)\textsuperscript{24}. All the membrane systems (young-SPM, old-SPM, POPC, POPC/PAPC) were generated using *LipidBuilder* ([http://lipidbuilder.epfl.ch](http://lipidbuilder.epfl.ch))\textsuperscript{58}, modeled using the CHARMM36 force field\textsuperscript{59,60} and solvated with the TIP3P water model\textsuperscript{61} and equilibrated following the protocol reported in ref. 2. The distribution of the lipids and cholesterol between the leaflets is summarized in Table S1. The NMR structure (PDB: 2LZ3) was inserted in a pre-equilibrated membrane (of 80 x 80 Å\textsuperscript{2} size) and any clashes were removed. 5 independent replicas were run for young- and old-SPM systems as well as the three control bilayers featuring (i) SPM without cholesterol, (ii) and (iii) POPC/PAPC mixture (Table 3.1). We run 200 ns MD production for each replica of SPM (young, old and without cholesterol) and for POPC/PAPC system, while we extend up to 300 ns all the replicas of POPC for a total of 5.5 μs aggregate MD time. All atomistic MD simulations were performed using NAMD 2.9\textsuperscript{59} using the CHARMM36 force field. The periodic electrostatic interactions were computed using particle mesh Ewald (PME) summation with grid spacing smaller than 1 Å. Constant pressure of 1 atm was maintained with Langevin piston dynamics\textsuperscript{14}, a 200-fs decay period, and 50-fs time constant. Constant physiological temperature (310 K) was imposed by using Langevin dynamics\textsuperscript{62} with a damping coefficient of 1.0 ps. All the analysis were performed using as time interval 2 ps.

**Coarse-Grained (CG) MD simulations.**

The CG simulations are based on DAFT protocol\textsuperscript{31} where the helical models are coarse-grained using *martinize*\textsuperscript{63} and aligned along the z-axis using PYMOL. 500
starting structures, where the monomers are separated by 35 Å, were generated and
the outcome configurations were processed with insane64, which generate the realistic
SPM membrane and solvent. Each system was minimized and equilibrated for 10 ps in
NVT MD using 2 fs of time step. Afterward 100 ps NpT MD with a time step of 20 fs
was applied in order to bring the temperature and pressure in a range of 310 K and 1
bar respectively. The temperature was controlled using the Bussi thermostat with a
coupling time of 1 ps65 while the pressure was controlled by weak semi-isotropic
coupling with a reference pressure of 1 bar and a compressibility of 3 X 10^-4 bar^-1.
The production simulations were performed for 512 ns with a time step of 20 fs. All
the simulations were performed using GROMACS 4.5.66 and the dimerization and
relaxation properties were analyzed computing the non-bonded interaction energy
over time between the two monomers embedded in the SPM (Fig. 3.4).

**PCA clustering analysis.**

Principal component analysis (PCA) was performed on roughly 44000 frames
of MD trajectories. For the PCA, only Cα beads coordinate were considered.
Eigenvectors describing at least 80% of the protein Cα fluctuation were selected to
describe the protein flexibility. Following the projection of trajectory frames on
relevant eigenvectors, a hierarchical clustering scheme67 was applied in order to
extract representative protein conformations.

**APP-TM/lipid interactions.**

The interaction between lipids and APP-TM dimer was characterized by
computing the distance between the center of mass of the atoms involved in the two
dimerization motifs (G706XXXG704 XXXG708 and G709XXA713) and the center of mass of
the atoms that form the unsaturation in the lipids.

**APP-TM/cholesterol interactions.**

The interaction between cholesterol molecules and APP-TM dimer was
characterized by computing the (i) angle (θ) between the principal axis of APP-TM
dimer and the principal axis of the cholesterol molecules (i.e. aromatic body in the
case of the G706XXXG704XXXG708 motif and hydrocarbon tail in the case of G709XXA713)
and (ii) the distance between the center of mass of all the atoms involved in the two
dimerization motifs (G$_{700}$XXXG$_{704}$ XXXG$_{708}$ and G$_{709}$XXXA$_{713}$) and the center of mass of the cholesterol molecules (see illustration below).

![Diagram of cholesterol/APP-TM interactions](image)

*Scheme 3.1. Geometrical characterization of cholesterol/APP-TM interactions.*

### 3.2 γ-SECRETASE MEMBRANE AND APP INTERPLAY: HOW THE TWO MAIN CHARACTERS OF ALZHEIMER DISEASE GO ALONG TOGETHER

γ-secretase is a membrane-embedded protease that cleaves single transmembrane helical domains of various integral membrane proteins. Of particular interest is the sequential cleavage of the amyloid precursor protein (APP) into peptides of variable lengths (Aβ). This cleavage occurs in two steps and two proteases are involved: the β-secretase first removes the ectodomain of APP and further the γ-secretase cleaves the remaining C-terminal fragment within its transmembrane domain delivering a mixture of 37 to 49 amino acid long Aβ-peptides. In particular, longer Aβ peptides (Aβ42) are linked closely to Alzheimer’s disease (AD) due to their propensity to aggregate and form extracellular senile plaques in the brain$^{68}$. Alternatively, cell surface APP can be cleaved by α-secretase to release the non-amyloidogenic soluble APPα (sAPPα), which was observed to be neuroprotective $^{69}$.

γ-secretase is a 230 kDa complex constituted by 20 TM helices and contains four main components: presenilin (PS1 and PS2), presenilin enhancer 2 (PEN-2), nicastrin (NCT), and anterior pharynx-defective 1 (APH-1) (Fig. 3.9A) $^{70}$. The full-length PS is inactive and association with Pen-2 facilitates an autocatalytic cleavage of presenilin between TM6 and TM7, producing two fragments known as N-terminal fragment (NTF) and C-terminal fragment (CTF) $^{71-73}$.
Subsequently, NTF and CTF bind to form a stable and active nine TMDs heterodimer\textsuperscript{70}, which it is actually the PS active catalytic form. At the interface between the NTF and CTF of presenilin is located the catalytic center composed by residues D257 and D385, located on TM6 and TM7 helices, which is excluded from the external surface of the enzyme (\textbf{Fig. 3.9}). NCT is a 130 kDa type I TM protein that contains a large glycosylated ectodomain (ECD) and a single TMD. The other two \(\gamma\)-secretase were initially identified through genetic screening in \textit{C. elegans}\textsuperscript{74}. PEN-2 directly binds PS (NTF or CTF) and is required for its autocatalytic maturation and protease activity. APH-1 contains seven TMDs and is indispensable for \(\gamma\)-secretase assembly. Moreover, several studies showed that these four components are cross-regulated and down-regulation or deficiency of one given component typically destabilizes the others altering trafficking\textsuperscript{75,76}.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{structure.png}
\caption{Structure of human \(\gamma\)-secretase. The \(\gamma\)-secretase architecture and structure is shown in surface and cartoon representation: PS1 (orange), APH-1 (violet), PEN-2 (green) and NCT (light blue), with focus in the catalytic dyad and adjacent PAL motif. The PAL loop is highlighted in red and the close view show its relative position compare to the catalytic residues.}
\end{figure}
During the latest years, a large number of investigations on γ-secretase have contributed to the rapid progress of this field of research. Biochemical experiments\textsuperscript{77-80} shed light on the active site of γ-secretase suggesting an extended binding surface for the initial substrate binding. Advancements in cryo-electron microscopy (cryo-EM) have resulted in high-resolution structures of γ-secretase. Indeed, a 4.2 Å resolution cryo-EM structure deposited in 2015 (PDB: 5FN2) provides an atomistic organization of all four domains of the human γ-secretase as well as the large ECD \textsuperscript{79}. In particular, this structure allows moving one step further on the study of Alzheimer’s disease investigating on the recognition and recruitment mechanism of APP. It has been shown that the recognition and recruitment of substrate can occur at positions distinct from the γ-secretase active site\textsuperscript{81} and the translocation of the substrate to the active site is likely coupled with a large-scale conformational change.

In particular, it was suggested that a considerable conformational change in nicastrin (NCT) extracellular domain is required in order to allow the accessibility of the active site at PS. Indeed, the heavily glycosylated ECD of NCT is thought to recognize the N-terminus of substrate protein\textsuperscript{82} and redirect it to PS catalytic pocket for further cleavage. The cryo-EM structure used in this study (PDB: 5NF2) does not show the glycosylated ECD sites on NCT. An earlier cryo-EM structure at 3.4 Å of resolution (PDB: 5A63) does indeed provide density map for 10 out of 16 potential glycosylated sites\textsuperscript{82}; however, it is not currently known the functions of these N-linked glycans and further investigations are required.

Recently, it was observed that the monomeric APP interacted with both NTF and CTF and the flexibility of the APP influences the stability of these interactions \textsuperscript{83}. Moreover, the non-covalent APP homodimer is protected from cleavage of γ-secretase independently from the dimerization motif \textsuperscript{51}. Therefore, in this study we decided to investigate the interplay between APP and γ-secretase with particular regard to the specific membrane environment, namely, the effect of the lipids membrane composition they are experiencing. In fact, previous results suggested that the relatively small amount of active γ-secretase complexes present at the cell surface could be residing in raft membrane domains \textsuperscript{84}. Based on a recent lipidomics analysis of AD human brain tissues\textsuperscript{57}, we modeled a coarse-grained representation of the synaptic plasma membrane (SPM) using the MARTINI force field, as done previously for APP studies. In these conditions, the γ-secretase complex surrounded by 6 randomly placed copies of APP was embedded in this complex membrane model,
where we explored the recruitment and recognition of the APP by γ-secretase and the raft formation with respect to the proteins’ localization as well.

**Results and discussion**

Lipid rafts are dynamic and highly ordered membrane micro-domains rich in cholesterol and sphingolipids. They are usually associated to thicker region of the membrane compared to the adjacent areas due to an ordering effect provided by saturated hydrocarbon chains of the lipids and cholesterol molecules\(^\text{85}\). These highly ordered micro-domains are believed to play an important role in cellular function serving as a platform for cellular processes like cell signaling, motility and protein sorting or trafficking\(^\text{86,87}\). In particular, several studies showed the coexistence of APP and γ-secretase substrates in these micro-domains and the absence or inhibition of γ-secretase activity resulted in the accumulation of APP in lipid raft domains\(^\text{88,89}\). Altogether, these results strongly suggested that γ-secretase cleavage of APP occurs in raft domains.

Therefore, we first built a model of the SPM including 32 different lipids species observed in the AD brain tissue patients\(^\text{57}\). This model of the SPM reflects the total lipids distribution in the presence of the AD showing an increment in sphingolipids, ganglioside and cholesterol compared to a health brain tissue. These lipids anomalies are potentially linked with AD pathogenesis and therefore this lipidomics analysis represents a valid starting point for studying the interplay between γ-secretase and APP. Our SPM model, produced using the MARTINI force field, was thus composed of phosphatidylinoline (PC, counting for a 21% of the total lipid content), phosphatidylethanolamine (PE, 11%), phosphatidic acid (PA, 0.5%), sphyngomyelin (SM, 6%), negatively charged phosphatidylserine (PS, 2.5%) and phosphatidylinositol (PI, 2%), cholesterol (55% of the SPM) and ceramide (CE) monosialodihexosylganglioside (GM3) made up the remaining 2%. The lipid tails included saturated palmitoleic, polyunsaturated arachidonic and docosahexaenoic acids (**Table 2**).
Table 2. Lipids distribution of the synaptic plasma membrane models of AD’s brain tissue patients. The total relative abundance of the different lipids species is given for each lipid species used. Each name correspond to the conventional name found in the MARTINI force field.

<table>
<thead>
<tr>
<th>Lipid</th>
<th>SM (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PIPC (16:0/18:2)</td>
<td>0.36 (3)</td>
</tr>
<tr>
<td>POPC (16:0/18:1)</td>
<td>6.93 (57)</td>
</tr>
<tr>
<td>DPPC (16:0/18:0)</td>
<td>2.55 (21)</td>
</tr>
<tr>
<td>PAPC (16:0/20:4)</td>
<td>2.92 (24)</td>
</tr>
<tr>
<td>PEPC (16:0/20:2)</td>
<td>1.58 (13)</td>
</tr>
<tr>
<td>PGPC (16:0/20:1)</td>
<td>3.53 (29)</td>
</tr>
<tr>
<td>PUPC (16:0/22:6)</td>
<td>2.07 (17)</td>
</tr>
<tr>
<td>PRPC (16:0/24:6)</td>
<td>1.95 (16)</td>
</tr>
<tr>
<td>PIPE (16:0/18:2)</td>
<td>0.12 (1)</td>
</tr>
<tr>
<td>POPE (16:0/18:1)</td>
<td>0.49 (4)</td>
</tr>
<tr>
<td>DPPE (16:0/18:0)</td>
<td>0.12 (1)</td>
</tr>
<tr>
<td>PAPE (16:0/20:4)</td>
<td>0.49 (4)</td>
</tr>
<tr>
<td>PQPE (16:0/20:3)</td>
<td>0.12 (1)</td>
</tr>
<tr>
<td>PGPE (16:0/20:1)</td>
<td>0.97 (8)</td>
</tr>
<tr>
<td>PUPE (16:0/22:6)</td>
<td>2.43 (20)</td>
</tr>
<tr>
<td>PRPE (16:0/24:6)</td>
<td>6.20 (51)</td>
</tr>
<tr>
<td>POPA (16:0/18:1)</td>
<td>0.24 (2)</td>
</tr>
<tr>
<td>PGPA (16:0/20:1)</td>
<td>0.24 (2)</td>
</tr>
<tr>
<td>PGPS (16:0/20:1)</td>
<td>0.73 (6)</td>
</tr>
<tr>
<td>PRPS (16:0/24:6)</td>
<td>1.82 (15)</td>
</tr>
<tr>
<td>POPI (16:0/18:1)</td>
<td>0.24 (2)</td>
</tr>
<tr>
<td>PVPI (16:0/18:1)</td>
<td>0.24 (2)</td>
</tr>
<tr>
<td>PAPI (16:0/20:4)</td>
<td>1.46 (12)</td>
</tr>
<tr>
<td>PUPI (16:0/22:6)</td>
<td>0.24 (2)</td>
</tr>
<tr>
<td>PPC (16:0/18:0)</td>
<td>0.36 (3)</td>
</tr>
<tr>
<td>POSM (18:1/18:1)</td>
<td>0.36 (3)</td>
</tr>
</tbody>
</table>
In this context, we examined the raft lipid formation with respect to the position of the γ-secretase. The top view and a cut through the planar SPM model (Fig. 3.10A) revealed the coexistence of the 2 phases at equilibrium: (i) \( L_o \) characterized by the presence of saturated and cholesterol molecules that are parallel to bilayer normal and (ii) \( L_d \), which is composed by the unsaturated lipids. The final composition of the raft-domain (\( L_o \)), calculated on the last 500 ns of the MD simulation, is on average 0.51:0.20:0.29 of cholesterol/unsaturated lipids/saturated lipids respectively, while the final composition of the \( L_d \) phase is on average 0.35:0.45:0.19. The comparison between these two membrane regions showed roughly 2 times more cholesterol in the \( L_o \) phase compared to the \( L_d \) as well as an increment in unsaturated lipids in \( L_d \) as previously experimentally\(^{90}\) and computationally\(^{91}\) observed for a simple three components lipid bilayer. The difference in lipid composition between these 2 domains is explained by diverse thickness values (Fig. 3.10B) and average order parameter distribution (Fig. 3.10C), which altogether represent key factors for lipid phase evaluation. In fact, the high thickness values are associated with high order parameters peculiar of a \( L_o \) phase, while low thickness value and low order parameters indicate an \( L_d \) region. Moreover, the difference in thickness of roughly 6 Å between \( L_o \) and \( L_d \) is in agreement with atomic force microscopy\(^{92}\) and NMR\(^{93}\) data as well as previous molecular dynamics simulations\(^{91,94}\). Although the average size of lipid rafts observed in our MD simulations (9 nm in diameter) is smaller compared to size experimentally estimated (50 nm in diameter), our simulations clearly hinted to the initial step of the formation of raft-like regions.

Interestingly, all our MD simulations showed that a greater thickness is present on the convex side of the γ-secretase structure, namely the region in close proximity of the extracellular part of NCT domain and PS1. These results agree with the previous
experiment where the association of the four domains of the γ-secretase complex has been investigate in neuronal cells that fulfill the criteria of lipid rafts. While the exact thickness distribution varies across all the replicas, this local feature is present in all four of our replicas (Fig. 3.10). Liquid order parameters around these regions (Fig. 3.10C) mirror the state of the membrane thickness (Fig. 3.10D): the membrane has a greater Lα phase near the convex side of the thickness.

Figure 3.10. The NCT domain of γ-secretase is localized in a raft-like domain. (A) Top-view showing the position of the γ-secretase with respect to the lipid-raft composed by saturated lipids and cholesterol (red). The side-view focus (right) displayed in detail the repartition between Ld phase composed by unsaturated lipids (green) and the Lα phase composed by cholesterol (represented in van der Walls) and saturated lipids (red). (B) The probability density of the thickness, averaged on the last 500 ns, as well as (C) the averaged order parameter distribution, over the last 500 ns, highlighted the raft lipid formation.

Contrary, APP itself is not generally a raft protein, although a small portion of APP was observed to be localizing into lipid rafts. This APP-raft localization regulation has been suggested to involve an interaction between the APP and cholesterol. Our MD simulations confirmed these experimental data showing that APP is indeed located in 2 different membrane associated pools: either (i) in a raft domain when it is far away from the γ-secretase, or (ii) in a non-raft domain when it
interacts with the enzyme (Fig. 3.11A). In fact, the averaged cholesterol distribution with respect to the proteins shows that APP resides in high-cholesterol region when not in the vicinity of γ-secretase (violet dots), while when APP is close to the enzyme the distribution of cholesterol around the APP is lower (orange dot) (Fig. 3.11B). Moreover, we observed in our MD replicas that dimerization eventually occurs, but only in the presence of low cholesterol concentration, which is in line with our previous study where we observed that cholesterol interacts with the dimerization motif G700XXXG704XXXG708 APP99. Indeed, the dimer detected in this SPM model is again the stable G700XXXG704XXXG708 Conformation (Fig 3.12) that we demonstrated to be the preferential conformation of the APP in absence of γ-secretase99.

These results suggest a possible relocalization mechanism mediated by cholesterol distribution. In fact, the pool of APP in the raft-like domains is stabilized by the interaction with cholesterol, while close to the γ-secretase the APP-membrane stability decreased in order to facilitate the further expulsion of the Aβ products upon γ-secretase cleavage.

![Figure 3.11. The APP localizes in two different regions of the SPM model.](image)

(A) Representative replica showed that APP either localized in a raft region (violet dots) or in a non-raft region (orange dots) when APP more closely interacts with the γ-secretase. (B) Average normalized cholesterol distribution showed that APP resides in high density cholesterol when far away from the enzyme.

Another open question in the field is related to the substrate recruitment mechanism by γ-secretase. It has been observed that generally the γ-secretase substrates are type-I membrane proteins that have their extracellular part mostly removed by sheddase, as for instance like α- and β-secretase100. It has been suggested that the PAL motif in PS1, as well as the extracellular NCT (Fig. 3.9), recognize the
substrates and recruits them for catalysis\textsuperscript{101-105}. In particular, it was experimentally observed that NCT had a central role in the APP-PS1 interactions. Indeed, the NCT knock-down by RNAi caused a loss of FRET signal between APP and PS1 in cell \textsuperscript{106}. Recently, it was proposed that the NCT binds the ectodomains of the substrates redirecting them to the PS1, the catalytic active site of \(\gamma\)-secretase. This interaction was suggested to be mediated by the residue E333 in the NCT extracellular domain\textsuperscript{107}. However, the recent high-resolution \(\gamma\)-secretase structure revealed that E333 is actually buried and on the opposite side of the catalytic aspartate residues, D257 and D385\textsuperscript{108,109}. Therefore, the basic mechanism of substrate recognition by \(\gamma\)-secretase remains at the moment controversial and requires further investigation.

![Image](image-url)

**Figure 3.12.** Stable G\textsubscript{706}XXXG\textsubscript{704}XXXG\textsubscript{708} APP dimer where observed in the complex SPM model. Representative snapshot of the dimeric APP conformer observed in a complex SPM model. Distance between the center of mass of the two APP monomers showed the interaction pathway over the MD simulation time.

As mentioned earlier MD simulations revealed that G\textsubscript{706}XXXG\textsubscript{704}XXXG\textsubscript{708} APP dimeric conformation is the stable one in this complex SPM model (Fig. 3.13), confirming our previous study\textsuperscript{110} reported above. However, we could observe in our MD simulations that when in proximity to the \(\gamma\)-secretase, APP is always found in the monomeric conformation (Fig. 3.13). We noticed that the flexibility of the N-terminal of APP seems to be important for the interaction with the enzyme. In the simulations where the APP structure was retained in its NMR based L-shape conformation by harmonic potentials between interacting sites, a substrate-enzyme interaction mode was never detected. A preferred APP interaction was observed for the NCT domain of the \(\gamma\)-secretase with a distance between APP and \(\gamma\)-secretase around 3.5 Å (Fig. 3.13A-B). In particular, we observed a preference for the NCT extracellular part that
was neglected in previous studies\textsuperscript{111}. On the other side, we never observed the interaction of APP with the catalytic residues D257 and D385 (on average in all simulations the distance between APP and catalytic residues is \( \simeq 40 \text{ Å} \)). In fact, the active site of PS1 is hardly accessible on the convex site of the TM horseshoe, suggesting a conformational reorganization of the nicastrin domain after substrate recruitment (Fig. 3.13C).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{The interaction between APP and \( \gamma \)-secretase. Representative APP-enzyme interactions, based on two different MD replicas, as a function of time. The monomeric APP interacts mainly with the NCT domain and in particular with the TM (A) as well as the extracellular (B) regions. (C) Diagram of a possible mechanism for substrate binding at the catalytic site involving a large rearrangement of \( \gamma \)-secretase domains.}
\end{figure}

In the last 20 years, the knowledge of the AD’s neurobiology increased leading to the development of several putative disease-modifying treatments. Particular attention was recently raised for the disease-modifying therapies based on the inhibition or modulation of \( \alpha \)-, \( \beta \)- and \( \gamma \)-secretases\textsuperscript{74,112-114}. \( \gamma \)-secretase notably not only cleaves A\( \beta \) peptides but many other transmembrane proteins, for instance Notch protein. This broad range of substrates is therefore the main cause of toxicity in preclinical tests of existing \( \gamma \)-secretase inhibitors. Therefore, exhaustive efforts have
been made to design specific APP/γ-secretase modulators. For example, it was discovered that some small molecules\textsuperscript{115} as well as non-steroidal anti-inflammatory drugs (NSAIDs) might modulate the APP cleavage without interfering with the cleavage of other substrates. This initial study shed light on the early stages of APP recruitment and interaction mechanism with γ-secretase, which would be important for further drug design investigations.

In conclusion, these MD simulations performed in a complex model of SPM revealed the importance of lipids rafts in the localization and stability of both the substrates and enzyme. In particular, we observed that the APP is localized in two different regions of the synaptic plasma membrane, which vary mainly by their cholesterol concentration. This in turn suggests the key role of these sterol molecules in stabilizing the substrates before recruitment by the enzyme. Moreover, our computational study reveals insights into the role of NCT domain in substrate recognition endorsing the importance of this extracellular domain. Although our study is still preliminary, has to deal with all the known limitations associated with the approach we chose (i.e., CG MD simulations) and further investigations are surely required, these results provide some new structural information on the substrate-enzyme complex and its localization at the membrane. Altogether, our results allow for a glimpse of the proteolytic processes involved in AD pathology representing also a possible starting point for future investigation on the action of mechanism of γ-secretase inhibitors.

**Computational material and methods**

*Coarse-Grained (CG) MD simulations.*

A 4.2 Å resolution cryo-EM structure (PDB ID: 5FN2) was used as the initial model for MD simulations of γ-secretase\textsuperscript{116}. This structure was chosen because it comprised all of four subunits of γ-secretase (Aph-1, Pen-2, PS1, and NCT). APP was taken from an NMR structure (PDB ID: 2LLM) that contains both the transmembrane domain and the extracellular kink\textsuperscript{117}. Both atomic structures were coarse-grained using *martinize*\textsuperscript{118}, γ-secretase and six randomly placed APP were embedded into a synaptic plasma membrane generated using *insane*\textsuperscript{119}. The composition of the plasma
membrane was constructed to be as similar as possible to its experimental composition reported in recent lipidomics data \cite{57}, similar to the extent of available Martini CG parameters \cite{118,120}. The dimension of the membrane model used in all MD replicas was 200 Å × 200 Å.

In the present study, all MD simulations were conducted using the GROMACS package \cite{121}. These simulations were used to examine processes of substrate binding to γ-secretase and to derive information about binding poses. All the systems were solvated in MARTINI CG water boxes, buffered with NaCl at 150 mM concentration. The polarized MARTINI 2.2 parameters were used for the simulations \cite{118,120}. All the production runs were preceded by a 5000-step energy minimization followed by a 100 ns NVT and 1 μs NPT equilibration with positions of protein beads being restrained. The temperature was set to 323 K using the V-rescale thermostat and the pressure was set to 1 bar using a semi-isotropic coupling method. A time step of 20 fs was used, a typical value employed in MARTINI MD simulations. Four replicas of the systems ran for 5 μs each, the first 500 ns and the last 500 ns of which was used for analysis.

**Membrane thickness and order parameter.**

Two useful quantities to measure in a MD simulation of a membrane system are the membrane thickness and the order parameter of the lipid chains. In particular, these observables are helpful in determining the presence of lipid rafts.

Membrane thickness is first obtained by splitting the bilayer into its inner and outer leaflet. Each leaflet is overlaid on a grid of nodes on the xy-plane, where each node is equally spaced from each other. Each lipid assigns its z-position to the closest matching node. The thickness is obtained by subtracting each grid of nodes element-wise from each other. A finer grid provides more accurate estimation of the thickness, but is more computationally demanding. In this study, each node is set to have a neighborhood with the dimension of 5 Å by 5 Å (see Fig.3.10 and Fig.3.11).

Popular measurements of order in lipid bilayers are of the type that can be measured by deuterium (D) NMR. Mathematically, this type of order parameter can be defined as

\[ p_2 = \frac{1}{3} \langle \cos^2 \theta \rangle - \frac{1}{2} \]
where $\theta$ is the angle between a CD-bond (in the experiment) or a CH-bond (in the simulation) and the membrane normal. An order parameter of zero can thus represents either an unordered (isotropic) system or a perfectly ordered system oriented at the magic angle of 54.7 with respect to the magnetic field. A value of $-0.5$ indicates a perfectly ordered acyl chain in all-trans conformation, rapidly rotating around the bilayer normal. Likewise, a value of 1 indicated perfect alignment with the bilayer normal.
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4 Insights into the molecular mechanism of depalmitoylation catalyzed by human acyl-protein thioesterase 1

Cellular protein trafficking is dynamically regulated by the reversible S-palmitoylation of cysteine residues, however the molecular details of the palmitoylation and depalmitoylation mechanism of soluble and transmembrane substrates are still poorly understood. Here, we describe the molecular mechanism of depalmitoylation by human acyl protein thioesterase 1 (hAPT1) on the basis of new X-ray crystallographic structures, supported by biochemical experiments and multiscale molecular simulations. Our results indicate that the monomeric species is the active enzyme, and suggest a novel mode of interaction with the biological membrane and palmitoylated substrates.

Introduction

Reversible S-palmitoylation (or S-acylation) of cysteine amino acids plays a crucial role in regulating the localization of different cellular proteins. Several cycles of acylation and depalmitoylation control the trafficking of proteins as, for instance, H-Ras and N-Ras localization between the cytoplasm and plasma membrane that in turn modulates signaling regulation\(^1\). Not only soluble, but also membrane proteins required palmitoylation\(^2-7\) for triggering conformational changes\(^8\), interacting with specific lipids (e.g., cholesterol or sphingolipid-based rafts)\(^9\), stabilizing membrane association\(^10-13\) and cross-talking with other post-translational modifications (e.g., ubiquitination or phosphorylation)\(^14\).
Palmitoylation is catalyzed by a family of membrane protein acyltransferases (PATs) usually referred to as zDHHC enzymes due to the presence of the DHHC motif within a zinc-finger cysteine-rich domain\textsuperscript{15-17}. Depalmitoylation is instead mediated by palmitoyl-protein thioesterase (PPTs) in the lysosome\textsuperscript{18} and acyl-protein thioesterases (APTs) in the cytosol\textsuperscript{19}. APT1\textsuperscript{20} was the first cytosolic acyl-protein thioesterase structure to be solved and showed a near-canonical $\alpha/\beta$ hydrolase fold similar to the distant homolog APT1-like (homology of 95\%). It is characterized by the presence of the typical $\alpha/\beta$ hydrolase catalytic triad (i.e., Ser119, Asp174 and His208, \textbf{Fig. 4.1a})\textsuperscript{21} and by a central, predominantly parallel $\beta$-sheets region (indicated from $\beta2$ to $\beta8$ in \textbf{Fig. 4.1a}), which is connected to five $\alpha$-helices (represented by A to F) and four small $\alpha$-helices (denoted from G1 to G4). However, compared to the typical $\alpha/\beta$ hydrolase\textsuperscript{21}, APT1 is considerable smaller due to the lack of the first $\beta$-strand of the core $\beta$-sheets. In particular, the atypical structure of APT1 is characterized by an insertion made up of four short antiparallel $\beta$ strands (S1-S4), which form an irregular sheet structure.

Interestingly APT1 and APT2 are themselves palmitoylated on Cys2. APT1 can deplamitoylated itself as well as APT2\textsuperscript{22} rendering the system dynamic. APT2, in contrast, cannot depalmitoylated itself, but was shown to deacylated the palmitoyltransferase DHHC6.

The enzymatic mechanisms responsible for the S-acylation and deacylation process are not fully understood. New co-crystals structures of APT1 and APT2 in complex with their inhibitors (i.e., ML348 and ML349, respectively) have been recently published\textsuperscript{23}, shedding new light into the isoform-specific inhibition mechanism in APTs. However, the enzymatic mechanism responsible for the reversible S-acylation process is still not well characterized. To address the question of how APT1 deplamitoylates its substrates, we used X-ray crystallography to determine the structures of the full-length, wild-type human APT1 and two of its mutants (C2S and S119A). We further characterized the native form of this enzyme using a combination of multiscale molecular modeling and simulation and biochemical/biophysical experiments.

**Results and discussion**

Novel X-ray structures of the wild type, C2S and S119A mutants, although belonging to different space groups, showed a similar fold for the monomeric APT1 structure, which agrees with the previously reported structure of APT1 (PDB: 1FJ2)\textsuperscript{20}. 
Indeed, the average RMSD for the 230 C \textsubscript{\textalpha} atoms in common among these new structures and 1FJ2 is \(~1.2\ \text{Å}. In the new structures we were able to further capture the conformation of the N-terminal, which was absent in the early reported structure. Different crystal packing allows to stabilize this disorder region showing that the Cys2 is exposed to the solvent and accessible for palmitoylation to occur, as recently experimentally observed\textsuperscript{24}. The asymmetric unit of the crystals contains 2 or 6 monomers. EPPIC\textsuperscript{25} predicts the possible existence of some biological relevant dimers, for each of our crystal structures, as also predicted for the previous APT1 structure (1FJ2). When these predicted dimers are superimposed (Fig. 4.1a), wt and C2S new X-ray structures showed a similar dimeric interface (RMSD \~1.1 \text{Å}), while the comparison with the previous APT1 structure (Fig. 4.1b) and the catalytic inactive APT1 form (S119A) reveals a largely different dimer conformation (RMSD \~14.2 \text{Å}).

![Figure 4.1 | Comparison among dimeric assemblies](image)

The new dimeric interface of wt APT1 is established by interactions among G1 and \(\alpha F-\beta 8\) loop, S3-S4 loop and \(\alpha E-\beta 7\) loop as well as inter-subunit interaction between...
β8 loop and G1 (Fig. 4.2a). By contrast, in the previous APT1 structure the mutual arrangement of the dimer is different producing a dimeric interface that is not compatible with our new crystallographic structures. The β3 loop shifts away from the interface due to a rotational motion around the main dimer axis, so that the β4 loop interacts only with the S2 strand, while the β8 loop interacts with its counterpart in the other protomer and the β7 loop forms interaction with αA (Fig. 4.2b). Principal component analysis (PCA) based on an atomistic molecular dynamics (MD) simulation of the structure of the wt APT1 (see Methods) highlighted a large rotational motion centered at the dimeric interface (Fig. 4.2c). Therefore, all in all, it seems that the dimeric arrangement of APT1 is not unique, as revealed by crystallography, and appears to be intrinsically flexible, as emerged by MD simulation. Interestingly, these dimer interfaces are both embracing the APT1 catalytic pocket, which in turn results partially occluded by the presence of the adjacent protomer.

![Figure 4.2](image_url)  
**Figure 4.2 | Interface regions analysis** Detailed analysis on the residues involved in monomer-monomer interaction for (a) our X-ray structure and (b) the published PDB:1FJ2. The residues at the interface are highlighted in violet and blue. (c) The PCA analysis displayed a rotational motion at the interface, which emphasized the probability of having different dimeric interfaces.

It is unclear whether these alternative conformations are due to the different crystal packing or may be the effect of the presence of the N-terminus in the quaternary structure of APT1 in the new crystals. To gain further insights into the oligomerization properties of APT1 in solution we measured its molecular weight using size-exclusion chromatography (SEC) with multi angle laser light scattering
(MALLS). Although the molecular mass determined by SEC-MALLS is slightly higher (29.3 kDa) than the theoretical molecular weight of an APT1 monomer (~25 kDa), this experiment shows that the enzyme in solution is monomeric at physiological concentration (Fig. 4.3b). Thus the dimeric conformations observed in crystals appear to be the result of crystal packing. A monomeric conformation would also be functionally preferable as the active site pocket, otherwise occluded by the dimeric interface (Fig. 4.3a), would be accessible for receiving potential substrates to be depalmitoylated.

![Diagram of APT1 protein structure](image)

**Figure 4.3 | APT1 is a monomer in solution.** (a) Cartoon representation of the APT1 (left) shows the canonical α/β hydrolase fold. Seven β-strands are numbered sequentially from 2 to 8. Four short irregular β-strands are called S1-S4. Five α-helices are denoted from A to F, while four small α-helices are denoted from G1 to G4. The topology of human APT1 (right) shows the same arrangement and position of the catalytic triad. (b) Molar masses calculated from the concentration determined by absorbance measurement (A280nm): one distinct peak, which corresponds to the monomeric form of the APT1 (~25 kDa) was observed. (c) Comparison between the average stable conformation at the membrane surface from CG MD simulations (left) with one of the crystallographic dimer conformation (right): the enzyme interacts with the membrane using the same dimeric surface found in crystals.

APT1 is palmitoylated at Cys2 triggering its association with the membrane surface. To explore this aspect at a molecular level, we performed coarse-grained
(CG) MD simulations of palmitoylated Cys2 (pCys2) APT1 in solution, exploring its interaction with a palmitoyloleoylphosphatidylcholine (POPC) bilayer model (see Methods). The simulations showed that while in solution, pCys2 is protected either in a hydrophobic patch at the protein surface or in proximity of the catalytic pocket. Detailed analysis of the trajectories revealed that the fatty acid, covalently bound to Cys2, interacts with the αB helix of APT1 (Fig. 4.4a) and with the catalytic S119 (Fig. 4.4b). In particular, the flexible N-terminal segment allows the fatty acid to interact with the hydrophobic patch of the protein composed by αB (i.e., Ile97, Ala99 and Leu100), the parallel β sheets from β2 to β4 (Pro12, Leu28 and Pro55, respectively) and some residues in the N-terminal region (Met7, Pro10 and Leu11). These two different ways of protecting the palmitated Cys2 seems to affect also protein-membrane anchoring indicating that pCys2 inserts into the membrane (see Fig. 4.4d) only when it is previously protected in the catalytic pocket (see Fig. 4.4b).

Figure 4.4 | APT1-pCys2 interactions and the resulting membrane anchoring. CG simulations reveal that pCys2 tends to protect itself from the hydrophilic environment in two possible modes: interacting (a) with the hydrophilic helix αB or (b) with the catalytic pocket. These two different kinds of interactions have effects on the protein-membrane anchoring showing the insertion of the pCys2 on the POPC bilayer only when it is previously embedded in the catalytic pocket as show in (c) and (d).
By comparison with other systems, the palmitate protection is reminiscent of what observed for a myristoyl group founded in an allosteric pocket in Abl-kinase\(^27\) or the palmitate group in the TEAD transcription factors\(^28\). Although in the latter cases, these moieties were deeply buried in a hydrophobic pocket, in the case of APT1, the palmitate tends to protect itself in solution remaining however partially exposed to the solvent. This weak hydrophobic interaction was already observed for the palmitoyl-protein thioesterase 1 (PPT1)\(^29\), the equivalent of APT1 in the lysosome.

In five independent CG-MD replicas, APT1 invariably tends to eventually interact with the phospholipid bilayer always via a preferred surface. Interestingly, this surface is the same engaged in the dimeric interface observed in X-ray structures (Fig. 4.3c). Independently of pCys2, this membrane-interacting surface presents a highly positively charged that likely promotes the initial association with the membrane by long-range electrostatic attraction (Fig. 4.5). Once close to the membrane, APT1 uses a specific, mostly hydrophobic, region defined by β4-β5 sheets and G1 helix (hereafter called “β-tongue”) to anchor further the enzyme to the membrane surface (Fig. 4.5), and might have a role in recruiting transmembrane protein substrates for promoting more efficient depalmitoylation. Interestingly, this architecture is not conserved in all the isoforms of APTs: isoform 2 of APT1, for instance, misses the β-tongue region (residue 57 to 72) influencing probably membrane association and, consequently, enzyme activity. The importance of a similar β-tongue motif was also observed for the pore-forming toxin cytolysin A (ClyA), where it was necessary for membrane association\(^30\).

![Figure 4.5 | Membrane-protein interactions](image)

The electrostatic surface potential shows the highly positive surface (blue) that promotes the interaction with the lipid bilayer. In particular, the β-tongue has a fundamental role in targeting APT1 to the membrane as shown by distance plot (right) that monitored the β-tongue-membrane interaction over the simulation time.
The most intriguing and novel finding from the crystal structures reported here was that the catalytic pocket is occupied by a fatty acid in about one third of the APT1 proteins in the asymmetric unit (Fig. 4.6). Clearly evident in the electron-density maps is a palmitic acid (C16:0) with the carboxylate group facing the catalytic Ser119. Extractions of ligand with ethanol followed by ultraperformance liquid chromatography (UPLC) quadrupole-time-of-flight mass spectrometry (Q-TOF-MS) analyses confirm the presence of the palmitic acid in all the three structures (wt APT1, C2S and S119A) (Fig. 2c). The fatty acid was not provided during APT1 expression in *E. coli*, purification or crystallization so that the palmitic acid was probably retained during purification as previously observed in literature\textsuperscript{31}.

---

**Figure 4.6 | An extended catalytic pocket retains a palmitate moiety in APT1.** (a) Co-crystal structure of APT1-palmitate. Bound C16:0 is shown in van der Waals representation, where carbons are in orange and oxygens in yellow. (b) Close-up view of the hydrophobic channel of APT1 with the experimental electron density of C16:0 superimposed at 1 σ. The side-chain of residues that form the hydrophobic cavity are shown as blue sticks. (c) Analysis of the ligands associated with purified APT1 enzyme detected by Q-TOF-MS. (d) Close-up view of the structural alignment of apo-APT1 and palmitate-APT1 structures where the C16:0 molecules is represented with van der Waals spheres. Significant conformational changes are observed for Leu184, Phe181 and Leu78.

The binding site of the fatty acid encompasses a largely non-polar cavity that sequesters the aliphatic chain of the palmitic acid. The residues composing the
hydrophobic binding pocket belong to several secondary structural elements. The entrance of the hydrophobic pocket is located close to the loop between S3-S4 (Leu78, Ser79 and Pro80) and is solvent accessible. The top of the channel is formed by residues from αE (Phe181 and Leu184), while the residues Cys144, Trp145, Leu146 and Pro147 contribute to the lowest part of the pocket. Finally, several residues near the active site form the rest of the channel: Leu30, Ile75, Ile76 and Leu176 (Fig. 4.6c). This hydrophobic channel shows some relevant conformational changes of key amino acids when compared with the apo form of APT1. There, the hydrophobic channel is not as open due to the movement of the S3-S4 loop and adjacent αε helix. In particular, the rearrangement of the residues Leu78, Phe181 and Leu184 modulates the area of the pocket (Fig. 4.6d). Indeed, the difference between the area of the opened (878 Å²) and the closed channel conformation (680 Å²) corresponds roughly to the area occupied by the residues responsible for regulating the access of the lipid. Since all these residues are highly conserved among APTs from different species, this pocket likely contributes to the specificity of APTs for palmitate (Fig. 4.7).

Figure 4.7 | The hydrophobic residues of the extended catalytic pocket are highly conserved in the APT family. Sequence alignment of the 5 members of the APT family suggests that the palmitoylation activity may be conserved among the protein family members.
The presence of a palmitate moiety in the catalytic pocket indirectly reveals novel mechanistic insight into the depalmitoylation reaction. A palmitic acid is one of the final products of depalmitoylation. Thus our structures capture a product-like state, where, after the hydrolytic cleavage catalyzed by Ser119 of a pCys residue of a given substrate, the palmitate moiety is kept in the pocket. Interestingly, as from the analysis of the occupancy in the different APT proteins in the asymmetric unit of all our crystals, the probability of finding a palmitic acid in the hydrophobic pocket is ~33%, hinting to a moderate binding affinity in order for the palmitate to eventually leave the pocket and allow APT1 to start another reaction cycle.

Consistent with this picture, we solved the structure of APT1 in complex with a non-covalent inhibitor, ML348, which is supposed to have a strong affinity for APT1 (\( K_i = 280 \pm 33 \text{ nM} \)). First, our structure and therein position of ML348 are consistent with the recently reported structure by Martin and coworkers\(^{23}\); second, the inhibitor occupies exactly the same hydrophobic pocket of the palmitate moiety in our structures (Fig. 4.8d) showing a similar displacement of key residues Leu78, Phe181 and Leu184 previously discussed (Fig. 4.8c). Finally, all APT1 proteins in the unit cell are occupied with ML348, suggesting a much larger affinity of the inhibitor compared with the palmitate moiety. The binding energy estimated using MM-PBSA calculations on the ML348/APT1 co-crystal structure is 5 kcal/mol higher for ML348 compared to the palmitic acid, supporting the hypothesis that the palmitic acid provides a mild product inhibition.
**Figure 4.8** | **The APT1 inhibitor occupies the extended catalytic pocket.** (a) Co-crystal structure of APT1/ML348. The bound inhibitor is shown as van der Waals spheres where carbons are in violet and fluoride atoms are green. (b) Close-up view of the hydrophobic channel of APT1 with the experimental electron density of ML348 superimposed at 1σ. The side-chain of residues that form the hydrophobic cavity are shown as blue sticks. (c) Close-up view of the structure alignment of apo-APT1 and ML348-APT1 structures where the ML348 molecules is in van der Waals spheres. Significant conformational changes are observed for Leu184, Phe181 and Leu78. (d) Superimposition of APT1/ML348 with APT1/palmitate reveals that the two molecules occupy the same hydrophobic catalytic pocket.

APT1 is a prototypical example of α/β hydrolase, which acts on palmitoylated substrates. The general mechanism for α/β hydrolase catalysis (**Fig. 4.9**) goes through a first step, in which the catalytic serine is activated by deprotonation assisted by a nearby interacting aspartate and histidine in the catalytic pocket (**ES**). Consequently, the nucleophilicity of the catalytic serine is enhanced favoring the nucleophile attack of Ser hydroxyl on the carbonyl of the palmitate and the consequent formation of the acyl-enzyme intermediate (**ES**). Furthermore, a second nucleophile (i.e., H₂O) attacks the acylated enzyme leading to product release and regeneration of the catalytic site (**EP**).
Figure 4.9 | The α/β hydrolases catalytic mechanism. The general mechanism involved during α/β hydrolases catalysis is activated by the deprotonation of Serine assisted by Aspartate and Histidine (ES*). Consequently, the nucleophilicity of the Serine is enhanced favouring a nucleophile attach of the oxydril of the Serine to the carboxyl of the fatty acid forming an acyl-enzyme adduct (ES). The product is finally released upon nucleophile attack of water and regeneration of the catalytic (EP). R is any possible acyl chains such as palmitate.

Based on this theoretical mechanism and combining our new X-ray structures with molecular modeling and MD simulations, we propose a more detailed molecular description of the depalmitoylation mechanism catalyzed by APT1. Starting from the highest resolution X-ray structure C2S/APT1 (2 Å) in complex with palmitic acid is possible to reconstruct by molecular modeling (MM) followed by MD the consecutive putative steps of the enzymatic reaction (Fig. 4.10). Although it is still unknown which transmembrane substrate is specific for APT1, to illustrate a possible enzymatic mechanism we considered calnexin, a palmitoylated ER chaperone. The relative orientation of the APT1 with respect to the membrane was based on the average stable CG-MD conformation, where the β-tongue is located as to direct the enzyme to the membrane surface (Fig. 4.5). In the initial stage of the reaction (Fig. 4.10a), the orientation of the APT1 hints to a role of the β-tongue as possible substrate recruiting domain. Indeed, this β-tongue is critical in many protein-protein interactions (PPI) and many proteins used it for molecular recognition (e.g., antibodies and T cell receptors)32-34. The palmitate density observed in the C2S/APT1 crystal structure provided us with structural information to model the putative substrate-enzyme state (ES*), where the palmitate moiety is extended by the covalently linked cysteine in
order to reconstruct the full substrate into the catalytic pocket. It is worth noticing that the structural reconstruction of the ES* state from the density of the palmitate from the crystal resulted in an optimal accommodation in the pocket with the catalytic triad perfectly oriented to initiate the enzymatic reaction. In particular, the Hδ of His208 points to the Asp174 while the Ne of the His208 is turned towards Ser119 hydroxyl (Fig. 4.10b). Given this conformation, we propose that APT1 is able to recognize pCys groups at the membrane surface, extract them from the bilayer and direct them inside the extended catalytic pocket to initiate the reaction. This mechanism can likely require the action of the β-tongue and the direct membrane-protein interactions.

Figure 4.10 | Schematic of the membrane-assisted depalmitoylation mechanism. (a) APT1 anchored by pCys2 at the membrane surface recognizes palmitated membrane protein substrates (ES state). In the inset a close-up of the catalytic pocket with the Ser119, Asp174 and His208 triad properly oriented for accommodating the substrate. (b) Enzyme-substrate complex (ES*) model based on the relative position of the palmitate in the C2S/APT X-ray structure. The close-up view of the catalytic pocket shows the relative orientation of the catalytic triad as well as the position of the nucleophilic water (drawn in van der Waals representation). (c) Release of the depalmitated substrate into the membrane, while the fatty acid remains in the catalytic pocket forming the products state (E+P). Only upon further release of the palmitate from the extended catalytic pocket the enzyme is ready for a new cycle.
Interestingly, the C2S/APT1 structure obtained at high resolution allowed us to confidently refine water molecules. In particular, in the catalytic oxyanion hole we observed structured water positioned between Ser119 hydroxyl and the carbonyl of palmitate (Fig. 4.10b), optimally located for the second nucleophile attack (Fig. 4.9). After completion of the reaction, the depalmitoylated substrate is readily released at the membrane, while the cleaved palmitate moiety remains in the extended catalytic pocket, and will be later released for a new catalytic cycle.

**Conclusion**

During the past years, two studies have investigated the mechanism that regulates the access of APTs to their substrates at cellular level\textsuperscript{19,35}. In particular, it was observed in HeLa cell that the active APT1 is located in the membrane fraction. This observation is consistent with the active form of the enzyme being acylated\textsuperscript{36}.

We show here that APT1 is a monomer in solution, in contrast to the dimeric organization found in the crystallographic unit cell in which the entry into the hydrophobic pocket is occluded. The comparison of different crystal structures shows that the dimerization surfaces are heterogeneous, consistent with the observation that dimerization is driven by crystallization. MD simulations predict that the dimerization surfaces participate in membrane association.

APT1 features a positive superficial patch that, together with the $\beta$-tongue domain, is responsible for the initial association of the protein with the membrane contributing to enhance recognition of membrane-associated substrates. While, APT1 is predicted to have the ability to interact with the membrane, palmitoylation at Cys2 may serve to stabilize membrane-anchoring and alter its kinetics.

The importance of $\beta$-tongue domain for protein-protein interactions (PPI) is broadly documented in literature\textsuperscript{37-39}. The $\beta$-tongue belongs to a class called $\beta$-hairpins, which is the most important secondary structure observed in protein epitopes in nature. Residues that compose the $\beta$-tongue of APT1 could be thus responsible for substrate hunting and palmitate-membrane extraction. However, the $\beta$-tongue is not present in all the APTs. Isoform 2 of APT1 and APT1-like both miss this important motif, possibly affecting membrane interactions and the resulting enzymatic activity.
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Furthermore, APT1 new crystal structures revealed the existence of a larger catalytic pocket, which from the canonical catalytic triad extend to the adjacent hydrophobic pocked identified by residues Phe181 and Leu184 on the top, while the residues Cys144, Trp145, Leu146 and Pro147 contribute to the lowest part of the pocket. A palmitate moiety, which partially populates this pocket in the X-ray structures, hints to the importance of this adduct to accommodate pCys of specific substrates. pCys is thus stabilized passing from solution or extracted from the membrane bilayer forming a reactive enzyme-substrate state (Fig. 3). The fact that the putative substrate and the ML348 inhibitor both occupy the same hydrophobic pocket confirms the importance of this region for APT1 catalytic activity. The ML348 acts as a competitive inhibitor preventing the substrate binding by limiting its access to the catalytic triad. In particular, the comparison between the apo and holo form of the enzyme highlighted significant rearrangement of the protein showing a possible gate mechanism at the base of substrate recruitment.

In conclusion, our findings provide an atomistic description of the activity of APT1 enzyme proposing a catalytic mechanism that can be valid not only for membrane substrates but also for soluble acylated protein (e.g. H-Ras), and might be more largely generalized for other component of the APTs family.

Computational material and methods

*Expression and purification of human acyl protein thioesterase 1 (work done by Sylvia Ho, van der Goot Lab (EPFL))*

The protein was expressed in *E. coli* BL21(DE3) (Novagen). The cells were grown at 37°C in 1 L of LB broth containing 50 µg/ml ampicillin to an OD₆₀₀ of 0.6-0.8, and expression was initiated by the addition of IPTG to a final concentration of 1 mM. The culture was grown for an additional 4 h at 37°C. The cells were harvested by centrifugation at 6500 x g for 15 min at 4°C. The pellet was resuspended in ice-cold H buffer (5 mL/g) (150 mM NaCl, 50 mM Tris-HCl [pH 8.0]) and sonicated on ice using 0.5 s bursts with a 1 s cooling period between each burst. The cellular debris was pelleted by centrifugation at 10,000 x g for 30 min at 4°C, and supernatant was used for further purification of hAPT1.

The supernatant was incubated with 10 ml of pre equilibrated (H buffer) Ni²⁺-NTA resin over night at 4°C to bind the His₆-tagged hAPT1. The bound protein was
eluted with H buffer containing 2M imidazole (pH 8.0). The His6-tag was cleaved with His6-tagged rTEV protease (Life Technologies) for 36 hr at 4°C in a Slide-a-Lyser cassette (Pierce) during dialysis against 2L of H buffer to remove imidazole and the cut His6-tag sequence. The dialyzed solution was incubated with 5 ml of Ni2-NTA resin for 2 h at 4°C to remove both uncut protein and rTEV protease. DTT, EDTA, and glycerol were added to a final concentration of 5 mM, 1 mM, and 5%, respectively, and protein was concentrated to a final concentration of 5 mg/ml by using an Amicon filters (10,000 MWCO) (Millipore) in a cold room.

**Crystallization and structure determination (work done in collaboration with Florence Pojer, PCRYCF (EPFL))**

Crystals of wt/APT1, C2S/APT1 and S119A/APT1 were grown by sitting drop vapour diffusion technique at 4°C from 1:1 mixture of protein solution (50 mM Tris-HCl, pH 8.0, 150 mM NaCl) and reservoir solution. The co-crystals ML348/APT1 were obtained from a 4:1 solution of protein and ML348 that was incubated at 4°C for at least one hour before setting crystal trials. The reservoir solution contained 10% of polyethylene glycol (PEG) 8000, 0.2 M potassium bromide, 0.1M sodium acetate at pH 5.5; 25% of of polyethylene glycol (PEG) 2000, 0.3 M sodium acetate, 0.1 M sodium cacodylate pH 6.5; 25% of polyethylene glycol (PEG) 6000, 0.1 M 2-(N-Morpholino) ethanesulfonic Acid (MES) at pH 6.5. Crystals growing occurred over a period of 5-15 days.

Crystals were flash frozen by immersion in liquid nitrogen after soaking in cryoprotectant solution (reservoir solution supplemented with 25% w/v glycerol in crystallization buffer). X-ray diffraction data were collected from frozen crystals on X06DA of the Swiss Light Source (SLS, PSI, Villigen Switzerland) and indexed, integrated and scaled with XDS program. Phase determinations were carried out by molecular replacement using Phaser of CCP4 Suite and the published structure of APT1 (PDB: 1FJ2) as a template. Coot was used for graphical map inspection and manual rebuilding of atomic models.
Analysis of fatty-acid binding (work done in collaboration with Florence Pojer, PCRYCF (EPFL)).

Bound ligands were extracted from protein sample of wt/APT1 by addition of 500 µL of Ice-cold HPLD grade ethanol to 100 µL of protein (414 µM). The solution was incubated at -20°C for 3 days and subsequently was centrifuged (16,000g at 4°C) and evaporated under vacuum. The residual material was re-suspended in 200 µL of propanol. Chromatographic separations employed an Agilent Zorbax Extended C18 (2.1 mm x 50 mm, 1.8 µm particle size) reversed-phase column run at a flow rate of 0.4 mL/min. A linear gradient with initial and final mobile phase consisting of 50% of water: 50% acetonitrile and 100% acetonitrile, respectively. The presence of fatty acid was determined by mass determination and comparison with a stock solution (Sigma-Aldrich) composed by 4 different fatty-acid standards (Lauric acid (12:0), Myristic acid (14:0), Palmitic acid (16:0) and Stearic acid(18:0))

Size-exclusion chromatography with multi angle laser light scattering (work done in collaboration with my colleague Giulia Fonti)

The mass measurements were performed on a Dionex UltiMate3000 HPLC system coupled with 3 angles miniDAWN TREOS static light scattering detector (Wyatt Technology). A volume of 85 µL of wt/APT1, C2S/APT1 and S119A/APT1 at 40 µL were injected into a Superdex 75 10/300 GL column (GE Heathcare) previously equilibrated with 50 mM Tris-HCl pH 8.0, 150 mM NaCl and 2mM TCEP at a flow rate of 0.5 ml/min. The data were further analyzed using ASTRA 6.1 software.

Atomistic MD simulations.

The initial APT1 conformation of the full-length wt/APT1 is taken from our crystallographic structures and Cys2 was palmitoylated (pCys2) as experimentally reported\(^2\). The resulting model was fully solvated with TIP3P water models\(^4\) in a water box of dimension 70x70x70 Å\(^3\) and neutralized by the addition of NaCl at a concentration of 150 mM. The CHARMM36 force field was used for the parametrization of the protein (with CMAP correction). MD simulation was performed with NAMD 2.9 software\(^4\). The system was minimized for 1000 steps, followed by equilibration in the NPT ensemble for 5 ns at 1 atm and 300 K using a time-step of 2 fs. The pCys2/APT1 system was then simulated for 0.3 µs in the NPT ensemble. Snapshots were taken at 0.1
ns time intervals for structural analysis. The role of the membrane on pCys2/APT1 stability was investigated by embedding the palmitoylated protein in a pre-equilibrated POPC bilayer (of 80 x 80 Å² size) built with CHARMM-GUI\textsuperscript{45}. The system was equilibrated following the protocol reported in ref.\textsuperscript{46} and simulated for 0.3 µs in the NPT ensemble. In both the systems simulated the periodic electrostatic interactions were computed using particle Mesh Ewald (PME) summation with grid spacing smaller than 1 Å.

**Coarse-grained MD simulations.**

The atomistic structure pCys2/APT1 and APT1 were coarse grained from our X-ray structures by martinize\textsuperscript{47} and initially positioned 60 Å above the membrane using insane\textsuperscript{48}, which generates the POPC bilayer and solvent. The pCys parameters were retrieved from a previous CG study\textsuperscript{49}. Five independent replicas, where the protein is aligned with different initial conditions with respect to the membrane, were set up and the resulting systems minimized and equilibrated for 10 ps in NVT using a timestep of 2 fs. Afterward 100 ps of NPT MD with a time step of 20 fs was applied for increasing the temperature and pressure in a range of 300 K and 1 bar, respectively. The temperature was controlled using the Bussi thermostat with a coupling time of 1 ps\textsuperscript{50}, while the pressure was controlled by a weak semi-isotropic coupling with a reference pressure of 1 bar and a compressibility of 3 X 10\textsuperscript{-4} bar\textsuperscript{-1}. Production MD trajectories were collected for 4 µs using a time step of 20 fs. All the simulations were performed using GROMACS 5.1.2.
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5 Conclusions and Outlooks

Complexity is the main keyword in this new age of cell biology. All of us who have run a biological experiment, of any kind, had experienced the feeling that biological systems are extremely complex. Pathways are usually branched and interconnected, proteins usually interact with several partners, membrane are much more complex than a simple cluster of lipids equally distributed between leaflets. Last but not least cellular components are dynamic entities that shuttle between cellular compartment exploiting different functions. Therefore, it is clear that a simple and reductionist modeling, despite providing fundamental information, cannot be other than incomplete and inaccurate for representing the ultimate complexity of the cell.

The level of complexity that regulates biological processes is beyond what we can understand only by conventional structural and molecular biological methods. Hence, a multilevel approach is necessary to achieve a global picture of biological systems necessary for interpreting the multitude of interactions and dynamic events that occur in cells. In this scenario, computational methods are our safety net in this sea of complexity. In the past decades, molecular modeling and simulations, as well as online platforms combined with experimental data (lipidomics analysis, X-ray crystallography, NMR or mass spectrometry, to name few), allowed a more accurate modeling of complex systems such as multi-component membrane bilayers, virus capsids or post-translational modified proteins.

The studies presented in this thesis perfectly mirror this new tendency in biology. In fact, the model of the synaptic plasma membrane, composed by several lipids species differing in both polar heads and acyl tail length, so as in unsaturation level, highlighted the importance of describing with great molecular detail the specific membrane environment for better investigating protein function and stability. Our physical models show the preferential conformation adopted by the amyloid precursor protein (APP) in the membrane, which was in turn not in agreement with the NMR structure, this last one obtained in conditions significantly different from the
physiological ones (Chapter 3). In particular, we showed the important interplay between APP and cholesterol, suggesting not only the key role of this protein in cholesterol biosynthesis, but also the critical role of cholesterol in stabilizing the APP upon cleavage. An additional level of complexity was added to our study by considering another important component in the equation that determines the development of Alzheimer’s disease, namely the γ-secretase enzyme that is responsible for Aβ production. Our results, obtained by carefully modeling realistic membrane conditions, suggested a molecular pathway leading to a plausible APP recruitment mechanism, which is in line with the experimentally observed central role of the nicastrin domain.

This multicomponent model could be the starting point for deciphering two correlated important problems in the field of Alzheimer’s disease: (i) the cleavage process of APP that lead to the Aβ production and (ii) the action mechanism of γ-secretase inhibitors. Currently, the hypothesis that the APP cleavage process is based on a large conformational rearrangement of γ-secretase, pivoting around the extracellular region of NCT. Principal component analysis performed on our simulations (data not shown) highlighted indeed a potential movement of the NCT domain that could resemble the rearrangement required for bringing the APP close to the catalytic site in PS1. These different conformations, along with further computational and experimental validation, could provide hints about some possible mechanism of inhibition, where the γ-secretase rearrangement could be either hindered by compounds binding to the active site or by blocking substrate recognition through binding to the NCT domain. While waiting for novel structural data, simulations can help exploring some of these aspects, always given the intrinsic limitations associated with sampling required to better characterize protein conformational space at the membrane. In general, the lateral diffusion coefficient of lipids in membrane (D = 10^{-8} \text{cm}^2/\text{s})^1 is at least three order of magnitude smaller that the diffusion coefficient of water (D = 10^{-5} \text{cm}^2/\text{s})^2, which results in larger simulation time needed. Moreover, for a proper evaluation of the influence of lipid compositions on proteins dynamics multiple replicas are necessary for adequately sampling relevant configurations of the systems. Therefore, coarse-grained approaches coupled with enhanced sampling techniques (e.g. metadynamics or umbrella sampling) are valid strategies to overcome sampling limitations. For instance, umbrella sampling
and coarse-grained MD simulations have been recently applied for evaluating the protein-lipid-protein interaction for GpA and NaNC.

The next layer of complexity introduced in this thesis was represented by the role of post-translational modifications in membrane-protein interactions. Using a multidisciplinary approach, we proposed that the catalytic relevant conformation of the human acyl protein thioesterase 1 (APT1) is monomeric rather than the dimer found in the crystallographic unit. Moreover, the co-crystal of APT1 with a palmitic acid an extended hydrophobic pocket adjacent to the catalytic pocket allowed us to unveil some unrecognized features of the enzyme-substrate interactions (Chapter 4). Finally, by combining X-ray crystallography, in vitro experiments (e.g. SEC-MALLS) and molecular dynamics simulations, we were able to suggest new molecular details of the enzymatic mechanism of depalmitoylation, which will be at the basis of a more rational design of new APT1 inhibitors.

Having a better understanding of the membrane-enzyme interactions, as well as of the substrate binding mode, we are now in the position to ask some new question: how does the enzyme retrieve this palmitated substrate embedded in the membrane? We showed in Chapter 4 the importance of the β-hairpin (called also β-tongue) in redirecting the enzyme to the membrane surface, but this motif could be useful for substrates recruitment as well. The positive charge of this β-hairpin could represent a probe for finding the extracellular negative region of palmitoylated substrates, as the protein diffuses on the membrane. Once found, the hydrophobic patch of the enzyme could create a hydrophobic region favoring the release of the acyl chain from the membrane, and allocate it to the hydrophobic pocket that we highlighted in the previous chapter. Unfortunately, we do not know yet the specific APT1 substrates that could be used for supporting this theory. However, the structure of APT2, a close homologue of APT1 (roughly 60% of sequence homology) was recently solved, and a APT2 specific substrate was revealed by our collaborators in van der Goot’s lab (data not published). Preliminary CG simulations of ATP2 showed that also this enzyme is directed to the membrane by the β-hairpin, as we observed for APT1. Therefore, we are currently exploring our hypothesis, by more specifically investigating APT2, namely designing mutants with modified β-hairpin, whose substrate recognition and catalytic activity could be tested in vitro by our collaborators.
This thesis provides new molecular and mechanistic insights into the behavior of proteins in their complex environments. As Arieh Warshel once said, “Computational modeling is the best tool we have to see how molecules are working”. Indeed, computational methods are changing the way we explore Nature. Nowadays, techniques like cryo-electron microscopy (EM) and cryo-electron tomography (ET) are contributing to increase the resolution in cell biology studies. Cryo-ET opens windows into cells in order to investigate on their internal, three-dimensional spatial organization. The integration of structural data into stochastic simulations allowed recently for a tomographic reconstruction of *Saccharomyces cerevisiae* and HeLa cells providing testable prediction for further experiments. These new approaches expanded the observed scale of biomolecules within the cell environment, while physical simulations extended the “frozen” observed states to dynamic entities being an indispensable tool for elucidating the structure and dynamics of cells. In this landscape, our multiscale approach for the study of complex and realistic environments represents a complementary method for improving the level of details of several experimental techniques, offering a powerful way for dealing with multi components systems.
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