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Abstract

Pressurized fresh-water fluid-distribution networks are key strategic infrastructure elements. On average, 20% of water is lost by way of leaks around the world. This illustrates the need for more efficient management of pressurized fluid-distribution networks. This paper presents a system identification methodology known as error-domain model falsification adapted for performance assessment of water distribution networks and more specifically, to detect leak regions in these networks. In addition, a methodology to approximate the demand at nodes in water-supply networks is presented and a methodology for estimating uncertainties through experimentation is described. The use of error-domain model falsification for practical use in water distribution networks shows great potential. Finally, two case studies are presented. The first case study is from the water-distribution network of the city of Lausanne. An experimental campaign was carried out on this network to simulate leaks by opening hydrants. The second case study is from a water-distribution network of the commune of Bagnes, and a leak scenario was evaluated. These two case studies illustrate, using full-scale measurements, the potential of error-domain model falsification for the performance assessment of water-distribution networks.
Introduction

Annually, 184 billion USD are spent on clean water supply worldwide. However, collectively, water utilities lose an estimated 9.6 billion USD each year due to water leakage (Sensus 2012). Water supply networks lose an average of 20% of their water supply (Figure 1). The Sensus report also includes an estimate that if leaks were reduced by 5% and pipe bursts by 10%, utilities could save up to 4.6 billion USD.

Currently, most utilities react to leakage on an ad-hoc basis, responding to leaks and bursts and repairing infrastructure only as required by leakage events. There is a need for more rational and systematic strategies for managing infrastructure. Monitoring of water-supply networks could support this need and sensor-based diagnostic methodologies have the potential to provide enhanced management support.

Detecting leaks in water distribution networks is not a new challenge. Several studies over the past century have involved leak detection in fresh-water supply-networks. Hope (1892) studied water losses, and Babbitt et al. (1920) described examples of leak-detection methods such as visual observation and sounding through the soil with a steel rod. Water-hammer techniques and acoustic measurements, considered to be more advanced leak detection techniques, have also been developed. In addition, water loss and related costs have been highlighted for many decades (Niemeyer 1940; Johnson 1947).

Studies involving various leak-detection methodologies have continued into this century. Leak-noise correlation (Grunwell and Ratcliffe 1981; Gao et al. 2006; 2009), pig-mounted acoustic sensing (Mergelas and Henrich 2005) (a “pig” is a device used for cleaning and inspecting pipelines) and ground penetrating radar (Demirci et al. 2012) have all been studied. These techniques are not appropriate for monitoring large networks due to high costs. However, these methods are useful as complements to other methods in order to, for example, locate leaks in network segments that have already been identified to contain leaks.

An additional method, termed water balance, where the network is audited in order to examine the equality between water placed into the distribution system and water taken out was developed by Lambert and Hirner (2000). Morrison created the night flow district metered area (DMA) method (2004). In this method, the network is separated into segments and the water that flows in and out of these segments is metered. Water loss is estimated by taking these measurements when the demand is minimal, usually at night.
In addition, there are several transient-based techniques which use pressure measurements to detect leaks in water supply networks by measuring transient signals. Colombo et al. (2009) reviewed these types of methods and established three sub-categories: inverse-transient analysis (Vitkovsky et al. 2000; 2007), direct transient analysis (Whittle et al. 2010; 2013; Srirangarajan et al. 2010) and frequency-domain techniques. The accuracy of the results is affected by the uncertainties associated with these systems. Thus, many of these techniques are used on single, underground pipelines (Puust et al. 2010) rather than complex water distribution networks. An exception is the study presented by Whittle et al. (2013). However, in this case, slow leak development requires the use of other detection methods.

Another class of techniques are those based on comparisons of measurements with predictions obtained from hydraulic models. This challenge is often framed as an optimization task. The goal is to minimize the differences between predicted values from flow models and network measurements. Such techniques are often based on minimization of least-squares (Pudar and Liggett 1992; Andersen and Powell 2000). Mounce et al. (2009; 2011) used machine learning and fuzzy inference to detect leaks. Poulakis et al. (2003) proposed a Bayesian system-identification methodology for leakage detection. Rougier (2005), Puust et al. (2006) and Barandouzi et al. (2012) also proposed Bayesian-based leak detection methodologies. Romano et al. (2012; 2013; 2014) implemented Bayesian inference in a pipe burst detection framework. Hypotheses made when using traditional residual minimization or Bayesian inference techniques are usually impossible to meet due to the presence of systematic modelling errors and unknown values of induced correlations (Goulet and Smith 2013).

Leak detection is not uniquely carried out in fresh-water-distribution networks. Other pressurized fluid-distribution systems such as oil and gas pipelines may also be subject to leaks. In such cases, the consequences of a leak may be dangerous with a risk of environmental pollution. The Alaska Department of Environmental Conservation (ADEC 1999) presented a review of leak-detection technologies for crude oil-transmission pipelines. For gas pipelines, Murvay and Silea (2012) surveyed leak detection and localization techniques. The techniques presented in these references are comparable to those developed for fresh-water networks. The main difference is the presence of closely-coupled segments in the water network compared with pipelines.
Robert-Nicoud et al. (2005) developed a methodology for sequential sensor placement in water supply networks using entropy. Similarly, Goulet and Smith (2012) developed a model falsification method called error domain model falsification for bridge diagnosis. In addition, they carried out a preliminary study using this method for leak detection on a water supply network (Goulet et al. 2013). This study showed good results for leaks of 100 l/min which is not adequate for full-scale applications; practitioners are interested in detecting much smaller leaks. Moser and Smith (2015) presented a methodology for reduction of water supply networks when paired with error-domain model falsification for leak detection. The reduction process translates the network model into a simpler equivalent model (reducing the number of nodes and connections, and in turn, calculations). Further, Moser et al. (2016a,b) extended this work to electrical networks in order to provide additional case studies for leak detection in water supply networks as the two network types are analogous. In short, previous work has focused on the development of individual technical aspects of the leak detection methodology. What remains is a need to evaluate the performance of these individual aspects as a combined methodology in real-world scenarios. This paper presents the complete scheme with practical case studies that involve real measurements at various leak intensities.

Measurements are not useful unless the data that is generated can be interpreted appropriately. This paper presents a methodology that accommodates systematic uncertainties and is robust in the presence of unrecognized correlations. The objective is to provide a general diagnostic methodology – for water distribution networks, and more generally, for pressurized fluid distribution networks – that is able to locate leak regions. The methodology results in a designated area, or areas, where a leak is known to be present. The size of the region, as well as the number of regions, depends on the number of sensors that are used and the available prior knowledge of the system.

In the following section, the diagnosis methodology is described in more detail. It is then described how this methodology has been modified to support leak detection in water supply networks. The usefulness of the methodology through an application to a part of the city of Lausanne water distribution network is illustrated. In this application, fire hydrants have been opened to simulate leaks. Leak region detection, as well as an estimation of the demand and associated uncertainties is presented. Finally, a discussion of the more general impact of this work is presented.
Methodology

Over nearly twenty years, several researchers have contributed to a methodology for diagnosis called error-domain model falsification (Smith 2016). This methodology is most useful in cases where little information is available to describe the relationships between uncertainties at locations where measurements and predictions are compared. The methodology uses explicit representations of modelling and measurement uncertainty distributions at each location (Goulet and Smith 2012; Pasquier and Smith 2015). Prior knowledge is used to define bounds for the parameter values and to build sets of possible scenarios. A scenario corresponds to a set of parameter values describing the state of the system (e.g. a leak location). Scenarios are generated in order to cover the range of all possible states of the system.

As shown in Equation 1, when comparing predictions \( g_i \) from a numerical model with a measurement, \( y \), modelling uncertainty \( u_{\text{modelling}} \) and the measurement uncertainty \( u_{\text{measurement}} \) have to be included (Goulet and Smith 2013).

\[
g_i + u_{\text{modelling}} = \text{Reality} = y + u_{\text{measurement}} \quad (1)
\]

Equation 1 can be rearranged to obtain Equation 2 in which both uncertainties are combined.

\[
g_i - y_{\text{sim}}(t_j) = u_{\text{measurement}} - u_{\text{modelling}} = u_{\text{combined}} \quad (2)
\]

Using this combined uncertainty \( u_{\text{combined}} \), threshold bounds \( T_{\text{low}}, T_{\text{high}} \) are computed (by taking the 95% interval of the probability density function). The threshold bounds are used in Equation 3 to determine if the predictions are close enough to the measurements at each measurement location.

\[
T_{\text{low}} \leq g_i - y \leq T_{\text{high}} \quad (3)
\]

where \( g_i = g(\theta_{i1}, ..., \theta_{ik}) \)

Figure 2 shows the steps of error-domain model falsification. The first step is to define scenarios. The scenarios, \( s_i \) are defined by the parameters \( \theta_{ik} \) that need to be identified. For example, in the case of leak detection, the parameters are leak locations and leak intensity. The scenarios are generated by sampling to cover all the possible behaviors of the system. Some expert input can also be useful to reduce the sampling size. They are then simulated through a numerical model of the system in order to obtain a population of model predictions (termed the
initial model set). These predictions are used for the identification by comparing them with measurements.

The distinction has to be made between physical and simulated measurements. Simulated measurements are necessary in order to estimate the performance of sensor configurations prior to physical measurement. Simulated measurements are obtained by randomly taking a model instance in the initial model set and adding the combined uncertainties (modelling and measurement) to predictions. Measurements are obtained from the sensors on the real/physical network.

For real and simulated cases, measurements are compared with predictions for each model instance. Threshold bounds, see Equation 3, are used to identify model instances that are compatible with the measurements (candidate models). If the difference between the predictions and the measurements (real or simulated) is within the bounds defined by the thresholds, then the model instance is accepted to be part of the candidate model set. Otherwise, the model instance is falsified and removed from the candidate model set.

Expected identifiability is a cumulative distribution function (CDF) that represents the probabilities associated with obtaining a specific number of candidate models. This CDF is built by testing a large number of simulated leaks on the network. For each scenario, the number of candidate scenarios is computed using the error-domain model falsification procedure presented above. This measure indicates the performance of the diagnosis and is used throughout the work presented here.

**Uncertainties**

The task of estimating correct values for uncertainties is challenging. Sometimes, the information can be determined experimentally (for example, for the sensors). Indications of other uncertainties can be found in the literature. Model simplification uncertainty values are more difficult to estimate. In the case of water distribution networks, estimation of the uncertainty of the demand is challenging, particularly when it is modelled using a statistical distribution and when there is limited data to justify assumptions. The performance of identification using error-domain model falsification is dependent on the estimation of uncertainties. An overestimation of uncertainties will lead to poor identification performance. In extreme cases, either all model instances are accepted because they are all within the range of the thresholds or all model instances are rejected. An incorrect estimation of the uncertainty
(or a wrong hypothesis in the modelling) can lead to an incorrect diagnosis. The methodology created here uses experimental data to obtain an estimation of the threshold values, and, thus the combined uncertainties.

The threshold bounds used in error-domain model falsification to falsify model instances are computed by combining uncertainties that are representative of modelling and measurement errors. Measurement errors are mainly due to sensor resolution since noise and sensor bias can be considered to be negligible. Modelling errors are due to model simplifications and to errors associated with model parameters. Model parameters are often not exactly known. They are based on the network-design plans and estimations. Sometimes, parameters are estimated based on hypotheses made using engineering experience.

Model parameters are categorized into two groups. The first group contains the primary parameters which characterize leak scenarios. For leak detection, these are the leak position and leak intensity, as described above. The other parameters, called secondary parameters, do not explicitly characterize the scenarios. The uncertainties associated with these parameters are included in the combined uncertainty that is used to estimate the threshold bounds.

Secondary parameters include: pipe diameter, pipe roughness, pipe length, nodal demand, node elevation, and the water level in the tank. The propagation of uncertainties of secondary parameters through the model is computed using the Monte-Carlo method. Thousands (10,000) of simulations are carried out by varying the parameters following the uncertainty distributions. An example of a choice of uncertainties is given in Table 1. Three distributions, exponential (Exp), normal (N) and uniform (U) are used. The arguments of these distributions contain defining parameters.

The demand at each node is estimated using an exponential law. The mean of the exponential law (3.13 l/min) represents the minimal demand ratio. Minimal demand ratio is the minimal consumption divided by the number of nodes. By making this hypothesis, the assumption is made that each node has the same “weight”. There is no distinction between large and small consumers; it is the simplest way of modelling the demand without any prior knowledge. For the node elevation and pipe diameter, the uncertainties are represented by a zero-mean normal distributions with standard deviations of 15 cm and 0.75 mm, respectively. These values have been estimated using engineering judgement. Pipe length uncertainty is described by a uniform distribution with minimum and maximum values taken from an ISO norm (ISO 2531 2009).
The values for the pipe roughness and the tank level have been estimated by a review of statistical variation of these data.

Using these uncertainty values, a sensitivity study has been carried out. The relative importance of each parameter is estimated using the surface response technique (Fang et al. 2005; Box and Draper 1959). The technique involves approximating the numerical model by a linear model

$$\mathbf{Y} \approx \mathbf{M} \mathbf{\beta}$$

where $\mathbf{Y}$ is the vector of predicted values and $\mathbf{M}$ the model matrix built from the standardized parameters. The vector $\mathbf{\beta}$ is the least-square estimator of the parameter vector. Each element of this vector represented the relative importance of the associated parameter.

Results are given in Table 2. This table gives the relative importance of the uncertainties in the computation of the flow predictions and pressure predictions for each parameter. One uncertainty has a much larger impact than the others—the uncertainty on the nodal demand, with more than 99% relative importance. These results show that when the demand is not well known and an exponential law is used to model it, the uncertainty of the demand dominates the uncertainties of the other parameters. In such situations, the uncertainty of the nodal demand can be considered alone to represent the uncertainty of the secondary parameters.

Estimation of threshold values

The overall concept of this methodology is to infer threshold values using measurements that represent known events. Instead of searching unknown leaks, the goal is to start with created leaks. Such experiments can be carried out on a network by opening hydrants and controlling the outcome (flow).

When the leak intensity and its location is known with certainty, remaining sources of uncertainty can be quantified. The difference between predictions of this scenario and the measurements is computed. This difference is then taken to be the combined uncertainty of modelling and measurement errors. By repeating these operations for a range of measurements and various scenarios, knowledge of uncertainties is increased. This process is illustrated in Figure 3.

This methodology has been adapted for two desired quantities in water-supply management: (1) leak region detection; and (2) demand estimation. The two EDMF-based methodologies are described in further detail in the following sections, followed by a discussion of two case studies.
in these approaches using sections of real water supply networks in the city of Lausanne and commune of Bagnes.

**Leak-region detection**

For leak region detection, numerical simulations are performed using the water distribution network simulation software EPANET (Rossman 2000). The goal is to develop a methodology that is capable of identifying and defining areas where a leak is located. The size of leak regions, is dependent on the number of sensors used for identification and the prior knowledge of the system.

**Leak scenarios**

In order to detect a leak, a set of candidate model instances is built using leak scenarios. For this study, scenarios are constructed following two hypotheses: (1) one leak occurs at a time; and, (2) leaks occur at a node in the network model. The configurations are obtained by varying leak position (the node where the leak occurs) and leak intensity (the flow going out through the node), see Figure 4. The number of scenarios is equal to the number of nodes multiplied by the number of intensities that are considered. It is not necessary to model leaks that occur at intermediate points of pipes since the presence of uncertainties means that only leak regions, which are bounded by nodes, are identified. Intermediate points do not influence the size of the leak region.

The leak scenarios are simulated using EPANET to obtain a population of model instances. The simulations are steady-state only (not transient). For each model instance, predicted values are computed for the physical quantities (flow or pressure) that are measured by sensors on the network. These predictions are then compared with measurements in the error-domain model-falsification process.

**Comparison with simulated measurements**

This section presents results that have been obtained through a study carried out on part of the fresh-water distribution network in Lausanne, Switzerland. This network contains 263 nodes and 295 pipes. For illustration, in this part of the study, simulated measurements are used (a later section includes two case studies where full-scale measurements are employed). Simulations of measurements and leak scenarios are performed based on the minimum water demand. Analysis of water distribution networks is generally conducted during minimum
demand hours because uncertainties related to the consumption is minimal in this time period.
In this case, this minimal demand is 830 l/min. This value was then divided by the number of
nodes to obtain the mean consumption for each node. For simulations, the nodal demand is
described by an exponential distribution. The exponential distribution is utilized as a logical
way to represent this water demand where there is a high probability to have a low consumption
and a low probability to have a high consumption.

For this illustration, the number of sensors is chosen to be three, and they were placed using a
greedy algorithm (Moser et al. 2016a). Figure 5 shows the results obtained for four leak
scenarios. White circles indicate the demand nodes. The links between these nodes are the
pipes. Squares are sensor locations on the network. The cross gives the position of the simulated
leak. In each of these four examples, the leak intensity used is 100 l/min. The nodes in dark
grey indicate the candidate leak scenarios, i.e. those possibilities that have not been falsified.

The four examples in Figure 5 illustrate two situations. First, in Cases (1) and (2), the number
of candidate scenarios is important. The size of the regions that are defined by the candidate
leak scenarios is too large to be able to satisfactorily identify the leak-region. These results
show that the methodology may be useful only to falsify one side of the network. In Case (1)
all candidate leak scenarios on the right side have been eliminated, and in Case (2) the entire
left side is falsified. These results may be useful in practice if the methodology is combined
with local leak detection techniques, such as acoustic methods. Discarding half of the leak
locations divides the necessary time for searching with a local technique in half. Nevertheless,
more accuracy is desirable. In Cases (3) and (4) the number of candidate leak scenarios is lower
than in Cases (1) and (2). In such situations, the region defined by the candidate leak scenarios
is small enough to obtain information related to the leak location.

To illustrate the utility of the expected identifiability, a first example is shown in Figure 6. In
this figure, the CDF of the expected identifiability is given for two values of the global demand
(the demand on the entire network): 830 l/min and 415 l/min. These results are for a leak
intensity of 100 l/min and the same sensor configuration shown previously. This graph shows
that there is a 95% probability to identify less than 120 candidate leak scenarios (or to falsify
more than 145 leak scenarios), for the demand of 415 l/min. This means that in 95% of cases it
is possible to reduce the population of candidate leak scenarios by half for a leak intensity of
100 l/min. With a 50% probability, it is possible to reduce the initial model set to less than 69
candidate leak scenarios. In comparison, for a global demand of 830 l/min, a 95% probability
results in 216 candidate models and 136 for a probability of 50%. This graph shows that the
identification performance is two times better for the flow rate of 415 l/min because the
expected population of candidate models is approximately equal to half when compared to that
for the 830 l/min flow rate.

The second example shows the expected identifiability when using pressure sensors rather than
flow sensors (Figure 7). The model and the parameters are exactly the same as before, with the
same associated uncertainties (the global demand is 830 l/min). The only difference is that the
pressure at the nodes are predicted instead of the flow in the pipes. In this graph the performance
is given for three sensor configurations. They were obtained with a greedy algorithm that
optimized the expected identifiability for the 95% probability (Moser et al. 2016a). The
configurations are composed of three, five and 15 sensors to show the evolution of performance
when increasing the number of sensors. For comparison, the curves of the three flow-sensor
configurations are also given.

These results show that the increase of the performance when increasing the number of sensors
is not very pronounced. This is especially true around the 95% probability where the increase
is almost null. By comparing these results with the CDF of the three-sensor configuration, the
conclusion can be made that in this specific case, measuring flow is more appropriate than
measuring pressure. For three flow sensors, the performance is significantly greater than for 15
pressure sensors. The reason is that variations observed in the pressures predictions for leak
scenarios are too small in comparison with values for the threshold bounds. Therefore, scenarios
cannot be differentiated by pressure predictions. In another situation having lower uncertainty,
pressure sensors might be used efficiently. Pressure measurements are more often used with
transient models (Whittle et al. 2013).

Demand estimation

In most networks, knowledge regarding the distribution of demand is low. Nevertheless, the
global demand is often known. It is computed by measuring the water that goes in and out of
the network. Although there are counters for each paying consumer, these counters only record
the yearly cumulate consumption; there is no information about how this distribution varies, for
example, throughout a day.

The behavior of water distribution networks is governed by the demand of the consumer. For
this reason, it is important to increase knowledge regarding demand parameters. This can be
achieved using error-domain model falsification. The methodology developed for this purpose is illustrated using simulated measurements which are retrieved in the manner described in the methodology section.

The methodology is essentially the same as that used for leak detection. The difference is in the identification objectives. The model instances that are used to compute the predictions are different. Instead of leak scenarios, they are built from demand scenarios.

Demand scenarios

In order to estimate the demand, the model instances are built using the nodal demand as the primary parameter. For this reason, the scenarios are referenced as demand scenarios. Each demand scenario represents a specific demand configuration of the system. In the same way as for the leak scenarios, assumptions have to be made in order to limit the sampling size. It is not possible to sample the demand at each node and then to build all the permutations such that all possible behaviors are explicitly considered. The number of scenarios is equal to the number of nodes as based with an exponent of the number of samples for each node. For example, if three sampling values are tested at each node, then, for a total of 265 nodes, the number of scenarios is greater than 18 million ($265^3$).

In order to achieve consistent sampling, the number of nodes where the demand is estimated needs to be reduced. This is achieved by using a network reduction technique (Moser et al. 2015). The reduction is shown in Figure 8. Only nodes at the three monitored pipes and the nodes connected to the tank and reservoir are included in the reduced network. By performing the sampling only at the nodes connected to the monitored pipes, the task of estimating the demand is reduced to six nodes. This is the upper limit for sampling. For eight sampling values at each node, the number of scenarios is greater than 1 million.

Generally, the global demand is known or can be estimated. That information can be used for the sampling by adding a constraint that fixes the sum of the six nodal demands to be equal to the global demand. If the global demand is not precisely known, then sampling can be repeated for various global-demand values in the same way that it has been done for leak intensity. For this reason, this parameter is termed demand intensity. In order to build scenarios, the demand intensity is divided by the number of nodes in the non-reduced network. Then, the subdivided demands equivalent to the mean nodal demand, are distributed randomly to each of the six nodes in the reduced network. By doing this, the sum will always remain equal to the demand.
intensity. In the next section, results using simulated measurements (retrieved in manner presented in the methodology section) to estimate the number of scenarios that need to be built following this procedure in order to have a consistent sampling are presented.

Comparison with simulated measurements

The EPANET model is run with varying demand. The demand of each node is varied following a time pattern that was built randomly. Figure 9 shows the pattern for Node 1. The horizontal axis gives the time in hours, and the vertical axis gives the nodal demand in l/min. The time step for the pattern is five minutes. The black curve represents the demand for Node 1, and the grey curve represents the total demand (i.e., the sum of the six nodal demands). The demand pattern for the other nodes is not shown.

The model of the network is then simulated with these patterns and according to Equation 4.

\[ y_{sim}(t_j) = h(\theta_1(t_j), ..., \theta_k(t_j)) + u_{combined} \quad (4) \]

Simulated measurements are obtained by taking the flow value prediction. In the same way that it has been done for leak detection (and described at the end of the methodology section), the combined uncertainty is added to the predictions to obtain simulated measurements. Simulated measurements are used to test demand estimation through error-domain model falsification. The uncertainties used are the same as in the leak detection. The only difference is that the uncertainty of the demand is removed, because the demand is the parameter which needs to be identified.

Each measurement is compared to the predictions obtained by simulating a population of demand scenarios. Then, after the model falsification process, measurements are associated with a population of candidate demand scenarios. The flowchart in Figure 10 illustrates the process for demand estimation and how to ensure the quality of the sample.

Figure 11 shows results obtained when testing the number of samples necessary for the demand estimation. For each sample size tested, the number of times the correct value is included in the candidate models is computed (the percentage of correct identification). The sample sizes tested are 10,000, 20,000, 40,000 and 80,000. The results show that at 40,000 samples, the increase in the six nodes is over 90% and the increase after that slows. The cost of using more than 40,000 in terms of computation is drastically larger than the amount of increase in performance which would be achieved.
Figure 12 shows the results obtained for the estimation of the demand for the six nodes with 40,000 samples. The solid lines (versus the individual points) represent the 95% confidence intervals of the estimation, and the points are the exact demand values to identify. In accordance with previous results, the real value is inside the confidence interval in most cases.

**Case studies**

In this section, two case studies involving existing water distribution networks are presented. The first case study is part of the water-distribution network of the city of Lausanne. An experimental campaign was carried out to simulate leaks by opening hydrants. The second case study is from a water distribution network of the commune of Bagnes. With this network, a sensor placement study was carried out. These case studies show the potential of error-domain model falsification for the performance assessment of water distribution networks. The aspects covered by each case study are summarized in Table 3.

**Lausanne water distribution network**

This case study is based on a section of the water distribution network in Lausanne, Switzerland. The water distribution network in the city of Lausanne is separated into six independent subnetworks. This case study is based on an experimental campaign where leaks are created throughout the network at different locations by opening hydrants. The model of this network is shown in Figure 13. It consists of 265 demand-nodes and 295 pipes. The pipes are represented by black lines and the nodes, white circles. This network is equipped with three flowmeters. Their positions are given by the black crosses.

The goal of this part of the study is to test the error-domain model-falsification methodology through various leak scenarios. These scenarios have been created by opening nine hydrants at four flow rates in order to simulate leaks at each position. The positions of the hydrants have been chosen such that the main regions of the sub-network are covered. They are given by the numbers in circles in the network representation displayed in Figure 13.

The flowmeter locations have been chosen using a sensor placement methodology based on the greedy algorithm and expected identifiability (Moser et al. 2016a). All three flowmeters are electromagnetic insertion flowmeters: the HydrINS 2 from hydreka (Figure 14). They have been programmed to take measurements every 15 minutes.
The behavior of a water distribution network is often governed by consumer demand. Generally, this data is not readily available. For this study case, the only available information is the global demand of the network. There is no information regarding the distribution of the demand throughout the network. In order to reduce the uncertainty resulting from such a lack of information, measurements are recorded only during the period of the day when consumption is the lowest. This is between 1:00 am and 4:30 am. Figure 15 shows the flow that is measured for one week (9th March to 15th March 2015) during the lowest consumption period.

Demand estimation

The demand of each node in the network is unknown. In order to bring the model behavior closer to the real behavior, error-domain model falsification is used to estimate the demand in the network. This is done by comparing demand scenarios with measurements. It is assumed that there is no leak in the network at the time of this measurement.

The only information available to model demand scenarios is the global demand of the network. It is not possible to use a normal sampling strategy to cover all possible behaviors of the system because the demand of each of the nodes can vary. The result is that the number of scenarios is equal to the number of nodes as a base with an exponent equal to the number of samples for the demand. For three sampling values and 265 nodes there are more than 18 million scenarios.

To overcome this challenge, a two-part solution is proposed. The first part of this solution is to obtain a reduced network keeping only the pipes that are monitored (Moser et al. 2015). Then, the demand is modelled only on the nodes connected to the monitored pipes (six nodes for the City of Lausanne network).

This leads to the second part of the solution—modelling the demand at the nodes randomly in order to build a number of demand scenarios. This is accomplished by using the only information available: the global demand. The condition is fixed such that the sum of the nodal demands at each node equals the global demand. The demand is allocated to each node by following a discrete uniform distribution varying from zero to the global demand. For this case study, 40,000 samples are used. The results in Figure 11 illustrate that this amount of samples is sufficient. This figure shows that above 40,000 samples, the increase of performance slows down significantly.
Figure 16 shows results for the estimation of the demand for the six nodes of the reduced network. In each graph, the horizontal axis represents the time. For this example, the time period is the same used previously to present the measurements. The vertical axis represents the demand for the node, given in l/min. The black curves are the 95% confidence intervals on the demand estimation. This means that, in each plot, 95% of the candidate models are between the two black curves. The dashed black curves display the median of the estimation and the grey curves, the average. The median and the average show that for all nodes except Node 3, the majority of candidate models are concentrated in the lower half of the confidence interval. This means that the estimation of the demand is higher for Node 3.

The results also show that the demand varies at each measurement time. In the following section, the demand used for leak detection is the average of the estimation performed the hour before the experiment, assuming that the demand does not vary significantly throughout the experiment. The graphs show that there are periods where the intensity is stable.

Leak-region detection

As explained previously, in order to test the leak detection methodology, an experimental campaign was carried out. Leaks were simulated on the network by opening hydrants. For each hydrant, four leak intensities were tested: 25 l/min, 50 l/min, 75 l/min and 100 l/min. The procedure was the following. Each night during the campaign, a hydrant was opened. The flow coming out of the hydrant was measured using a flowmeter. Figure 17 shows the setup used for the experiment.

The procedure was to open the hydrant to the first intensity (25 l/min) and then increase the flow each 30 minutes. An illustration of the procedure is given in Figure 18. The blue box that is connected to the hydrant is the flowmeter. Two reasons for waiting 30 minutes are that the perturbation needs time to reach the sensors and a minimum of two measurements are needed for each leak intensity (measurements have been taken every 15 minutes, this frequency was chosen to limit the amount of data and has no effect on the accuracy of the estimation). The positions of the nine hydrants used during the experimental campaign are illustrated on the network in Figure 13. Each hydrant is represented by a circle and a number. The hydrants have been chosen to cover all the regions of the sub-network.

At first, the results obtained when applying error-domain model falsification with the retrieved measurements show that all models were falsified. While initially alarming, this demonstrates
a strength of error-domain model falsification. This provides a warning that there are wrong
assumptions associated with the modelling, sampling and uncertainties. Various reasons can
explain such behavior. For example the sampling choice might be inappropriate for the primary
parameters.

In this case, the main reason for the falsification of all the models is the way in which the
demand of the network has been modeled. Since the distribution of the demand at each node is
unknown, it has been modeled as an uncertainty using an exponential distribution as described
previously. The results show that this model is too far from reality. For this reason, an estimation
of the demand has been carried out using error-domain model falsification. The idea is to use
the measurements retrieved before the experiment to estimate the demand during the
experiment.

More specifically, the hydrant is opened at 2:15 am with a flow of 25 l/min. The period of time
used for the demand estimation is between 1:00 am and 2:15 am. At each measurement time
step (every 15 minutes), error-domain model falsification is used to obtain the population of
demand scenarios. Each time step is computed separately without considering the transient
phenomena. For this reason, only steady-state simulations have been used. Building scenarios
considering the time parameters would increase the number of scenarios an exorbitant amount.
Then, for each node, the average of the demand is computed for the time period and used as an
estimation of the demand for the leak detection. Figure 18 illustrates this procedure.

Threshold estimation

A good estimation of the uncertainty is important for error-domain model falsification. The
thresholds used in the methodology are built using uncertainty values. In this case study, the
estimation of the modelling uncertainties is difficult because parameters that govern the system
behavior, such as the demand, are not well-known.

However, in this case study, the target of the identification is fixed. The leak intensity and
location are known. For this reason, the problem is inverted in order to estimate the
uncertainties. This is achieved by comparing each measurement to the corresponding
prediction. Variations between these values give information about the combined uncertainty
of the system.
Figure 19 shows the value of measurements and predictions at each step time for two sensors.

Measured values are represented by black lines. Predicted values are represented by the short dashed lines for the predictions obtained with demand estimation and long dashed lines for predictions obtained without demand estimation. These graphs show that when the demand is modeled with an exponential law instead of estimating it through model falsification, there is a significant bias for the flow in sensor 1. The results for sensor three shows that the curve of predicted values with demand estimations follows the measured values even when there is a jump in the measured values such as between the two tests presented in Figure 19.

In order to estimate the combined uncertainty, the differences between each measurement and corresponding predictions are computed. Figure 20 shows these results for the three sensors and for the cases when the demand is estimated and when it is not. The results are provided for the nine hydrant tests, listed on the horizontal axes. The vertical axes give the difference between the measured and predicted flows (in l/min). For each hydrant test, this difference is computed for eight measurements, two per leak intensity. The corresponding points are represented by the black squares on the graphs. The variation of the points across one hydrant test is due to modelling and measurement errors. Maximum and minimum values define an interval that can be considered as an estimation of the uncertainty. The evolution of this interval is illustrated on the graphs by the two grey curves.

The results in Figure 20 illustrate that the combined uncertainties are biased. Comparing the results obtained with and without demand estimation shows that estimation of the demand reduces the bias, especially for the first sensor. This demonstrates that estimating the demand will increase the quality of the flow predictions.

As explained previously, the demand is estimated before each hydrant test. The evolution of the bias with the hydrant tests shows that the quality of the demand estimation changes from one test to another. This is due to the fact that in some cases the demand changes faster than the estimated value.

The results in Figure 20 give the estimation of the uncertainties for each hydrant test separately. Each uncertainty estimation is related to a given demand estimation. Instead of considering each hydrant test individually, the difference between measurements and predictions can be considered together. This results in an estimation of uncertainties that include the uncertainty of the demand estimation process. Figure 21 shows these results in the form of histograms. The horizontal axes represent the difference between predictions and measurements. The vertical
axes display the probability. The width of the base of the histogram is a consequence of the variations values, including biases observed in Figure 20.

Estimations of uncertainties obtained in this way could be used directly to build thresholds for error-domain model falsification. However, in this case study knowledge of the demand must be enhanced in order to reduce the width of global combined uncertainties.

Figure 22 shows the results obtained for a simulated leak (simulated in the model) of 100 l/min when using threshold bounds estimated using all the hydrant tests. These results show that when demand estimation is used with threshold bound determination it is possible to identify the leak region.

**Bagnes water distribution network**

This case study is based on one of the water distribution networks of Bagnes. Bagnes is a commune in Valais State (Switzerland), situated in the mountains. Bagnes is made up of many villages, the most famous being Verbier. The water distribution networks of Bagnes are monitored in order to help with management of the networks. Each network in Bagnes is connected to one or more tanks that supply the water. The water going in and out of each tank is monitored continuously in order to directly gain knowledge of the consumption of each network.

This data can be used to detect leaks by observing abnormal variations in the measurements. However, the information is not sufficient to locate the leak-region, especially for networks connected to only one tank. This case study will initiate with a leak that has been observed and show the gain that can be obtained by installing sensors throughout the network.

Figure 23 shows the model of the water distribution network of Bagnes. It is made up of 900 nodes and 904 pipes. In comparison with the water distribution network of Lausanne shown previously, the number of pipes and nodes seems high. It is not because this network is bigger; in terms of size, it is a smaller network. The reason for the higher number of pipes and nodes is that the representation is more refined for the model of Bagnes. In the case of the Lausanne network, the network is already simplified.

The advantage of working on a smaller network is that the lowest consumption value is smaller. Since Lausanne is a city, even during nights, there are activities that take water from the network. For the Lausanne network the lowest consumption is around 830 l/min. For this
network, the lowest consumption is approximately 100 l/min. This data is displayed on Figure 24 which shows the mean hourly consumption for the month of August. The challenge is not the same in winter because this network is in the village of Verbier, one of the more prominent ski resorts in Switzerland. In winter, the population of Verbier increases to 50,000 inhabitants although it counts only 3,000 official inhabitants. This means that in winter the consumption, as well as the related uncertainty, is higher.

During the summer of 2013, a jump was observed in the flow measurement that records the water coming into the network from the tank. This jump is illustrated in Figure 25. This graph compares the daily measurements taken between the 21st of July and the 24th of September in 2012 and 2013. The jump measured in 2013 is due to a leak. Using this measurement, the leak intensity is estimated to be 200 l/min. These measurements also show that the leak was active for approximately 15 days. That means that it took more than 10 days to detect, locate and repair the leak. That time could be significantly reduced by using a monitoring system for leak detection. This amount of time with such a leak represents a loss of more than 4 million liters of fresh water. This study will show that by using error-domain model falsification, the leak-region can be located.

Leak-region detection

In this section, the leak detection methodology is tested for the leak that occurred in 2013. In order to achieve this, the same leak is simulated. The simulation of the leak is used to build simulated measurements. These measurements are then treated with error-domain model falsification for three sensor configurations: one with two sensors (Figure 26), one with six sensors (Figure 27, top) and one with ten sensors (Figure 27, bottom). The locations of the sensors are given by the black crosses. The nodes in dark represent the candidate leak scenarios. The position of the leak is shown by the four arrows.

The graph in Figure 28 shows the predicted value for the sensor in the middle of the branch where the leak is located (the sensor is represented above the graph). The horizontal axis gives the leak scenarios and the vertical axis, the predicted flow. The predictions are represented by the black points. The dashed horizontal lines are the threshold bounds and the continuous line, the value of the simulated measurement. All the points that are not between the thresholds are falsified. This figure clearly shows that in this case this sensor configuration is sufficient to identify the leak region.
Conclusions and discussion

An error-domain model-falsification methodology that is uniquely adapted for leak-region detection demonstrates potential for practical use.

Error-domain-model falsification is useful for estimating the demand at a small number of nodes. The strategy to estimate combined uncertainty helps aggregate uncertainty sources.

The study of the Lausanne network revealed that demand estimations decrease the uncertainty of the system and lead to better performance for leak detection. The estimation of uncertainties shows that significant bias is present. This supports the use of error-domain model falsification for data interpretation. Demand estimation removes part of the systematic uncertainty. Reducing systematic uncertainty lowers interdependence of measurement locations, and this improves predictions.

The results of the Bagnes case study further show that error-domain model falsification can help locate leak regions within a water supply network. This is demonstrated through the example of a leak that has occurred on the Bagnes network. This example shows that even high intensity leaks take time to be located without such support for the leak detection, and this results in significant water loss.

In addition, this case study shows that a smaller network, situated in a village rather than a city, could have a smaller minimum demand ratio, and thus reduced uncertainty.

In all of the case studies presented in this paper, the networks were dependent on a single reservoir or tank. In reality, networks can be designed in various ways, including, for example, with intermediate reservoirs. The methodology presented is capable of accommodating such networks. The manner in which the network is modelled would need to include these new parameters.
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Table 1. Uncertainties related to secondary parameters (Exp is an exponential distribution, N is Gaussian and U is uniform). The arguments of the distribution contain defining parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Uncertainty distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodal demand [l/min]</td>
<td>$\sim \text{Exp}(1/3.13)$</td>
</tr>
<tr>
<td>Node elevation [m]</td>
<td>$\sim N(0,0.015)$</td>
</tr>
<tr>
<td>Pipe diameter [mm]</td>
<td>$\sim N(0,0.75)$</td>
</tr>
<tr>
<td>Pipe length [m]</td>
<td>$\sim U(-0.03,0.07)$</td>
</tr>
<tr>
<td>Pipe roughness</td>
<td>$\sim U(0,0.015)$</td>
</tr>
<tr>
<td>Tank level [m]</td>
<td>$\sim N(0,0.32)$</td>
</tr>
</tbody>
</table>

Table 2. Relative importance of secondary-parameter uncertainties

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Relative importance for flow predictions [%]</th>
<th>Relative importance for pressure predictions [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodal demand [l/min]</td>
<td>99.77</td>
<td>97.81</td>
</tr>
<tr>
<td>Node elevation [m]</td>
<td>5.45E-04</td>
<td>9.06E-02</td>
</tr>
<tr>
<td>Pipe diameter [mm]</td>
<td>2.25E-01</td>
<td>5.14E-01</td>
</tr>
<tr>
<td>Pipe length [m]</td>
<td>3.11E-03</td>
<td>3.34E-02</td>
</tr>
<tr>
<td>Pipe roughness</td>
<td>5.34E-05</td>
<td>1.49</td>
</tr>
<tr>
<td>Tank level [m]</td>
<td>2.80E-04</td>
<td>6.38E-02</td>
</tr>
</tbody>
</table>

Table 3. Overview of aspects covered by each case study

<table>
<thead>
<tr>
<th>Case study</th>
<th>Aspect illustrated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Leak detection</td>
</tr>
<tr>
<td>Lausanne network</td>
<td>✓</td>
</tr>
<tr>
<td>Bagnes network</td>
<td>✓</td>
</tr>
</tbody>
</table>
### Leakage rates by country [%]

<table>
<thead>
<tr>
<th>Country</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bangladesh</td>
<td>48</td>
</tr>
<tr>
<td>Mexico</td>
<td>45</td>
</tr>
<tr>
<td>Brazil</td>
<td>39</td>
</tr>
<tr>
<td>China</td>
<td>36</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>35</td>
</tr>
<tr>
<td>South Africa</td>
<td>29</td>
</tr>
<tr>
<td>France</td>
<td>27</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>21</td>
</tr>
<tr>
<td>Average</td>
<td>20</td>
</tr>
<tr>
<td>Russia</td>
<td>19</td>
</tr>
<tr>
<td>Australia</td>
<td>18</td>
</tr>
<tr>
<td>India</td>
<td>18</td>
</tr>
<tr>
<td>United States</td>
<td>11</td>
</tr>
<tr>
<td>Germany</td>
<td>7</td>
</tr>
<tr>
<td>South Korea</td>
<td>5</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Leak location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node 1</td>
</tr>
<tr>
<td>Node 2</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>Node N</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Leak intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intensity 1</td>
</tr>
<tr>
<td>Intensity 2</td>
</tr>
</tbody>
</table>

[Diagram showing leak intensity and location for different nodes]
**Model instance generation**

Input:
- \( n \) demand-scenarios
- \( s_i = [\Theta_{i1}, ..., \Theta_{ik}] \)
- \( \Theta_{id} \): demand at node \( d \) for scenario \( i \)

EPANET model \( g(\cdot) \)

Output:
- Flow predictions
- \( g_i = g(\Theta_{i1}, ..., \Theta_{ik}) \)

**Simulated measurement generation**

Input:
- Nodal-demand time pattern
  - \( \Theta_k(t) \)
  - \( \Theta_h(t) \)
  - \( \Theta_r(t) \)

EPANET model \( h(\cdot,t) \)
+ combined uncertainties

Output:
- Simulated flow measurements
- \( y_{sim}(t_j) = h(\Theta_1(t_j), ..., \Theta_k(t_j)) + u_{sim} \)

**Comparison of simulated measurements \( y \) with model instance predictions \( g_i \)**

For each time step \( j \)
- \( T_{low} \leq g_i - y \leq T_{high}, i = 1, ..., n \)

\( \Rightarrow \) \( g_i \) is a candidate model

**Results**
- Nodal demand
- Demand estimation ranges (95% conf. interval)

**Performance:**
- Percentage of nodal demand point inside demand estimation ranges

**End**

Is state criteria reached?

- Yes
- No