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Abstract—Finding sources of airborne chemicals with mobile sensing systems finds applications across the security, safety, domestic, medical, and environmental domains. In this paper, we present an algorithm based on source term estimation for odor source localization that is coupled with a navigation method based on partially observable Markov decision processes. We propose an innovative strategy to balance exploration and exploitation in navigation. The method has been evaluated systematically through high-fidelity simulations and in a wind tunnel emulating realistic and repeatable conditions. The impact of multiple algorithmic and environmental parameters has been studied in the experiments.

I. INTRODUCTION

In a large number of situations, finding the source of a gaseous chemical released in the air becomes vital. For instance, in the context of search and rescue, or safety and security operations, such mission would involve finding explosives or drugs in airports or industrial facilities, or search for survivors in case of natural hazards.

Despite the growing community of robotics and environmental engineers studying this crucial topic for more than two decades, odor source localization using mobile or static sensor nodes remains a challenging operation in realistic environments. The main difficulty arises from the dispersion phenomenon [1], which is a combination of molecular diffusion that drives odor patches away from the source, as well as the advection due to the airflow that carries the molecules in its direction [2]. As a result, the odor plume is shaped not only by the characteristics of the source, but also by the airflow which, in turn, is influenced by the environment.

To simplify this challenging problem, scientists usually divide it into three sub-tasks [3]: (i) odor plume acquisition, which refers to a search method that aims to find the plume in the environment; (ii) odor plume tracking, that is the phase where the robot leverages the samples obtained from the plume to localize the source; (iii) odor source declaration, is the final task, during which the agent validates and declares the location of the source.

The first and the last sub-tasks usually involve other modalities and depend on the application or the scenario in which the strategy is taking place. Therefore, most of the studies in the literature focus on the plume tracking sub-task, which is the core and the most challenging part of the mission. A large variety of strategies have already been implemented for this sub-task that can be classified into four often overlapping categories [4]: gradient-based, bio-inspired, formation-based, and probabilistic algorithms.

Gradient-based algorithms assume the plume to be a smooth concentration gradient. This type of algorithms, while being the most intuitive and computationally light ones, need relatively long time windows to find the source [5].

Bio-inspired algorithms define methods similar to existing behaviors in nature, such as search strategies of moths, dogs, bacteria, etc. [6]. The advantage of these algorithms is in their independence from any a priori information about the environment, its atmospheric conditions, or the historic observations, which makes them robust for unknown and dynamic areas. Nevertheless, due to low performance of current sensing and locomotion technologies compared to their biological counterparts, these algorithms are still far from being reliable in realistic environments [7].

In a relatively new approach, formation-based algorithms are designed for multi-robot systems [8]. Sampling multiple points at the same time is an advantage of this type of method, but since the coordination between agents is necessary, the entire method relies on inter-robot communication and relative positioning.

Probabilistic algorithms model a belief on the source location in the form of a probability distribution derived from the observations made by the agents in the environment [4]. After each observation, the belief is updated using Bayesian estimation. This process continues until the probability distribution reduces to a Dirac function. Infotaxis [9], particle-filter-based algorithms [10], and Source Term Estimation (STE) [11] are the main examples of this category.

While these algorithms can be computationally expensive, they have many advantages. Firstly, unlike the previously mentioned methods that provide only the source position, they generate a richer set of information about the environment (e.g., [12]) or the source characteristics [11]. Secondly, since the framework is probabilistic, the provided information is associated with an amount of uncertainty, which shows how trustworthy the data are. Lastly, compared to the other categories, probabilistic algorithms are more flexible in terms of the type of underlying hardware (e.g., static, mobile, single or multi-agent).

Considering the above mentioned advantages, we chose to focus on STE algorithms in this paper. STE algorithms rely on a plume model and aim to learn the parameters...
of the model while the sensory system gathers data in the environment. Since the concept is very broad, the algorithm is not exclusively used for gas sources; depending on the model, it can be applied to any type of source (e.g., radiation [13]). Neither is it limited to mobile sensor nodes, as it can be used with a static sensor network (e.g., [14]).

However, when used on mobile robots, STE algorithms can be coupled with a navigation strategy which makes the data collection more time-efficient. Different navigation methods have already been used with STE in the literature. Partially Observable Markov Decision Processes (POMDP) [13] and mutual information maximization [15] are among the popular methods in this area. However, most of the works involving mobile robots have been only evaluated in simplified simulations (e.g., [15], [16], [17]).

Hence, the first contribution of the present work is the evaluation of an STE algorithm in a high-fidelity robotics simulator as well as in the physical reality. Additionally, the evaluation was done in different environmental conditions to verify the robustness of the method to various configuration. Moreover, the influence of a few key algorithmic parameters of the method on the performance was also studied. Finally, an enhanced navigation strategy is presented and evaluated.

II. Method

As mentioned previously, this work is built on the STE algorithm. STE is a probabilistic framework in which different strategies can be used. The general idea is to rely on a plume concentration model whose parameters have to be estimated throughout the experiment. The nature of the parameters depends on the model of choice, but, in any case, they include the source position, which is the goal of the Odor Source Localization (OSL) problem.

STE methods are usually flexible enough to be performed on a large variety of sensing assets, ranging from static sensor networks to heterogeneous mobile robots. In the case of a controllable mobile system, the estimation algorithm is augmented with a navigation strategy to increase the amount of acquired information at each step.

Since in most of the applications of OSL the optimal method is the one with the lowest time of estimation, we believe that using mobility could significantly improve the performance. Moreover, assuming slowly changing plume conditions, in absence of mobility, a large number of static sensors would be required to capture spatially rich enough information, while much fewer mobile sensing assets would be sufficient to gather the same amount of information. Therefore, in this work, we use a single mobile robot equipped with a chemical sensor to sample the environment.

As a result, our method consists of two main parts: estimation and navigation. In the estimation part, the algorithm estimates the parameters using the data that the robot has acquired. In the navigation part, the goal is to send the robot to the best neighboring point to obtain as much information as possible. This cycle, represented in Figure 1, continues until the uncertainty on the parameter estimation becomes negligible.

A. Plume Model

Probabilistic algorithms usually rely on a plume model for updating their belief about the source position. In this work, we chose to use the pseudo-Gaussian concentration plume model [18], presented in Eq. (1), which describes the time-averaged concentration model for a continuous point source in a laminar flow, where $Q$ is the source release rate and $\bar{u}$ the average wind speed.

$$C(Q, x_s, y_s, \sigma_y) = \frac{Q}{\sqrt{2\pi} \bar{u} \sigma_y} e^{-\frac{(y-y_s)^2}{2\sigma_y^2}}$$

In this equation, the X-axis is assumed to be aligned with the direction of the airflow and it is defined for all the $x$ downwind of the source (i.e., $\forall x \geq x_s$). The concentration is simply 0 for all points upwind of the source (i.e., $\forall x < x_s$). The source is positioned at $(x_s, y_s)$ and $\sigma_y$ is the standard deviation of odor dispersion on the Y-axis, which is simplified to be a linear function of the upwind distance from the source $(x - x_s)$.

Moreover, since we are leveraging an STE method, the goal of the algorithm is to estimate the parameters of the model. Therefore, the set of parameters to be estimated for this model is $m = \{Q, x_s, y_s, \sigma_y\}$. As the standard deviation $\sigma_y$ is of form $\sigma(x - x_s) = a(x - x_s) + b$, it has two parameters to be estimated. Thus, five parameters remain to be estimated, making the problem five-dimensional.

B. Parameter Estimation

The estimation is performed probabilistically using the Bayesian formulation presented in Eq. (2), where $m$ represents the set of model’s parameters and $D$ the obtained data through sampling. The posterior $P(m|D)$ represents the probability distribution on the parameters values.

$$P(m|D) = \frac{P(m)P(D|m)}{P(D)}$$

The evidence $P(D)$ being a normalization factor, it can be neglected. Hence,

$$P(m|D) \propto P(m)P(D|m)$$

We consider the prior $P(m)$ a uniform distribution between the limits of each parameter. Therefore, the posterior $P(m|D)$ will be proportional to the likelihood $P(D|m)$ within the parameters limits, and equal to 0 outside.

The likelihood $P(D|m)$ defines the probability of obtaining a set of data, given a set of parameters. In other words, it returns the likelihood of a set of parameters given the data.
that the robot collected up to the present time. It is defined in [14] as follows:

\[ P(D|m) \propto \exp \left( -\frac{1}{2} \sum_i \left( \frac{(D_i - C_i(m))^2}{\sigma_M^2 + \sigma_D^2} \right) \right) \]  \hspace{1cm} (4)

where \( \sigma_M \) and \( \sigma_D \) represent the standard deviations of model and measurement error, respectively. Both errors are assumed to be normally distributed, with mean 0.

The sum in Eq. (4) is applied on all samples the robot gathered during the experiment. \( C_i(m) \) is the concentration determined by the plume model for a set of source parameters \( m \) for sample \( i \). It is defined using the pseudo-Gaussian concentration plume model presented in Section II-A. \( D_i \) is the actual measured data for the very same sample \( i \). Since we use a time-averaged plume model, the sample needs to be represented by the mean of the sensed concentrations over a fixed time window. Therefore, to gather one sample, the robot stops at each target point for 5 seconds and then calculates the average of the sensed values gathered at 10 Hz (i.e., 50 concentration values in total).

Since there are five parameters to estimate, the posterior probability density function has to be a five-dimensional matrix, which is very time consuming to be entirely calculated. The solution to this problem would be to use an approximation algorithm such as the Markov Chain Monte Carlo (MCMC) [19] that allows evaluating the posterior probability function through efficient sampling.

In this work, we use the Metropolis–Hasting method [20]. The important factors in this method are the number of iterations and the proposal distribution, which is chosen as a 5-D Gaussian function, as the posterior probability function is also 5-D. Since this algorithm has already been used with STE algorithms in the literature (e.g., [21]), here we only present the concept from a general perspective.

At each iteration, a candidate point \( p \) in the proposal distribution is chosen, which is equivalent to selecting a set of parameters \( p = \{q_p, x_p, x_p, a_p, b_p\} \). Then, the likelihood of this point \( P(p|D) \) is calculated and compared to the one of the previous point. The higher is the likelihood of the new point compared to the previous one, the higher is the chance of accepting it. In the case it is accepted, its likelihood is saved on the posterior probability distribution and replaces the previous point as the mean of the proposal distribution.

\section{C. Navigation}

The goal of the navigation method is to feed the estimation part with worthwhile information. Therefore, it needs to predict which point is the richest in terms of information to send the robot to. For this purpose, we propose to use POMDP [22] as a predictive navigation method to guide the robot in a profitable fashion.

POMDP requires three components for its operation: a posterior distribution, a set of possible actions, and a reward function. The posterior distribution is already given by the estimation part. As for the set of actions, to simplify the robot’s motion, we limit the movement on one axis at a time. Since the movement is possible in both positive and negative directions on the two axes, the set of possible actions becomes four-fold in a 2-D environment. The most essential component of this navigation method is the reward function, as it determines the behavior of the robot. In this work, it is chosen to be the relative entropy (also known as Kullback–Leibler divergence) [23] which represents the gain of information from one probability density function \( P \) to another \( Q \), defined in Eq. (5). In our case, \( P \) would be the probability density function obtained through the estimation part, and \( Q \) the predicted probability density function that is calculated separately for each of the target points.

\[ D_{KL}(P||Q) = \sum_j P(j) \log \frac{P(j)}{Q(j)} \hspace{1cm} (5) \]

Thus, at each step, once the four possible target points are determined, the robot will first predict the concentration that would be measured in each of them, using the current estimation of the model parameters. Then, it calculates the potential update of the posterior probability function using the Bayesian formulation, which would result in the predicted posterior probability function \( Q \). Finally, it evaluates the gain of information at each point using Eq. (5).

The chosen target point leads the robot to the direction with the best gain of information. However, in the case where the robot does not have any information about the plume, i.e., no concentration is sensed, no direction would give more information than others. Hence, the robot tends to serially sample in all directions, and, as a result, it stays in the same region for a long time. To make the search more global, we need a component in the navigation strategy that promotes more exploration at the beginning, and leads the robot gradually towards the source when the estimation becomes more accurate. This indicating index can be seen in the evolution of the maximum a posteriori value of the source position.

Indeed, while the value of entropy is around its maximum (i.e., very little information is available), the maximum a posteriori value remains very unstable, but it converges towards the ground truth, similarly to the expected value, when the estimation becomes more accurate.

Therefore, we propose to define the movement vector as a weighted sum of two vectors: one leading towards the target point that provides more information, given by Kullback–Leibler divergence calculation, \( \vec{V}_{KLD} \), and one leading to the maximum a posteriori value of the source position \( \vec{V}_{source} \).

\[ \vec{V} = \alpha \vec{V}_{KLD} + (1 - \alpha) \vec{V}_{source} \hspace{1cm} (6) \]

Intuitively, one would suggest that the algorithms should lead the robot towards the expected source position, as opposed to the maximum a posteriori. However, the expected source position never promotes exploration and might entrap the robot in an equilibrium. The coefficient \( \alpha \) in Eq. (6) determines how global or local the search would be. Its optimized value is studied in Section III.
D. End of Algorithm

As mentioned above, the algorithm stops when the uncertainty on the source parameter estimation becomes very low. More concretely, we calculate the entropy on the posterior probability function, which indicates the amount of uncertainty, and, when it goes below a certain threshold, the algorithm supposes to have enough information to stop and start the source declaration procedure.

Additionally, there is also a timeout that forces the algorithm to stop when the estimation takes more time than expected which is represented by a pre-established total number of iterations.

III. PERFORMANCE EVALUATION

In order to validate the performance of the algorithm, we first implemented and evaluated the method in simulation in a 2-D environment, and then in the physical reality with a mobile robot. In the present section, we explain the experimental procedure as well as the outcome.

A. Simulation Experiments

For the simulation experiments, we used Webots [24], which is an open-source high-fidelity robotics simulation software. Our simulation environment was extended with an odor dispersion plugin [25] which allows for a reasonably realistic simulation of wind and odor plume, based on the filament-based atmospheric dispersion model proposed in [1]. The simulated wind flow is quasi-laminar and stationary in its intensity and direction (i.e., no meandering and wind gusts). We also used a simulated Khepera III robot, equipped with an olfaction and anemometer sensor. A view of the simulated environment can be seen in Figure 2.

To make the performance evaluation as fair as possible, we randomly set the initial position of the robot within the entire arena. The position of the source remains on extreme upwind direction, with 1 m distance from the wall on the X-axis, but is completely randomized on Y-axis. This choice ensures that the setup is as challenging as possible.

Figure 3 shows a sample trajectory of the robot. In this example, the robot started far from the source. At the beginning of the experiment, large steps were taken to explore the environment. When the uncertainty gradually decreased, the maximum a posteriori value converged to the expected value and as a result the steps became smaller. Finally, for the uncertainty to become negligible, the robot sampled several points around the source position area before stopping the algorithm.

![Fig. 2. Simulation environment in Webots, with the source upwind, the robot downwind, and the odor patches represented with blue hexagons.](image)

![Fig. 3. An example of trajectory performed in simulation. The start point, the trajectory, the measurement points as well as the source position is visible on this figure. The search ended very close to the source.](image)

### Table I

<table>
<thead>
<tr>
<th>Label</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Speed</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Release Rate</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>

#### 1) Algorithmic Parameters: The presented algorithm has three essential parameters that impact the performance: model and measurement errors considered in the likelihood, $\sigma_M$ and $\sigma_D$ in Eq. (4), that influence the uncertainty on the estimation and the ratio $\alpha$ between exploration and exploitation in the navigation part. In the simulation, we assumed to have no measurement error (i.e., $\sigma_D = 0$), firstly because in our simulation we could set the measurement noise to 0 and secondly because we wanted to calculate the model error $\sigma_M$ in our setup. The value of measurement error $\sigma_D$ was studied in physical experiments, as presented in Section III-B. In the simulation, we evaluated the performance of the algorithm using different values of the two remaining parameters to find the best set of values.

We considered two different metrics for the performance evaluation: first, the number of iterations (i.e. number of samples) that it takes the robot to reach the end of the algorithm; second, the estimation error on the source position on the X- and Y-axis once the source is declared. The algorithm estimates other parameters of the model as well, namely $Q$ and $\sigma_y$, but their values are not of primary interest for us as we focused on the performance of the robot as opposed to the faithfulness of the model to the physical transport phenomenon. Both metrics deliver positive values, with the lower the value, the better the performance. For each set of values, we repeated the simulation 10 times with the same environmental conditions, where the wind speed was set to 0.9 m/s and the source release rate to 5%.

This condition is labeled C in Table I and the actual values are mentioned in Table II.

The results are presented in Fig. 4. On each box, the central mark indicates the median, and the bottom and top

### Table II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Tested values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind speed (m/s)</td>
<td>Simulation: 0.2 (low), 0.9 (high)</td>
</tr>
<tr>
<td>Wind tunnel</td>
<td>0.2 (low), 1.0 (high)</td>
</tr>
<tr>
<td>Source release rate</td>
<td>Simulations: 5% (low), 10% (high)</td>
</tr>
<tr>
<td>Wind tunnel</td>
<td>9% (low) and 18% (high)</td>
</tr>
</tbody>
</table>
Fig. 4. Evaluation results in simulation with different algorithmic parameters. See Table III for the meaning of the labels.

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>LABELS ASSOCIATED WITH ALGORITHMIC PARAMETERS VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_M$ value</td>
<td>S1</td>
</tr>
<tr>
<td>Sd value</td>
<td>200</td>
</tr>
<tr>
<td>$\alpha$ value</td>
<td>A1</td>
</tr>
</tbody>
</table>

Fig. 5. Evaluation results in different environmental conditions in simulation. Refer to Table I for the meaning of the labels.

Fig. 6. A view of the wind tunnel environment, along with a Khepera IV robot, the emulated odor source as well as the overhead cameras.

edges of the box indicate the 25th and 75th percentiles of the results, respectively. The whiskers extend to the most extreme data points without considering the outliers, which are plotted individually using the “+” symbol. The parameter values corresponding to the labels are presented in Table III. The results show that the likelihood model error $\sigma_M$ has a direct impact on the number of iterations. Naturally, the more uncertainty is considered, the more time the algorithm needs to converge. However, too low values also have negative impact on the estimation of the X value of the source position. The justification is that the pseudo-Gaussian plume model that we use in our algorithm does not entirely match the model used in the simulation odor dispersion plugin. Therefore, we need to allow for some values of model error. Given the results, $\sigma_M = 30$ seems to be the best compromise between the two metrics.

As for the exploration–exploitation ratio $\alpha$, when at the highest value A1 (high exploration), it visibly perturbs the performance. On lower values (A2–A5), on the other hand, it appears to affect mostly the number of iterations, but very slightly. Therefore, we chose the middle value 0.5, which means 50% ratio between exploration and exploitation.

2) Environmental Parameters: Once the algorithmic parameters were selected as above, we studied the performance of the method in different environmental conditions. We considered two environmental parameters that have a high impact on the complexity of the problem: wind speed and source release rate.

The results of these evaluations are presented in Figure 5. Apart from a few outliers, the error is mostly very low on the source position and the number of iterations seem to be acceptable in all environmental conditions. The error is around 15 cm on the Y-axis. On the X-axis, on the other hand, the error is usually around 1 m. We suspect that the issue could come from the granularity for estimating the posterior probability density function, which is 0.5 m on X, while 0.2 m on Y. From a general point of view, however, we can see that the performance of the algorithm is very similar in all the tested environmental conditions. This result was expected, since the underlying model of the experiment adapts itself to both wind speed, which is captured using an anemometer, and release rate, which is estimated during the experiment by the algorithm.

B. Wind Tunnel Experiments

To evaluate the performance of the algorithm in a repeatable fashion, our experiments were carried out in a wind tunnel of volume $18 \times 4 \times 1.9$ m$^3$, which provides a controllable wind flow. A Khepera IV robot, equipped with an olfaction sensor MiCS-5521 CO/VOC [26] as well as a wind sensor board [4], ran the algorithm autonomously. Overhead cameras in combination with the SwisTrack software [27] were used for tracking the robot pose in the wind tunnel, which is sent back to the robot to be used in the algorithm. The odor source was emulated using an electric pump vaporizing ethanol. An illustration of the wind tunnel with the deployed equipment is presented in Fig. 6.

Fig. 7 shows a sample trajectory of the robot in the wind
Fig. 7. An example of trajectory performed in the physical experiments. The start point, the trajectory, the measurement points as well as the source position are visible in this figure. The search ended very close to the source.

Fig. 8. Evaluation results with different values of $\sigma_D$. See Table III for the meaning of the labels.

Fig. 9. Results of evaluation in wind tunnel experiments in different environmental conditions. Refer to Table I for the meaning of the labels.

tunnel. Similar to the simulation experiments, first, the robot started to explore the environment by taking large steps. Once it found the plume and had less uncertainty about the source parameters, the steps became smaller and the overall movement was oriented towards the source. The final expected source position was only a few centimeter away from the real source position.

Unlike in simulation, in the physical experiments, it is inevitable to have measurement errors. Therefore, in our wind tunnel experiments, we studied the impact of the parameter $\sigma_D$ of Eq. (4), the standard deviation of the measurement error. In these experiments, the parameters $\sigma_M$ and $\alpha$ were fixed to the values selected from the simulation results presented in Section III-A.1.

Figure 8 shows the performance of the algorithm with different values of $\sigma_D$. In these experiments, the maximum number of iterations was fixed to 50. These results show a subtle trend: with increasing $\sigma_D$ value, the error on the X- and Y-axis decrease, but the average number of iterations increases. We chose to continue the experiments with the middle value $\sigma_D = 250$ which shows a very low error value on the X-axis and seems to be a good compromise between error and number of iterations.

Similar to the simulation, the algorithm was also evaluated in the environmental conditions listed in Table II. Each set of experiment was carried out five times.

Figure 9 shows the results of the experiments in different environmental conditions. In most of the experiments, there is a larger error on the X-axis compared to Y-axis, similar to the simulation results. In these experiments, the amount of error is higher compared to the simulation, mainly because the maximum number of iterations was arbitrarily fixed to 50, but also because of different irregularities that happen in physical experiments. In all cases, the mean error on the X-axis is less than 2.5 m and on the Y-axis less than 1.5 m. Although the algorithm seems successful in all the tested configurations, we can see that in high wind speed (conditions C and D) the average error is much less compared to low wind speed conditions. One main reason could be the fact that the algorithmic parameters were optimized in high wind speed conditions. Further evaluations in more extreme conditions would be necessary to claim that the algorithm is robust to all environmental conditions.

IV. CONCLUSION

We successfully developed an odor source localization algorithm based on the STE method. The algorithm was evaluated both in simulation and physical reality. The impact of different algorithmic parameters were studied and the sensitivity of the method to different environmental configurations, namely wind speed and source release rate, was evaluated.

One of the advantages of this algorithm was its ability to cover the three sub-tasks of odor source localization problem. The enhanced navigation methods proposed in this paper allowed for an efficient search for the plume acquisition part. The amount of uncertainty associated with the estimation ensured the source validation sub-task as well.

Thanks to the MCMC method, the high computational cost related to probabilistic algorithms was remarkably reduced and the algorithm could be run entirely on a Khepera IV robot.

Further results, as well as the adaptation of this algorithm to an environment without a global positioning system can be found in [28].

In the future, we plan to evaluate and adapt this algorithm to other airflow profiles, for instance when no wind flow is present or when it is turbulent. The method has also the potential to be deployed on a static sensor network or on a multi-robot system.
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