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Abstract

The standard practice in Generative Adversarial Networks (GANs) discards the discriminator during sampling. However, this sampling method loses valuable information learned by the discriminator regarding the data distribution. In this work, we propose a collaborative sampling scheme between the generator and the discriminator for improved data generation. Guided by the discriminator, our approach refines the generated samples through gradient-based updates at a particular layer of the generator, shifting the generator distribution closer to the real data distribution. Additionally, we present a practical discriminator shaping method that can smoothen the loss landscape provided by the discriminator for effective sample refinement. Through extensive experiments on synthetic and image datasets, we demonstrate that our proposed method can improve generated samples both quantitatively and qualitatively, offering a new degree of freedom in GAN sampling.

Introduction

Generative Adversarial Networks (GANs) (Goodfellow et al. 2014) are a powerful class of deep generative models known for producing realistic samples. Despite successful applications in a wide variety of tasks (Zhu et al. 2017; Brock, Donahue, and Simonyan 2019; Karras, Laine, and Aila 2019), training GANs is notoriously unstable, often impacting the model distribution. Numerous works have attempted to improve GAN training through loss functions (Arjovsky, Chintala, and Bottou 2017), regularization methods (Miyato et al. 2018), training procedures (Karras et al. 2017) as well as model architectures (Radford, Metz, and Chintala 2015; Zhang et al. 2019). Yet, stabilizing GANs at scale remains an open problem. In this work, we go beyond GAN training and explore methods for effective sampling. Our goal is to improve the model distribution by fully exploiting the value contained in the trained networks during sampling.

A standard practice in GAN sampling is to completely discard the discriminator while using only the generator for sample generation. Recent works propose to post-process the model distribution $p_g$, implicitly defined by the trained generator, using Monte Carlo techniques such as rejection sampling (Azadi et al. 2019) and Metropolis-Hastings independence sampler (Turner et al. 2019). By rejecting undesired samples based on the output of an optimal discriminator, the accept-reject paradigm is able to recover the real data distribution $p_r$ under certain assumptions. However, these methods have several limitations:

- **exactness**: the assumption that the support of $p_g$ includes the support of $p_r$ is often too strong to hold in practice,
- **efficiency**: the accept-reject procedure suffers from low sample efficiency when $p_g$ is statistically distant from $p_r$,
- **applicability**: rejection cannot be applied to many scenarios where only one sample is produced, e.g., CycleGAN (Zhu et al. 2017).

Drawing inspiration from Langevin (Roberts and Tweedie 1996) and Hamiltonian Monte Carlo methods (Neal 1996), we address these issues by refining, rather than simply rejecting, the generated samples.

Figure 1 illustrates our proposed collaborative sampling scheme between the generator and the discriminator. Once training completes, we use both the generator and the discriminator for collaborative sampling. Our scheme consists of one sample proposal step and multiple sample refinement steps. (I) The fixed generator proposes samples. (II) Subsequently, the discriminator provides gradients, with respect to the activation maps of the proposed samples, back to a particular layer of the generator. Gradient-based updates are performed iteratively.

Figure 1: Once training completes, we use both the generator and the discriminator for collaborative sampling. Our scheme consists of one sample proposal step and multiple sample refinement steps. (I) The fixed generator proposes samples. (II) Subsequently, the discriminator provides gradients, with respect to the activation maps of the proposed samples, back to a particular layer of the generator. Gradient-based updates are performed iteratively.
Our sample refinement method is not mutually exclusive with the accept-reject paradigm. An additional rejection step can be applied subsequent to the refinement process for distribution recovery. To ensure the effectiveness of the rejection step, we propose to diagnose the optimality of the discriminator with the Brier Score (Brier 1950) in contrast to the calibration measure used in (Turner et al. 2019).

Through experiments on a synthetic imbalanced dataset where the standard GAN training is prone to mode collapse, we first show that the previous accept-reject methods may fail due to their strict assumptions, whereas our proposed method achieves superior results on both quality and diversity. We further demonstrate that our method can scale to the image domain effectively and provide consistent performance boost across different models including DCGAN (Radford, Metz, and Chintala 2015), CycleGAN (Zhu et al. 2017) and SAGAN (Zhang et al. 2019). Our proposed method can be applied on top of existing GAN training techniques, offering a new degree of freedom to improve the generated samples. Code is available online1.

**Background**

**Generative Adversarial Networks**

Generative Adversarial Networks (GANs) (Goodfellow et al. 2014) consist of two neural networks, namely the generator \( G \) and the discriminator \( D \), trained together. The role of the generator \( G \) is to transform a latent vector \( z \) sampled from a given distribution \( p_z \) to a realistic sample \( G(z) \), whereas the discriminator \( D \) aims to tell whether a sample comes from the generator distribution \( p_g \) or the real data distribution \( p_r \). Training GANs is essentially a minimax game between these two players:

\[
\min_G \max_D \mathbb{E}_{x \sim p_r} [\log(D(x))] + \mathbb{E}_{z \sim p_z} [1 - \log(D(G(z)))]
\]

The solution of this optimization problem, under certain conditions, leads to a generator capable of modelling the data distribution \( p_r \). However, training GANs is notoriously unstable in practice due to the complex dynamics of the minimax game. Our goal is to sidestep the training issues and improve the generated samples during the sampling process.

**Monte Carlo Methods**

Monte Carlo (MC) methods (Fermi and Richtmyer 1948) are a broad family of algorithms which aim to draw a set of i.i.d. samples from a target distribution \( p(x) \). When it is hard to directly sample from \( p(x) \), one class of MC algorithms are invented to first sample from another easy-to-sample proposal distribution \( q(x) \) and subsequently reject some through an accept-reject scheme. Rejection sampling and Metropolis-Hastings independence sampling (Tierney 1994) are two such instances. Rejection sampling draws random samples from \( q(x) \) and accepts them with probability \( A(x) = p(x)/Mq(x) \) if there exists an \( M < \infty \) such that \( p(x) \leq Mq(x) \) for all \( x \). The Metropolis-Hastings independence sampler compares a new sample \( y \) with the current one \( x \), accepting \( y \) with probability \( A(x,y) = \min\{1, p(x)q(y)/p(y)q(x)\} \). If the support of \( q(x) \) includes the support of \( p(x) \), these accept-reject methods are guaranteed to converge to the target distribution. However, their efficiency highly depends on the statistical distance between \( q(x) \) and \( p(x) \).

For the cases where it is practically difficult to find a good proposal \( q(x) \), more sophisticated MC methods that leverage informed local moves to explore the important regions of \( p(x) \) are preferred for efficiency. Popular algorithms include Langevin (Roberts and Tweedie 1996) and Hamiltonian MC (Neal 1996), which incorporate the information of the target distribution, in the form of \( \nabla \log p(x) \), to construct a gradient-based Markov transition \( T(x \rightarrow y) \). A sufficient condition for an ergodic Markov chain to converge to the target distribution \( p(x) \) is reversibility, also known as the detailed balance condition, \( p(x)T(x \rightarrow y) = p(y)T(y \rightarrow x) \).

**GAN Sampling**

The standard GAN sampling process (Goodfellow et al. 2014) draws samples from the generator without the involvement of the discriminator. Recently, (Azadi et al. 2019) proposed a rejection sampling scheme which uses the discriminator to filter out samples that are unlikely to be real. In the ideal setting, computing the acceptance probability is made possible by an optimal discriminator \( D^\star(x) \) as it yields the density ratio between the target \( p_r(x) \) and proposal \( p_q(x) \):

\[
\frac{p_r(x)}{p_q(x)} = \frac{D^\star(x)}{1 - D^\star(x)} \tag{1}
\]

Another recent work (Turner et al. 2019) proposed to replace the rejection sampling by Metropolis-Hastings independence sampling, leveraging the same knowledge about the density ratio to scale better in high dimensions.

Nevertheless, both these methods rely on an accept-reject principle that inevitably sacrifices sample efficiency, i.e., a significant number of generated samples are rejected, and flexibility, i.e., the accepted samples are restricted to the data manifold learned by the generator. Our work explores a more involved collaboration scheme between the generator and the discriminator, which exploits the gradient of the density ratio provided by the discriminator to modify the generated samples.

**Method**

In this section, we describe our collaborative sampling method in GANs that uses both the generator and the discriminator to produce samples (at test time). Subsequently, we introduce a discriminator shaping method that smoothens the loss landscape to enhance the effectiveness of our proposed scheme.

**Collaborative Sampling**

Consider a generator network that inputs a latent code \( z \in \mathbb{R}^m \) and produces an output \( x \in \mathbb{R}^n \). It typically consists of multiple layers:

\[
G(z) = G_L \circ G_{L-1} \circ \cdots \circ G_1(z), \quad G_l(x_l) = \sigma(b_l \cdot x_l + b_l), \quad l = 1, 2, \ldots, L, \tag{2}
\]
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dering both the generator and the discriminator to contribute to
sample generation.

**Discriminator Shaping**

In the ideal scenario where the loss landscape is smooth and monotonically from $p_{g}$ to $p_{r}$, the generated samples can be easily refined towards the real ones according to the gradient feedback. However, this is not always the case in practice for two reasons:

- In the standard GAN training, the objective of the discriminator is solely to distinguish the real and fake samples. This makes the discriminator prone to overfitting to the generator distribution and less robust in unexplored regions.

- When $p_{g}$ fails to provide good coverage of the target $p_{r}$, the density ratio $p_{r}(x)/p_{g}(x)$ grows dramatically in the regions where $p_{g}(x) \to 0$ and $p_{r}(x) > 0$, giving the discriminator a false sense of $x$ being highly realistic even when $p_{r}(x)$ is very small.

As a consequence, the discriminator obtained from standard training may misclassify a poorly refined sample as real and fail to suggest further improvements.

To resolve this issue, we devise a practical discriminator shaping method, the goal of which is to strengthen the discriminator such that it is not only accurate in classifying the generated samples but also capable of effectively guiding the sample refinement process. Given the trained generator and discriminator, we fine-tune the discriminator using the refined samples:

$$L_{D} = -\mathbb{E}_{x \sim p_{r}} \left[ \log D(x) \right] - \mathbb{E}_{x' \sim p_{c}} \left[ 1 - \log D(x') \right],$$

where $x'$ is a refined sample and $p_{c}$ is the refined data distribution obtained from our collaborative sampling scheme.

As outlined in Algorithm 2, we conduct the discriminator shaping and collaborative sampling alternatively. This post-training procedure gradually expands the coverage of the model distribution and enforces the discriminator to generalize and better collaborate with the generator for sample generation.

**Algorithm 1 Collaborative Sampling**

1: **Input:** a frozen generator $G$, a frozen discriminator $D$, the layer index for sample refinement $l$, the maximum number of steps $K$, the stopping criterion $\eta$
2: **Output:** a synthetic sample $x$
3: Randomly draw a latent code $z$
4: $x^{0} \leftarrow$ ProposeSample$(G, z)$
5: for $k = 0, 1, \ldots, K - 1$ do
6: if $D(x^{k}) < \eta$ then
7: $g_{l}^{k} \leftarrow$ GetGradient$(D, x^{k})$
8: $x^{k+1} \leftarrow$ UpdateActivation$(g_{l}^{k}, x^{k})$, (Eq. 3)
9: $x^{k+1} \leftarrow$ UpdateSample$(G, x^{k+1})$, (Eq. 4)
10: else
11: break
12: end if
13: end for

where $G_{l}$ is the $l$th layer of the generator, $x_{l}$ is the corresponding activation input, $\sigma$ is a nonlinear activation function, $\theta_{l}$ and $b_{l}$ are the model parameters. The input to the first layer is $x_{1} = z$ and the output of the last layer is $G_{L}(x_{L}) = x$. For a randomly drawn sample from the generator distribution, i.e., $x \sim p_{g}$, the discriminator outputs a real-valued scalar $D(x)$ which indicates the probability of $x$ to be real. When the generator and the discriminator reach an equilibrium, the generated samples are no longer distinguishable from the real samples, i.e., $D(x) = \frac{p_{r}(x)}{p_{r}(x) + p_{g}(x)} = 1/2$. However, such a saddle point of the minimax problem is hardly obtained in practice (Arora et al. 2017), indicating room for improvement over the model distribution $p_{g}$.

Our goal is to shift $p_{g}$ towards $p_{r}$ through sampling without changing the parameters of the generator. Inspired by the gradient-based MC methods using Langevin (Roberts and Tweedie 1996) or Hamiltonian (Neal 1996) dynamics, we leverage the gradient information provided by the discriminator to continuously refine the generated samples through the following iterative updates:

$$x_{l}^{k+1} = x_{l}^{k} - \lambda \nabla_{l} \mathcal{L}_{G}(x_{l}^{k}),$$

$$x^{k+1} = G_{L} \circ G_{L-1} \circ \ldots \circ G_{1}(x_{l}^{k+1}),$$

where $k$ is the iteration number, $\lambda$ is the stepsize, $l$ is the index of the generator layer for sample refinement, $\mathcal{L}_{G}$ is the loss of the generator, e.g., the non-saturating loss advocated in (Goodfellow et al. 2014):

$$\mathcal{L}_{G} = -\mathbb{E}_{z \sim p_{r}} \left[ \log D(G(z)) \right]$$

The iterative sample update consists of two parts: in the backward pass, the discriminator provides the generator with gradient feedback to adjust the activation map of the selected layer $l$ (Eq. 3); in the forward pass, the generator reuses part of its parameters to propose an improved sample (Eq. 4). A pseudo code is summarized in Algorithm 1.

Recall that an optimal discriminator outputs the density ratio between $p_{r}(x)$ and $p_{g}(x)$. The iterative updates shift samples to the regions in which $p_{r}(x)/p_{g}(x)$ is higher.

**Algorithm 2 Discriminator Shaping**

1: **Input:** a frozen generator $G$, a pre-trained discriminator $D$, the batch size $m$
2: **Output:** a fine-tuned discriminator $\hat{D}$
3: for number of D shaping iterations do
4: Draw $m$ refined samples $\{x_{c}^{(1)}, \ldots, x_{c}^{(m)}\}$ from the collaborative data distribution $p_{c}(x)$ according to Algorithm 1
5: Draw $m$ real samples $\{x_{r}^{(1)}, \ldots, x_{r}^{(m)}\}$ from the real data distribution $p_{r}(x)$
6: Shape the discriminator by minimizing the objective function Eq. 6
7: end for

In other words, samples are encouraged to move to regions where less samples are produced by the generator but more samples are expected in the real data distribution. Our method forms a closed-loop sampling process, allowing both the generator and the discriminator to contribute to sample generation.
refinement. Figure 2 illustrates the proposed method in a simple 1D scenario, showing how the discriminator shaping method using the refined data can help in better approximating the real data distribution.

**Discussion**

**Termination Condition** The stopping criterion \( \eta \) in Algorithm 1 can be constructed either deterministically or probabilistically depending upon the objective of the application. In cases where only sample quality matters, e.g., image manipulation, setting \( \eta \) to the median of the discriminator outputs for real samples is a reasonable strategy. On the other hand, when sample diversity is of significant interest, the termination condition can be defined in a probabilistic manner, e.g., stopping the sample refinement process at each step with positive probability. This design choice expands the support of the model distribution \( \text{supp}(p_g) \subseteq \text{supp}(p_r) \).

**Rejection Step** To recover the exact target distribution from the refined model distribution, the acceptance probability of a new refined sample needs to satisfy the detailed balance condition:

\[
A(\hat{x}, \hat{y}) = \min\left\{ 1, \frac{p_r(\hat{y})}{p_r(\hat{x})} \frac{q(\hat{x}|\hat{y})}{q(\hat{y}|\hat{x})} \right\}, \tag{7}
\]

where \( \hat{\cdot} \) denotes a refined sample obtained from Algorithm 1, \( \hat{x} \) is the currently accepted sample, \( \hat{y} \) is the new refined sample, \( q(\hat{y}|\hat{x}) \) is the transition probability. While the original samples \( x \) and \( y \) are independently produced by the generator, the refined ones \( \hat{x} \) and \( \hat{y} \) are no longer independent due to the shared loss function as well as the generator parameters between the respective refinement processes. However, when the state space is sufficiently large, the refinement trajectories \( x \to \hat{x} \) and \( y \to \hat{y} \) have negligible probability of overlap. Under the assumption that \( \hat{x} \) and \( \hat{y} \) are independent, we approximate the acceptance probability as in (Turner et al. 2019):

\[
A(\hat{x}, \hat{y}) \approx \min\left\{ 1, \frac{p_r(\hat{y})}{p_r(\hat{x})} q(\hat{x}|\hat{y}) \right\},
\]

\[
= \min\left\{ 1, \frac{D^*(\hat{y})}{D^*(\hat{x})} \frac{1 - D^*(\hat{x})}{1 - D^*(\hat{y})} \right\}, \tag{8}
\]

**Discriminator Diagnosis** The accept-reject procedure allows for recovering the target distribution only when the discriminator is optimal. However, it is non-trivial to obtain such a discriminator in practice. Previous work (Turner et al. 2019) proposes to calibrate the trained discriminator and diagnose it with the Z-statistic (Dawid 1997)

\[
Z = \frac{\sum_{i=1}^{N} y_i - D(x_i)}{\sqrt{\sum_{i=1}^{N} D(x_i)(1 - D(x_i))}} \tag{9}
\]

where \( y_i \) is the label of sample \( i \), \( N \) is the number of samples in the test set.

While having reliable confidence estimates is a necessary condition for the discriminator to reach optimality, it is far from sufficient. One simple counter example is that a random binary classifier is perfectly calibrated on a testset containing an equal amount of real and generated samples, even though it performs poorly in the classification problem. To address this issue, we assess the optimality of the discriminator using the Brier Score (Brier 1950):

\[
BS = \frac{1}{N} \sum_{i=1}^{N} (y_i - D(x_i))^2 \tag{10}
\]

The Brier Score can be decomposed into three terms including not only reliability (calibration) but also resolution and uncertainty (Murphy 1973), thereby measuring the optimality of the discriminator in a broader sense. We employ the Brier Score in the diagnosis of the discriminator before performing the accept-reject step.

**Refinement Layer** Another key hyperparameter in our method is the index of the generator layer \( l \) for sample refinement. On one extreme, we can adjust the proposed sample at the output of the generator, which is equivalent to modifying the sample directly. Manipulating a proposed sample in the data space does not rely on any part of the generator and thus can, in principle, result in an optimal refinement without any constraints. However, shifting a high-dimensional sample from a low-density region to a high-density region in the data space often requires a large number of iterations. On the other extreme, we can choose to adjust the latent code \( z \). As the dimension of the latent space
is typically much smaller, one can obtain higher computational efficiency. However, this choice restricts the refined samples to the data prior learned by the generator and undermines the assumption of independence between \( \hat{x} \) and \( \hat{y} \). We empirically find that refining a sample at a middle layer of the generator leads to a good balance between efficiency and flexibility.

**Computational Expenses** Our collaborative sampling scheme provides higher sample quality at the expense of extra iterations. The additional computational cost not only depends on the choice of the refinement layer and the optimization algorithm but also reflects the quality gap between the proposed samples and refined ones. In the next section, we experimentally show our method can provide considerable improvements within 20 to 50 refinement steps.

**Experiments**

In this section, we present experimental results to validate the proposed collaborative sampling scheme. We first show that our method outperforms the existing sampling methods on several GAN variants for modeling data distributions. Moreover, we demonstrate the benefits of our method in an image manipulation task, for which the previous accept-reject samplers are not applicable. Finally, we examine the effect of discriminator shaping as well as the choice of the refinement layer.

**Synthetic Data**

We first evaluate our collaborative sampling scheme on a synthetic 2D dataset, which comprises of an imbalanced mixture of 8 Gaussians. 90% of the real samples are drawn from two Gaussian components while the rest 10% are drawn from the other six. We use a standard fully-connected MLP with 6 hidden layers and 64 hidden units per layer to model the generator and the discriminator. We shape the discriminator for 5k additional iterations after terminating the standard GAN training and conduct a maximum 50 sample refinement steps in the data space with a step size of 0.1. For fair comparison, we set the hyperparameter \( \gamma \) in the rejection sampling method (Azadi et al. 2019) to 1.0 and the MC iter-
Table 1: Statistical correlation between the performance gain from the rejection step and the score of different diagnostic metrics. We compute the Pearson’s and Spearman’s correlation coefficients based on the results of the MH method using discriminators fine-tuned for different iterations. Among the three diagnostic metrics, only the Brier Score has significant correlation with the performance gain ($p \leq 0.05$).

<table>
<thead>
<tr>
<th>Metric</th>
<th>$\Delta$ Good Pearson</th>
<th>$\Delta$ Good Spearman</th>
<th>$\Delta$ KL Pearson</th>
<th>$\Delta$ KL Spearman</th>
<th>$\Delta$ JS Pearson</th>
<th>$\Delta$ JS Spearman</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z (Dawid 1997)</td>
<td>0.02 (0.72)</td>
<td>0.11 (0.52)</td>
<td>0.15 (0.30)</td>
<td>-0.01 (0.37)</td>
<td>0.07 (0.41)</td>
<td>-0.06 (0.35)</td>
</tr>
<tr>
<td>ECE (Naeini 2015)</td>
<td>-0.18 (0.54)</td>
<td>-0.16 (0.55)</td>
<td>0.32 (0.25)</td>
<td>0.20 (0.42)</td>
<td>0.31 (0.35)</td>
<td>0.24 (0.47)</td>
</tr>
<tr>
<td>BS (Brier 1950)</td>
<td>-0.68 (0.01)</td>
<td>-0.72 (0.01)</td>
<td>0.51 (0.04)</td>
<td>0.46 (0.12)</td>
<td>0.77 (0.00)</td>
<td>0.77 (0.00)</td>
</tr>
</tbody>
</table>

Figure 3 shows the qualitative results of different sampling methods. The standard GAN training gradually runs into mode collapse on the imbalanced dataset, resulting in high sample quality but low diversity after $9k$ iterations. On the other hand, if the training procedure is early stopped ($1k$ iterations), the obtained generator can neither produce realistic samples nor provide complete coverage of the real data. The previous accept-reject sampling methods applied to the generator at this stage can successfully reject the majority of the bad samples, but fail to recover the real distribution. In contrast, our collaborative sampling scheme succeeds in obtaining samples of both high quality and high diversity.

We next evaluate our method quantitatively, following the previous protocol in (Azadi et al. 2019; Turner et al. 2019). Samples that are less than four standard deviations away from the nearest Gaussian component are considered as good. We compute the KL divergence between the categorical distributions of real samples and all generated samples. As shown in Figure 4, our method exhibits superior performance in comparison to the existing sampling methods.

Figure 4d shows the scores of the diagnostic metrics as well as the JS divergence resulting from the MH algorithm using discriminators fine-tuned for different iterations. In addition to the Z-statistic promoted in (Turner et al. 2019), we also take the expected calibration error (ECE) (Naeini, Cooper, and Hauskrecht 2015), another popular metric for neural network calibration (Guo et al. 2017) into comparison. It is visually apparent that the evolvement of the Z-statistic is dramatically different from the other metrics. More detailed correlation coefficients between the diagnostic metrics and then performance gains from the rejection step are summarized in Table 1. Compared with the Z-statistic and ECE, the Brier Score exhibits a significantly stronger correlation with the performance gains, which validates the effectiveness of the Brier Score for discriminator diagnosis.

Image Generation

We next demonstrate the efficacy of our method in image generation tasks. In our experiments, we use the standard DCGAN (Radford, Metz, and Chintala 2015) for modelling the CIFAR10 (Krizhevsky 2009) and the CelebA (Liu et al. 2015) datasets, and the SAGAN (Zhang et al. 2019) for modelling ImageNet (Deng et al. 2009) at $128 \times 128$ resolution.
Image Manipulation

We next evaluate our collaborative sampling scheme with CycleGAN (Zhu et al. 2017), a popular method for image-to-image translation. To improve the image quality, we perform a maximum of 100 refinement steps. As shown in Figure 8, the modifications made by our method at 256 × 256 resolution concentrates on the pattern of the target class without affecting background semantics. This result validates the unique advantage of our method over the rejection algorithms for enhancing the output quality in the image manipulation tasks.

Key Attributes

We finally investigate the impact of two key attributes of our method through experiments on the MNIST (LeCun et al. 1998). Here, we use the original NS-GAN (Goodfellow et al. 2014) as a baseline and apply our collaborative sampling scheme for 20 refinement steps with a step size of 0.1.

Effect of Discriminator Shaping

We highlight the importance of the proposed discriminator shaping by qualitatively comparing the MNIST images produced by three different sampling schemes: (a) standard GAN sampling (b) collaboratively sampling without discriminator shaping and (c) collaborative sampling with discriminator shaping. As shown in Figure 9, when the generated images contain small artifacts, the refinement process guided by the standard discriminator fails to remove the artifacts and instead adds more noises. In contrast, the shaped discriminator leads to visually more realistic digits. Figure 10 shows the quantitative effect of discriminator shaping on classifier score (CS) and Fréchet distance (FD), reaffirming the necessity of discriminator shaping.

Effect of Refinement Layer

To examine the impact of the choice of the refinement layer, we visualize the difference between the refined samples and the originally proposed samples as a function of the layer index in Figure 11. The sample refinement performed at the output layer results in local modifications, whereas the refinement at the low-level activation map alters the global semantics. The choice of the middle layer leads to a balanced performance, fixing the lo-
cal artifacts in “0” and “3” while making global changes in the other images that are far from being realistic.

Related Work

Designing collaborative mechanisms in addition to adversarial training has garnered growing interest in the past couple of years. (LeCun 2016) promoted to replace the discriminator by a collaborator to provide encouraging feedback. Recent works (Xie et al. 2018; Chen et al. 2019; Seddik, Tamaazousti, and Lin 2019) proposed concrete methods for training generative models collaboratively. In contrast, our work is focused on the design of collaboration mechanism during the sampling process.

To obtain desired samples, one line of work (Zhu et al. 2016; Nguyen et al. 2017; Yeh et al. 2016; Samangouei, Kabkab, and Chellappa 2018) employed gradient-based optimization in the latent space of GANs. The goal of these methods is essentially to seek samples from the learned data manifold closest to the target, whereas we aim to improve the learned data prior. By performing sample refinement at a selected layer of the generator, our method enables the refined samples to go beyond the data manifold modelled by the generator.

Another line of recent work proposed to modify the activation in a middle layer of the generator in order to manipulate samples with human intervention (Bau et al. 2019) or an additional neural network (Shama et al. 2019). On the contrary, our work provides a generic sample refinement method guided by the gradient from the discriminator, allowing one to exploit the full knowledge of the learned networks with theoretical inspirations.

Our proposed discriminator shaping method can be viewed as a form of adversarial training, which is typically used to improve the robustness of a classifier (Madry et al. 2017). Recently, (Zhou and Krhenbhl 2019) proposed to train the discriminator adversarially in a restricted region for stabilizing the GAN training. Another concurrent work (Santurkar et al. 2019) demonstrated the generative power of a single adversarially robust classifier through extensive experiments. Our method adopts the adversarial training approach with the goal of guiding the collaborative sampling process effectively at test time.

Conclusions

We present a novel collaborative sampling scheme for using GANs at test time. Rather than disregarding the discriminator, we propose to continue using the gradients provided by a shaped discriminator to refine the generated samples. This is advantageous when the model distribution does not match the real data distribution. It is also highly valuable for applications where sample quality matters or the rejection sampling approach is not admissible. Orthogonal to existing techniques in GAN training, our method offers an additional degree of freedom to improve the generated samples empowered by the discriminator.
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