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Abstract

Solid-liquid interfaces are ubiquitous. Despite the unquestioned relevance, many scientific research fields rely on simplified or macroscopic descriptions, discarding the molecular nature of the constituents. However, it is the specific molecular interactions and the complex chemistry in the interfacial region that are fundamental in phenomena such as heterogeneous catalysis, electrochemistry, crystal growth, membrane transport and body-antibody recognition. In particular, the models used to describe the so-called electrical double layer of ionic distributions at charged surfaces in liquid, are based on continuum assumptions. For example, the Gouy-Chapman-Stern model assumes that a dense, homogenously distributed layer with a thickness of a hydrated ion (referred to as the "Stern layer"), is adsorbed onto the charged surface, proceeded by an exponentially decaying diffuse ionic cloud, in which ions are point charges in a continuous dielectric media.

In this thesis, I will first illustrate how the assumption of a homogeneous ion lateral density in the Stern Layer fails to describe the actual solid-water interface of several relevant surfaces. Then I will show how the lateral organization of the ions indeed plays a role as important as the vertical modulation of the charge distribution. This is because the molecular nature of the ions, the surface, and the water molecules themselves each contribute to the precise lateral organization of the constituents. As result, the ions can reside on discrete surface sites, defined both laterally and vertically in space. Moreover, the water-mediated interaction can impart a correlation in the reciprocal lateral distribution of the ions.

To achieve this level of description, high-resolution atomic force microscopy (AFM) is used. Unlike most of other experimental techniques, AFM is able to characterize interfaces locally at the atomic/molecular level. In fact, in the AFM small-amplitude regime, detection of even single ions adsorbed at the surface of the solid is possible by measuring the perturbation they induce on the local solvation environment. This capability represents an invaluable tool for the exploration of phenomena occurring at the Stern layer of solid-liquid interfaces. Following, I will investigate the properties of several solid-aqueous interfaces in the presence of different ionic concentrations and species, ranging from hard (mica) to soft systems such as organic self-assembled monolayers, lipid bilayers, and the dynamic surface restructuring of calcite when covered with fatty acid molecules. The experimental study, combined with molecular dynamic simulations, reveals a water-induced ion-ion attractive interaction for some ionic species. These results show that water alone is the driving force to induce order within the Stern layer, creating hydration-correlation effects on mica, self-assembled monolayers and possibly lipid bilayers. The local modulation of the hydration properties of the surface is fundamental to highly dynamic systems such as calcite, where steps act as nucleating points for the processes of dissolution and growth. The specific interaction of foreign ions and fatty acids modify these processes as well as the equilibrium between the crystal and the solution. This thesis provides clear experimental evidence of new mechanisms developing at solid-liquid interfaces paving the way for a deeper and more conscious understanding of the colloidal properties of materials.
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Résumé

Les interfaces solide-liquide se rencontrent partout dans la nature. Malgré leur importance capitale, dans nombreux champs de recherche on ne considère qu’une version simplifiée ou macroscopique du système, négligeant sa nature moléculaire. Cependant, les interactions moléculaires spécifiques dans la région interfaciale sont essentielles pour l’étude de phénomènes tels que la catalyse hétérogène, l’électrochimie, la croissance cristalline, le transport à travers les membranes et la reconnaissance anticorps-antigène. En particulier, les modèles utilisés pour décrire la distribution des ions dans un liquide au voisinage d’une surface chargée (la double couche électrostatique) sont basés sur l’hypothèse des systèmes continus. Le modèle de Gouy-Chapman-Stern considère par exemple l’existence d’une monocouche dense d’ions solvatés (la « couche de Stern ») adsorbée sur une surface chargée. Celle-ci est suivie d’une couche ionique diffuse décroissant exponentiellement, dans laquelle les espèces sont considérées comme des ions ponctuels dans un milieu diélectrique continu.

Dans cette thèse, je montrerai d’abord comment l’hypothèse d’une densité d’ions homogène dans le plan de la couche de Stern ne décrit pas la structure réelle de l’interface solide-liquide. Ensuite, je montrerai comment l’organisation des ions dans le plan de l’interface et la modulation verticale de la distribution de charges jouent un rôle fondamental dans la structure. Cet effet résulte d’une organisation précise de tous les constituants de l’interface induite par la nature moléculaire des ions, de la surface et des molécules d’eau elles-mêmes. Cette organisation favorise l’occupation par les ions de positions latérales et verticales bien définies dans l’espace. En particulier, je montrerai comment les interactions entre les ions à travers les molécules d’eau induisent une corrélation dans la distribution même des ions.

Pour obtenir ce niveau de description microscopique, nous utilisons la microscopie à force atomique à haute résolution. Cette technique permet de caractériser les interfaces solide-liquide au niveau moléculaire et atomique. En régime de faible modulation d’amplitude il est en fait possible détecter des ions isolés par la mesure de leur perturbation sur l’environnement local de solvatisation. Les propriétés de plusieurs interfaces solide-liquide seront étudiées en présence de différentes espèces ioniques allant des surfaces dures (mica), « moles » telles que des bicouches lipidiques ou des monocouches organiques auto-assemblées, jusqu’à un système dynamique comme la restructuration d’une surface de calcite couverte d’une couche d’acide gras. Cette étude expérimentale, combinée à des simulations de dynamique moléculaire, a révélé l’existence d’une interaction attractive entre les ions induite par les molécules d’eau. Ces résultats indiquent que l’hydratation des espèces adsorbées peut être la force motrice de leur organisation au sein de la couche de Stern, conduisant à un effet de corrélation d’hydratation à la surface du mica, des monocouches organiques auto-assemblées ou des bicouches lipidiques. La modulation locale des propriétés d’hydratation de la surface est également essentielle dans l’étude de systèmes hautement dynamiques, tel que la calcite, où les marches servent de point de départ pour les processus de dissolution et de reprécipitation. Les interactions spécifiques d’ions extérieurs et de molécules d’acide gras modifient ce processus, ainsi que l’état d’équilibre final du cristal dans l’électrolyte. Cette thèse apporte des preuves expérimentales claires de l’existence de mécanismes nouveaux et de phénomènes se produisant à l’interface d’un solide avec un liquide, et pave le chemin pour une étude plus approfondie et une meilleure compréhension des propriétés colloïdales des matériaux.
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Introduction

In nature the presence of an interface between a liquid and a solid is ubiquitous. Our body is composed by macromolecules immersed in water, the earth crust can be simply described by mineral rocks surrounded by oceans and most industrial processes are performed in conditions that require the presence of solids in contact with liquids. Despite the unquestioned relevance of solid-liquid interfaces, many scientific research fields and industrial applications rely on simplified or macroscopic descriptions of the system. These are continuum descriptions that have been built discarding the molecular nature of the constituents of the interfaces. Thus the resulting macroscopic concepts, such as interfacial free energy, or measurement-related quantities such as effective charge, hide the complexity of the interface under examination. Yet, it is exactly the complex chemistry and the specific molecular interaction forces at the solid-liquid interfaces that are key for phenomena such as heterogeneous catalysis, electrochemistry, crystal growth, membrane transport and body-antibody recognition. In all these cases, the intrinsic heterogeneity of the surface, composed by discrete and diversified molecular groups, creates a modulation in the interaction force between the solid and the liquid molecules in contact with it.

Among all the solid-liquid interfaces, those constituted by a charged surface and aqueous ionic solutions represent an interesting case, particularly in fields such as biology and mineralogy. The built-in electrostatic potential induces a rearrangement of the ionic species in solution. As result, the ionic density distributions deviate significantly from the bulk and an excess of opposite charged ions develop in proximity of the surface, forming the so-called electrical double layer (EDL). Theoretical models, such as the Gouy-Chapman-Stern model (GCS), have been used to describe the vertical density distributions of the ions. In the case of the GCS model, a dense, homogeneously distributed, layer (referred to as ‘Stern layer’) with a thickness of a hydrated ion, is assumed to be adsorbed onto the charged surface. It is followed by an exponentially decaying diffuse ionic cloud, produced by the ions. The GCS model relies on the so-called continuum assumption: ions are considered dimensionless charges immersed in a continuous dielectric environment. Although routinely verified far from the interface, it tends to fall short a few angstroms from the surface, where the discrete size of ions can no longer be ignored. These often oversimplified assumptions, for example, show their limits in the case of highly charged systems. Electrostatic correlation or specific ion adsorptions have been used to close the gap between theory and experimental evidences. These corrections often do not provide a comprehensive physical explanation of the actual system and since the ions are in any case considered as a gas-like cloud, the surface lateral discrete distribution of the charges is neglected.

In this thesis, I first illustrate how the assumption of a homogeneous ion lateral density in the Stern Layer fails to describe the actual solid-water interface of several relevant surfaces. Then I show how the lateral organization of the ions indeed plays a role as important as the vertical modulation of the charge distribution. This is because the molecular nature of the ions, the surface, and the water molecules themselves each contribute to precise lateral organization of the constituents. As result, the ions can reside on discrete surface sites, defined both laterally and vertically in space. Moreover, the water-mediated interaction can impart a correlation in the reciprocal lateral distribution of the ions.

The molecular characterization of solid-liquid interfaces is gaining more and more attention from the scientific community. Unfortunately most of the available experimental techniques cannot provide molecular resolution and/or local nanoscale information. They also tend to miss the intrinsic heterogeneity of the system by averaging out the interfacial properties. For example, techniques such as X-ray or neutron reflectivity and diffraction, can provide information on the
molecular arrangement of the solvent and surface atoms/molecules in the orthogonal and parallel directions, relative to the surface plane. The latter is usually only obtained with crystalline solids and the information is averaged over the lateral dimension of the incident beam (at least several micrometers) missing the local defects specificity.

In the first part of this thesis I show how it is possible to use high-resolution atomic force microscopy (AFM) to characterize solid-liquid interfaces at the atomic/molecular level, with a lateral sensitivity enabling the discrimination of surface heterogeneities and defect-related phenomena. AFM is a force-based technique that detects the vertical and lateral variation of the interaction force between a nanoscopic tip and the surface under examination. If the surface and the tip are immersed in a liquid, forces that are due to the local arrangement, and sometimes confinement, of the liquid/solutes molecules can be detected. The presence of these so-called solvation forces with a vertical and lateral modulation is related to the specific arrangement of the liquid molecules at the interface. It is precisely the existence of these forces that gives the possibility for atomic-scale contrast in dynamic AFM operational modes. In these modes, the AFM tip, at the end of a flexible cantilever, is oscillated. The tip-sample force induces a modification of the lever motion that can be monitored to reconstruct the surface topography reflecting both the arrangement of the surface atoms and that of the liquid molecules around them. The viscous environment in which the AFM cantilever is oscillated introduces some complications in the quantification of the actual interaction forces however, by using appropriate models, this problem can be solved. Moreover, this technique requires the presence of an external object (the AFM tip). The tip can significantly modify the interfacial properties of the liquid by inducing confinement or charge accumulation/depletion. Therefore special care has to be taken if information on the isolated sample-liquid interface is derived from the AFM experiments.

In the second part of this work the attention is focused on ion adsorption at solids’ surfaces in liquid environment. In particular, I show how high-resolution AFM in liquid is able to give information about single ions adsorbed at hydrophilic surfaces and therefore can be used to determine the structures that the ions form in Stern Layer. By means of this technique we were able to individuate important mechanisms of lateral interactions of ions adsorbed at the mica surface and other relevant systems like self assembled monolayers (SAMs) and lipid bilayers. At the same time this technique provides an excellent tool for describing the dynamic interface between calcite and ionic solutions both in equilibrium and out-of equilibrium conditions. The latter situation induces the restructuring process of the crystal that can be followed in real time. Finally AFM, providing the tools for both imaging and quantify the mechanical properties of the sample, has been used to characterize the complex interface between fatty acid molecules adsorbed on the calcite surface and aqueous ionic solutions.

The thesis is structured as following:

- Chapter 1 begins with an overview of solid-liquid interfaces. Both thermodynamic and molecular descriptions are provided. The experimental techniques able to characterize solid-liquid interfaces are briefly reviewed. A distinction is made between ‘non-perturbative’ and ‘force-based’ techniques with particular emphasis on the latter. The types of forces associated to the properties of the interfacial liquid (solvation forces) are presented. Finally, the approach based on amplitude-modulation atomic force microscopy (AM-AFM), that relates the work of adhesion between a solid and a liquid to the local energy dissipated by AFM tip at the nanoscale, is reviewed.

- In Chapter 2 the technical description of AM-AFM in liquid is provided with special emphasis on the resolution achievable. The relationship between resolution and solid-liquid interfacial properties is discussed. In particular, solvent-related dissipative and conservative interactions are presented. To finish, a critical analysis of the contribution of the solvent in the imaging process depending on the mode of operation and the conditions employed during the image acquisition is conducted.

- The aim of Chapter 3 is to provide the experimental evidence for single ion detection with AM-AFM. In the first part, the progress made by AFM in detection of ionic distributions
at surfaces is reviewed. Subsequently, our experimental results on Rb⁺ ions adsorbed on the mica surface in aqueous solution are reported. Finally, the data on the residence time of the ions on the surface and experiments aimed at determining the influence of the AFM tip on the system are presented.

- In Chapter 4 high-resolution AFM is employed to detect interesting phenomena within the Stern Layer. After a summary of the standard GCS model and limitations, the first AFM observation of a new form of correlation energy in the Stern Layer is presented. Using MD-simulations the mechanism behind this correlation energy is discerned in the case of the mica surface: metal monovalent cations can spontaneously form ordered structures on the surface by being stabilised by water molecules. We named this new form of correlation energy ‘hydration correlation energy’. Finally, the possibility to extend this phenomenon to other relevant surfaces like SAMs on gold and lipid bilayers is discussed and some preliminary experimental data presented.

- In Chapter 5 interfacial properties of calcite (10̅14) surface in contact with aqueous ionic solutions are examined. First, a discussion of the hydration landscape of calcite and the development of a surface charge is presented followed by a study on the interaction of specific ions such as Na⁺, Rb⁺, Cl⁻ and Ca²⁺ with the flat surface. Subsequently, the hydration properties of different step edges are considered showing how they are fundamental in the dynamic restructuring of the crystal. At the end, a series of experiments in which the growth and dissolution processes of the calcite are monitored in real time as a function of the ionic composition and concentration of the solutions are presented.

- Finally in Chapter 6 a more heterogeneous interface composed of fatty acid organic molecules adsorbed on a calcite surface is examined. Here the AFM is used in different ways (imaging and force spectroscopy) to gain insights into the dynamical changes occurring at the surface of calcite in ionic solutions with different composition and concentration. In the last part a study on how the affinity between the carboxylic functional group and the calcite’s surface is influenced by ionic environments and pH is presented.

During my PhD I have been involved also in a different project in collaboration with the group of Prof. Alfredo Alexander-Katz (Laboratory of theoretical Soft Matter, MIT, Massachusetts, USA). A study with AFM and Quartz Crystal Microbalance (QCM) on the interaction between watersoluble gold nanoparticles coated with mixed ligand organic layer and lipid membranes has been performed. Our findings show that the fusogenic pathway of the nano-objects was facilitated at the membrane defects like bilayer edges or membrane high curvature. Dr. Van Lehn with MD-simulations showed that this preferred pathway was due to a higher rate of lipid tail fluctuation in the water media enhancing the hydrophobic contact probability between lipid molecules and hydrophobic residues on the nanoparticles surface. Nevertheless this work has not been presented in this thesis to maintain the homogeneity and consistence of the discussion.
Chapter 1

Solid-liquid interfaces: from a thermodynamic description to a molecular characterization

Solid-liquid interfaces are the central theme of this thesis. In this chapter, I will introduce the concepts that are necessary to the description and modeling of these interfaces - from thermodynamics to molecular characterization (section 1.1). The concepts of surface energy and work of cohesion (subsection 1.1.1), interfacial energy and work of adhesion (subsection 1.1.2) will be derived and put in context with the molecular description of the interfacial region.

The experimental techniques that are able to characterize solid-liquid interfaces will be briefly reviewed with some relevant examples (section 1.2 and 1.3). A distinction will be made between ‘non-perturbative’ (section 1.2) and ‘force-based’ (section 1.3) techniques, exposing advantages and limitations in each case. This thesis is largely focused on force-based measurements, hence a particular attention will be given to the types of forces that are associated to the properties of the interfacial liquid (section 1.3). Finally, I will present an approach based on Amplitude-Modulation Atomic Force Microscopy (AM-AFM) that relates the work of adhesion between a solid and a liquid to the local energy dissipated by an AFM tip at the nanoscale (section 1.4).
1.1 Solid-liquid interfaces: from a thermodynamic description to a molecular picture

To form a solid-liquid interface, the surfaces of a solid and a liquid have to be put in contact. An appropriate description of the interface therefore starts from the definition of isolated surfaces and then extends to the contact between the two dissimilar materials. I will focus specifically on the interface of a solid and a liquid and I will provide both a thermodynamic and a molecular description of the system.

1.1.1 Surface energy and work of cohesion

From a thermodynamic prospective, the free energy $\gamma$, that is associated with the formation of a surface unit of area, is related to the Gibbs free energy $G$ through:

$$dG = -S dT + V dP + \sum_i \mu_i dN_i + \gamma dA \quad \Rightarrow \quad \gamma = \frac{\partial G}{\partial A}_{T,P,N_i}$$

(1.1)

where $T$ is the temperature, $S$ the entropy, $V$ the volume, $P$ the pressure, $\mu_i$ the chemical potential of the species $i$, $N_i$ is the number of molecules of species $i$ and $A$ the area. The surface (free) energy $\gamma$ is by definition the energy needed to increase the surface by a unit of area, while keeping constant temperature and pressure of the closed system. Equivalently we can express $\gamma$ as:

$$\gamma = \frac{1}{2} W_c$$

(1.2)

where $W_c$ is the free energy change, or reversible work done (work of cohesion), to separate a unit area of two surfaces or media from contact to infinity in vacuum (Fig. 1.1.A). For solids, $\gamma$ is denoted by $\gamma_s$ and expressed as energy per unit area, while for liquids by $\gamma_L$ and given as tension (force) per unit length. The two options are numerically and dimensionally equivalent.

![Figure 1.1: Schematic representations of the surface energy. (A) Classical model, where the work of cohesion spent to separate two identical surfaces in vacuum is related to the surface energy $\gamma$. (B) Schematic representation of the broken bond model that gives a molecular description of the surface energy.](image)

At the molecular level, the surface energy can be understood by considering the difference in energy between a molecule/atom at the surface and one in the bulk at thermodynamic equilibrium. Each molecule or atom located in the bulk of a medium shares more bonds with nearest neighbors than at the surface (Fig. 1.1.B). If the energy associated with each bond is known, the surface energy can be understood as the excess of energy per unit area at the surface with respect to the bulk due to the under-coordinated atoms (dangling bonds). This way of calculating the surface energy is called broken bond model with nearest neighbor approximation. This model is useful to
provide an intuitive understanding of surface energy at the molecular level. However, it contains several simplifications.

In the case of solids, a typical bond energy per atom ranges between 1 and 10 eV. Due to the under-coordination, atoms at the surface tend to be highly reactive and thus are likely to undergo a surface reconstruction. This lowers the surface energy and has to be considered to estimate the effective $\gamma$. In liquids, molecules are held together by bond energies typically ranging between 0.1 and 1 eV. Although it is still possible to define nearest neighbors, molecular mobility and the absence of long-range order prevent an accurate description of surfaces with the broken bond model. In this case, the surface is not an infinitesimal sharp boundary, but it has a certain thickness in equilibrium with vapor. It is also often necessary to consider the orientation of the molecules at interfaces, particularly in polar liquids. A detailed description of the finite extension of liquid-vapor interface is beyond the scope of the present thesis and can be found in Refs. [1,2].

### 1.1.2 Interfacial energy and work of adhesion

The concepts defined for surfaces can easily be extended to interfaces. The work of cohesion $W_C$ becomes the work of adhesion $W_{12}$ when two different media (1 and 2) are considered (see Fig.1.2A). Since all media attract each other in vacuum, $W_{12}$ is always positive. This means that energy is always gained by creating an interface as opposed to two single surfaces exposed to vacuum.

In analogy to the surface energy, it is possible to define the interfacial energy $\gamma_{12}$ as the free energy change associated with the expansion of the interface by a unit area. The energetics associated with this process may be understood by splitting the expansion into two hypothetical steps: first, unit areas of media 1 (solid $S$) and 2 (liquid $L$) are created, and then they are brought into contact. The total free energy change $\gamma_{1S}$ of the process is:

$$\gamma_{SL} = \frac{1}{2} W_{SS} + \frac{1}{2} W_{LL} - W_{SL} = \gamma_S + \gamma_L - W_{SL} \quad (1.3)$$

Eq. 1.3 is often referred to as the Dupré equation (see Fig.1.2A). $W_{LL}$ and $W_{SS}$ are effectively the works of cohesion (denoted as $W_c$ in subsection 1.1.1) of the liquid and the solid, respectively.

Experimentally $W_{SL}$ is typically obtained by measuring the so-called ‘contact angle’ $\theta_C$, the angle formed by a drop of liquid on the surface of a flat solid in ambient atmosphere. The contact angle $\theta_C$ (see Fig.1.2B) can be directly related to $W_{SL}$ by the Young-Dupré approximation:

$$W_{SL} = \gamma_L (1 + \cos \theta_C) \quad (1.4)$$

A full derivation of Eq. 1.4 can be found in Ref. [3]. The contact angle has been widely used to describe the affinity of liquids with solid surfaces. To date, it remains the fastest and simplest measurements of the work of adhesion between a solid and a liquid. The technique is by definition macroscopic. It relies on averaging along the macroscopic interface and, thus, cannot provide information about the nanometer scale, i.e. the local distribution of the liquid molecules at the solid’s surface.

The work of adhesion originates from the direct molecular interaction energy between the solvent molecules and the surface of the solid, but not only. The presence of the surface generally modifies the molecular ordering of the solvent molecules. This effect has been found to decay rapidly with distance, extending only a few molecular layers away. We may refer to this region as the solvation zone, wherein the properties of the solvent (density, positional and orientational order, mobility, etc.) are significantly different from the corresponding bulk values. Since the intermolecular bond energy is usually much smaller for liquids than for solids, it is reasonable to assume that most of the molecular restructuring at the interface occurs in the liquid; in other words, the restructuring of the solid surface is in first approximation negligible. Under this approximation the interfacial energy corresponds to the energy involved in the molecular restructuring of the liquid molecules in the solvation zone (see Fig. 1.2C). In specific cases, the
liquid can chemically modify the solid’s surface (e.g. oxidation or desorption of ionic species) and the above description of the interface energetics is no longer valid. Such processes can be difficult to describe in the presented framework. It is then often useful to consider a new effective (modified) solid’s surface.
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**Figure 1.2:** Schematic representation of the interfacial energy from a macroscopic/thermodynamic prospective (A). In (B) the representation of the contact angle measurement and in (C) the cartoon that represents the solid-liquid interface from a molecular point of view. The water molecules are schematically represented and do not reflect the actual structure of the interfacial water particularly in terms of hydrogen bonds’ network.

From a theoretical perspective, Monte Carlo simulations of the interface based on a Lennard-Jones potential showed that different configurations for the interface are possible, depending on the mutual interaction between the liquid molecules and the solid surface. An attractive pairwise interaction among the liquid molecules prevents packing against a non-attractive wall, which leads to the formation of a liquid/vapor like interface in contact with the solid. In this case the liquid does not “wet” the solid surface. When an attraction between the liquid and the wall is added, wetting occurs: the liquid molecules form layered structures in proximity to the wall with a significant density variation respect to the homogeneous bulk. This layering is reflected in an oscillatory density profile that extends several molecular diameters into the liquid. If the surface is idealized to be “mathematically” smooth, the ordering of the molecules within each layer will be random or disordered, exhibiting only short-range liquid-like order. However, a structured surface, even at the atomic level (for example, a crystalline lattice), will induce epitaxial order within the layers. Such cases exhibit both out-of-plane and in-plane ordering. The former referring to the existence of layers, the latter to the existence of lateral order within the layers themselves.

**Water as a solvent**

The strong propensity of water molecules to form H-bonds with each other influences the interactions with both nonpolar and polar molecules/surfaces, often leading to unusual effects. The main difference between a dipolar and the H-bond interactions comes from the high directionality of the bonds that tends to locally create tetragonal coordinative states between the water molecules. When a water molecule comes into contact with a non-polar (non H-bond sharing) molecule or surface, it will have to pay an energy cost to reorient in a way to minimize the non-shared H-bonds irrespective to the direction that the water molecule faces. This phenomenon is often referred to as hydrophobic solvation or hydrophobic hydration. The reorientation, or restructuring, of water around hydrophobic solutes or surfaces is entropically unfavorable, as it disrupts the existing water structure imposing a new and more ordered structure on the surrounding water molecules. In contrast, hydrophilic molecules or surfaces have a propensity to contact with water molecules rather than with each other, resulting in a net repulsive force between them. The directional binding of water at hydrophilic surfaces adds an additional steric barrier that increases the range of the repulsive force between two hydrophilic surfaces in water.
At interfaces, at least three different parameters of ordering can be identified for water: (i) positional ordering into layers, which affects the oscillatory forces and manifests itself also in other type of liquids, (ii) orientational ordering, which affects mainly the local electrostatics (local variation of dielectric constant), and (iii) mean density variations near the surfaces, which can give rise to the additional “steric” repulsion between hydrophilic surfaces and a “depletion” attraction between hydrophobic surfaces. Hydrophilic and hydrophobic interactions are interdependent and not additive and thus specific the surface and local physiochemical properties.

The presence of a solid surface in water induces local variation of the liquid properties at the molecular level, both vertically and laterally. ‘Real’ surfaces are usually highly heterogeneous even at the atomic level, where defects like steps, vacancies or specific chemical groups modify the interaction with the liquid molecules and “longer range” distribution/orientation. The contact angle measurements provide a macroscopic reflection of all these effects but also depend on microscopic variations of the surface roughness. Measurements of inhomogeneous interfaces remain particularly challenging, e.g. solid surfaces that are composed of nanoscale domains with different affinities for the liquid. Yet, often these fine lateral inhomogeneities on the nanometer scale produce the most intriguing interfacial phenomena, ranging from the specific function of a protein in the brain to the toxicity of synthetic nanomaterials. In most cases, the interaction of natural or synthetic nanoscale object with the surrounding strongly depends on the local structure of the interfacial water. With the advent of nanomedicine, there is an increasing need for methods able to image and quantify complex solid-liquid interfaces with sufficient lateral resolution.

1.2 Experimental techniques to characterize solid-liquid interfaces

The properties of a solid-liquid interface in terms of liquid densities, orientation variations or chemical information can be experimentally probed by various techniques, such as infrared spectroscopy, Raman spectroscopy, UV-vis spectroscopy, fluorescent emission, ellipsometry, surface plasmon resonance or quartz crystal microbalance. Here I will review some of the techniques most relevant to this thesis, namely X-ray/neutron scattering and spectroscopy, and non-linear optics. These techniques are usually non-perturbative, but they tend to lack of local information since they rely on averaging over hundreds of micrometer. A more complete review of the subject can be found in Refs. [5,6].

1.2.1 X-ray spectroscopy and scattering

One great advantage of the use of X-rays as probes for solid-liquid interfaces is the fact that they can penetrate deep into the liquid and therefore easily reach the interfaces. Due to short wavelengths, X-rays can measure atomic-scale structures, such as the separation of individual atoms or molecules. However, most X-ray-based techniques are not intrinsically surface sensitive, and special schemes are required to discriminate between the signals originating from interfaces and the much more intense signals originating from the bulk. In most X-ray absorption experiments, this is accomplished either by using high-surface-area solids or by taking advantage of the unique compositions or chemical features at the interface. In diffraction experiments, the beam-surface angular geometry may be used for selective surface probing. In any case, because high-intensity and focused X-ray beams are used, these techniques are difficult to implement: synchrotron sources may be required, and provisions may be needed to avoid sample damage.

**X-ray absorption spectroscopy**

X-ray absorption spectroscopy is a technique commonly used for the characterization of materials. These spectra are element sensitive being the excitation energy of a specific core level characteristic of the electronic properties of that atom and of its chemical environment. The electronic excitation corresponds to a pick in the absorption spectra. This technique is extremely
useful to investigate the chemical properties or reaction happening at the interface, but usually cannot give information about the 3D spatial distribution of the analyzed chemical species. A relevant example can be found in the work of Peak et al.\(^7\). In this study, they used extended X-ray absorption fine structure (EXAFS) to determine the bonding mechanisms of selenate (SeO\(_4^{2-}\)) and selenite (SeO\(_3^{2-}\)) on aluminum oxide/water interface over a wide range of pH. EXAFS looks at intensity oscillations in the absorption spectrum near an absorption edge, i.e. the energy at which a specific core level starts to be excited. These oscillations are due to interference of the forward-propagating waves with electron backscattered from neighboring elements. By Fourier-transform analysis, it is possible to obtain information on the local structure around the element being probed in the form of bond distances and average coordination numbers. Peak et al.\(^7\) applied this technique to the Selenium K-edge and found that selenite forms a mixture of outer-sphere and inner-sphere surface complexes (see Chapter 4), while selenate forms primarily outer-sphere surface complexes on aluminum oxide.

![Fig. 1.3: Example of X-ray reflectivity data.](image)

**X-ray reflectivity**

Aside from absorption spectroscopy, X-rays can be used to probe the distribution of the atoms/molecules at the interface by scattering. Grazing-incidence geometry is generally employed to enhance the surface component of the signal. One of the most widely used techniques is X-ray reflectivity.\(^6\) In this technique a collimated coherent beam of X-rays is shined onto the solid surface (immersed in a liquid) and the reflected beam is monitored by a photo-detector that records the scattered intensity (see Fig.1.3). The efficiency of the scattering is related to the local electron density and so to density of surface/liquid molecules. In the simple case of the mirror-like reflection of X-rays (i.e. specular reflectivity), the structure of the interface is probed only along the surface-normal direction and the incident angle is varied while recording reflected X-ray intensities (see Fig.1.3). These intensities vs. incident angle curves constitute the X-ray reflectivity data and have a similar theoretical foundation as X-ray crystallography. Non-specular reflectivity data can also be obtained by monitoring the intensity in the non-mirror geometry. In this case the momentum transfer has a component parallel to the surface plane and it is possible to
obtain information on the lateral structure of the interfacial liquid. In recent years, substantial progress has been made in the direct observation of solid-liquid interfaces with non-aqueous fluids. As predicted by theory, liquid density oscillations near solid surfaces have indeed been observed in systems where normal molecular liquids were put in contact with smooth surfaces. Yu et al.\textsuperscript{9,10} reported the direct observation of an internal layering in thin liquid films of nearly spherical, nonpolar molecules (tetraakis(2-ethylhexoxy)silane and tetrakis(trimethylsilyloxy)silane on a silicon oxide surface using synchrotron x-ray reflectivity. Reflectivity data showed three electron density oscillations near the solid-liquid interface, with a periodicity consistent with the molecular dimensions. Similar results were obtained by Doerr et al.\textsuperscript{11} The direct evidence for such oscillations was obtained for both thin films and macroscopically thick layers, suggesting that the layering was intrinsic to the isolated interface. The silicon-oxide surface, used in these experiments to create the solid-liquid interface, is amorphous and acts as a model system of a “structureless wall” which renders lateral ordering of molecules impossible.

![Diagram](image1)

**Fig. 1.4:** Total (XR) and ion-specific (RAXR) electron density profiles in the direction orthogonal to the mica surface for (A) Rb\textsuperscript{+} and (B) Sr\textsuperscript{2+} solution in water. Schematic representation of (C) Rb\textsuperscript{+} and (D) Sr\textsuperscript{2+} aqueous complexes on the mica surface based on the measured ion adsorption profiles and known ion-hydration structures in bulk solution. Magenta: Rb\textsuperscript{+}, green: Sr\textsuperscript{2+}, orange: water, red: surface oxygen. Figure adapted with permission from Ref. [12].

A different situation arises for the interaction of water molecules with hydrophilic surfaces. The first direct experimental observations of density oscillations at solid–aqueous interfaces were observed adjacent to conducting substrates under potentiometric control.\textsuperscript{13} Toney et al. showed by X-ray scattering that the water density perpendicular to a silver electrode under an applied electric field has an oscillating behavior. The water molecules are ordered in layers extending up to three molecular diameters from the surface of the electrode. The first layer exhibited an increased density and orientation if compared to the bulk water. Later the technique was used to describe water-mineral insulating interfaces, such as mica\textsuperscript{14}, calcite\textsuperscript{15} and barite\textsuperscript{16}. In all these studies, a vertical layering of the water molecules was consistently found, often in conjunction with a lateral molecular ordering\textsuperscript{15}. Moreover the possibility to combine X-ray scattering with element sensitive information like resonant anomalous x-ray reflectivity (RAXR), enabled Park et al.\textsuperscript{18} to combine
the water density distribution with an information on the specific cationic distributions and the associated changes in the structure of the hydration layers for different ions at the mica-electrolyte solution interface (see Fig. 1.4).

X-ray scattering offers an important reference point for the description of isolated solid-liquid interfaces. The possibility to describe an unperturbed interface is giving crucial complementary information to more invasive measurements, such as with AFM, helping to disentangle the actual interfacial properties from measurement-induced modification of the system (see Chapter 3).

1.2.2 Neutron scattering

Neutron scattering uses a monochromatic neutron beam as a probe. The beam is reflected on a large flat surface and the intensity of the specular reflection is measured as a function of either angle or wavelength of the incoming neutrons. Just as the reflection of light on a thin uniform film leads to interference fringes, neutron reflection also gives rise to interference. For both type of experiments, the separation of the fringes is directly related to the film thickness and the amplitude depends on the relative refractive indices (different for light and neutrons) of the three media concerned. Although neutron scattering is not intrinsically sensitive to surfaces, the grazing incidence geometry of neutron reflection and the possibility of varying neutron refractive indices by isotopic substitution make reflection extremely sensitive to selected parts of many interfacial layers. The technique is able to probe the average structure along the surface normal, when the layer is too disordered or complex to be investigated by other methods. This technique has been widely used to characterize the adsorption of surfactant molecules at the air-water interface and more complex interfaces like water/air interface and molecules adsorption at solid-liquid interface.

1.2.3 Non-linear optics techniques

Optical second-harmonic generation (SHG) and sum-frequency generation (SFG) have proved to be powerful techniques to study solid-liquid interfaces. These second-order non-linear optical processes are intrinsically surface specific. For a detailed review on these techniques I suggest Refs. [18, 19].

**Sum-frequency generation**

In the SFG technique, two photons are combined at a surface; an infrared (IR) photon from a tunable IR laser is used to excite the vibrational modes of the interface, and a second photon in the visible region, from a second (frequency-fixed) laser is used to energy up-convert the IR photons (see Fig. 1.5A). The high-intensity electric field produced by the last incident laser beam induces a coherent nonlinear polarization in the molecules at the interface. This oscillating nonlinear polarization is the source of the collected sum-frequency light. When the infrared source is tuned through the spectral region of interest, coincidence between the photon energy and the energy of the molecular vibrational mode results in a resonant enhancement in the sum-frequency response. Peaks in the sum-frequency collected as a function of the IR photon energy correspond to specific molecular vibrational mode. Vibrationally resonant SFG can be used to measure the coherent vibrational surface spectrum from the interface, which contains information about the molecular composition, order and chirality. The most commonly employed geometry is the reflection geometry from a planar interface, but scattering SHG or SFG, is used even to probe the interfaces of micrometer and nanometer sized particles, droplets and liquid jets.
SFG is particularly useful for the characterization of water-solid interfaces since the water vibrational spectrum provides a sensitive probe for the structure and energetics of a hydrogen-bond network at the interface. However, the interpretation of the results has shown to be sometimes controversial.\textsuperscript{19} Generally the vibrational energy spectra of water present complex features that can be divided into three groups: (i) an “ice-like” energy region, corresponding to the typical stretching modes of bulk ice; (ii) a “liquid-like” energy region of the weakly correlated hydrogen-bonded stretching modes of molecular water and (iii) a sharp spectral feature at higher wavenumber that reflects the lack of donor bonding with other water molecules, normally associated to the vapor phase.\textsuperscript{19} These features are sometimes simultaneously present in the vibrational spectra of interfacial water, giving rise to a controversial interpretation of the actual water interfacial structure.

As an example, Ostroverkhov \textit{et al.}\textsuperscript{21} were able to study the structure of water at water/quartz interface at different pH and to compare the results with those from the water/silica interface measured under the same experimental conditions. In both cases, they found “ice-like” and “liquid-like” energy peaks, suggesting the presence of more ordered interfacial water layers at the surface of the crystalline oxide. Water adsorbed on a mica surface at room temperature also presents a more ordered hydrogen-bond structure than bulk water.\textsuperscript{22} An example of a more complex water-based interface can be found in the work of Scheu \textit{et al.}\textsuperscript{23} who investigated hydrophobic/water interfaces. One of the most remarkable features of this interface is that it carries a negative charge. This negative charge has been measured on air bubbles, hydrophobic nanoparticles and droplets using mainly electrophoretic techniques. While the sign of the charge at neutral pH is negative, the physicochemical origin has lately been debated. The most intuitive and long-standing explanation is that OH$^-$ ions, naturally present in the water, preferentially adsorb at the interface. Scheu \textit{et al.}\textsuperscript{23} measured the vibrational sum frequency scattering signal of deuterated water in contact with deuterated n-hexadecane nanodroplets in multiple polarization combinations and as a function of pH. They found that although the electrophoretic mobility increases with pH, the SFG spectra do not change with increasing pH, and do not contain any evidence for the presence of interfacial hydroxyl ions, indicating that the commonly accepted theory of OH$^-$ surface enrichment may be incorrect.
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**Second harmonic generation**

Second harmonic generation (SHG) is a two-photon process where both photons are provided by the same laser source (see Fig.1.5B). It may be considered as a simplified version of SFG. However, because the excitation light used in SHG is typically in the visible range, most of the information extracted from the data is related to electronic rather than vibrational properties of the system. SHG can also be used to measure time-dependent phenomena, both on flat surfaces and on the curved surface of nanoparticles or self-assembled layers up to the picosecond time domain. Subir et al. successfully used SHG to measure the protonation reaction of the carboxyl (-COOH) functional group fixed at the surface of polystyrene carboxylate microspheres. They measured the SHG of this system as a function of pH. Since the degree of ionization of the surface carboxyl groups is pH dependent, the SHG signal detected as a function of bulk pH provides information about the fraction of carboxyl groups that are ionized (see Chapter 6). They showed that it is possible to determine the pKₐ of carboxyl groups at the particle-liquid interface and that it differed significantly from the standard bulk value: the surface pKₐ being 5.4 corresponds to a Kₐ that is four times smaller than that of long chain carboxylic acids in bulk aqueous solution.

1.3 Force-based techniques: Surface Force Apparatus and Atomic Force Microscopy

In the previous section, I have reviewed techniques that are able to characterize an interface by looking at the density or orientational/vibrational distributions of the solvent molecules in proximity to the solid. Surface-sensitive spectroscopic techniques can provide valuable information on solid-liquid interfaces. However, the acquired information is averaged over the incident beam spot that generally exceeds in dimensions the micrometer length scale. Even if molecular information is obtained it lacks nanometric lateral resolution. Alternatively, it is possible to investigate the properties of solid-liquid interfaces through the direct measurement of forces between two solid objects immersed in a liquid as they are brought into contact. Techniques such as surface force apparatus (SFA) or AFM can precisely derive information of force vs. distance between two macroscopic objects (SFA), or between a surface and a nanoscopic tip (AFM). By introducing a solvent between the two solids it is possible to relate the measured force to the properties of the combined solid-liquid interfaces. Moreover, in the case of AFM, extra lateral information can be obtained, often down to the atomic level. In contrast to non-perturbative techniques, where a single interface is investigated, force-base techniques effectively combine two solid-liquid interfaces that coalesce as the two solids come into contact. In an ideal situation, it should be possible to directly relate the measured forces to the actual density distributions and energetic of each single interface, but often the two solid surfaces at close distances introduce complications, such as liquid confinement or other severe perturbations of the single interface as we will see in the following subsections. Furthermore, in AFM measurements, one of the interfaces is often poorly characterized.

1.3.1 Forces between two solid surfaces in a liquid medium

The net force that acts between two macroscopic bodies is the result of all the microscopic interactions between constituents. The system is effectively a many-body problem, where the pair interaction potential \( w(r) \) between two molecules or atoms depends on the local environment. This complicated problem is often simplified by assuming that the total interaction potential between the two macroscopic objects is simply the sum over all pair potentials. If we assume \( w(r) \) to be the additive pair potential between two atoms or molecules of the solid, the net force \( F(D) \) between two macroscopic solids in vacuum at a the distance \( D \) from each other is:
where $W(D)$ is the net interaction potential obtained by summing all the molecular interactions and taking into account the solid’s geometry. The forces experienced by two objects in vacuum are mainly electrostatic forces in the presence of surface charges, attractive van der Waals forces, repulsive contact forces at short range and specific chemical forces due to the formation of new bonds between the two surfaces upon contact.

The different types of forces will be analyzed in the Chapter 2. Here, we focus on the effect that replacing vacuum by liquid has on the force between the two objects. First, the liquid induces a modification of the dielectric constant between the two interacting objects. A corrected constant can be used in first approximation, but the concept itself of dielectric constant is macroscopic. More complex effects related to the molecular nature of the liquid molecules have been shown to play an important role when the gap between the two surfaces is comparable with the typical dimensions of the liquid molecules. For example, the presence of an interface can locally modify the rotational properties of polar liquid molecules, inducing nanoscale variations of the dielectric constant.

Second, forces can arise when solute molecules are present in the liquid between the two surfaces, like ions in water. If these molecules have a non-homogeneous spatial distribution at the interface, like in the case of accumulation of counterions at charges surface, bringing two surfaces in close proximity will induce a local change in the density of the solute molecules in the gap formed between them. This produces a repulsive pressure between the two surfaces that has an entropic origin. The phenomenon, described by the so-called contact value theorem, is at the origin of electrostatic double layer force, examined in Chapter 4.

Third, the solvent interaction with the two objects gives rise to so-called solvation forces between the solids. Although extensive experimental evidences confirm the existence of solvation forces, the actual dependence on the distance between the solids is often ambiguous. This is because solvation forces are usually extrapolated by removal of the other contributions to the total force measured, summing up errors from the different forces’ models. Short-range oscillatory solvation forces can arise when spherical liquid molecules are induced to order or “structure” into quasi-discrete layers between two confining surfaces or within any highly restricted space. Oscillatory forces have mainly a geometric origin and they depend critically on the shapes of the liquid molecules. Other solvation forces, normally related to water as a solvent, can decay monotonically with distance. These can be repulsive or attractive, and are less well understood. Solvation forces depend not only on the properties of the intervening liquid, but also on the chemical and physical properties of the surfaces, being hydrophilic or hydrophobic, smooth or rough, amorphous or crystalline (atomically structured), homogeneous or heterogeneous, natural or patterned, rigid or fluid-like. These factors affect the structure that confined liquids adopt between two surfaces, which in turn affects the solvation forces.

**Solvation forces**

The steric nature of oscillatory solvation forces is generally well accepted. This oscillatory behavior derives from the local density variation of the solvent molecules under confinement. These variations depend on the intrinsic structuring of the molecules at each isolated interface but also from geometrical constraints. When two surfaces approach each other, an excess entropic pressure can rise due to a variation of the density of liquid molecules at each surface and/or at the midplane placed at the mid distance between the two. For two inert surfaces, i.e. without any attractive liquid-liquid or liquid-wall interaction, this is simply due to a change in the liquid molecular packing due to a constrained geometry. As the liquid layer is squeezed out there is a variation of local molecular density that gives rise to an oscillatory force/pressure. In first approximation, the entropic solvation contribution to the total interaction energy between two identical surfaces separated by a distance $D$ can be described as follow:

$$W(D) = W(0)\cos\left(\frac{2\pi D}{\sigma}\right)e^{-\frac{D}{\bar{\sigma}}}$$

(1.6)
where $\sigma$ is the typical molecular diameter (supposing quasi-spherical molecules) and $W(0)$ is a constant that takes into account the contact energy between the two surfaces. Experimentally, the dependence of the oscillatory decay on the degree of confinement is not trivial and, in the case of the AFM, can be nearly linear due to a lack of symmetry at the tip apex. In practice the interaction force between the solids reflects both local density variations induced by the intrinsic distribution of the liquid molecules at the solid-liquid interfaces and the confinement-induced density variation due to the two approaching surfaces. The oscillatory density profile of a single interface and the oscillatory force experience between two surfaces that are confining a liquid are not the same phenomenon, even if related to each other. The more the isolated surface of the solid induces a significant deviation in the liquid density in the proximity, the more, under confinement, the liquid density in the gap will deviate from the bulk values. This is translated into a bigger component in the measured solvation force. If the surface-liquid interaction is much weaker than the liquid-liquid interaction, the oscillatory force tends to be overall more attractive. This complex behavior often exhibits both a short-range oscillatory part and long-range monotonic part generally associated to the presence of water as a solvent. Monotonic long-range solvation forces remain controversial. In the case of water, the short-range forces between surfaces and aqueous salt solutions display some highly unusual properties that are, despite intense experimental and theoretical studies, still poorly understood. These forces can be strongly monotonically repulsive, attractive, oscillatory, or a combination of these.

In the case of two hydrophilic surfaces, two other repulsive hydration contributions can be found in literature, both of them exponentially decaying as a function of the distance: the so called “primary hydration forces”, with a decay length of 2–4 Å and the “secondary hydration forces”, with a much bigger decaying length (10–30 Å). The first component is normally linked to the enthalpic adsorption or “binding” energy of successive water “layers” to any hydrophilic surface. The secondary hydration forces are associated to weaker interactions with a larger decay length. The nature of these interactions is highly debated but seems to be in any case associated to the presence of hydrated solutes in the liquid. Parsegian et al. associated the decay length of these forces to the typical length of solute distribution coming from the “competition” between the amounts of water bound to counterions. It is the distribution of the hydrated solute near the interface that sets the force and the corresponding decay. Parsons et al. attributed it to the specific hydration properties of the ions at the surface of hydrophilic solids that are not considered in the classical continuum description of interfacial forces. In my opinion, the broad range of models and approximations used to extract information about the hydration forces does not allow for fair and quantitative comparison between different experiments, often leading to confusions and controversies.

In contrast to some hydrophilic surfaces that exhibit enhanced repulsion in water, some hydrophobic surfaces experience an anomalously strong attraction in aqueous solutions, much greater than expected from the London or Lifshitz theories of van der Waals forces. Hydrophobic forces have been described by a full force-law in pure water that follows a double exponential behavior of the type:

$$F = -C_1 e^{-D/\rho_1} - C_2 e^{-D/\rho_2}$$  \hspace{1cm} (1.7)

where $D_1$ and $D_2$ as well $C_1$ and $C_2$ are system-specific constants generally obtained experimentally. There is, however, some uncertainty about the values of the four constants, and even a debate on the existence of such a “universal” force-law for the hydrophobic interactions. Like in the case of the monotonically repulsive hydration force, the origin of the hydrophobic force is still unknown, and it is not clear whether it should be considered as a solvation force or as some kind of long-range electrostatic or van der Waals–like interaction. It appears, however, to be a surface force rather than a body force. There are currently three main theoretical hypothesis to explain the hydrophobic force, based on one of the following possible mechanisms: (i) vapor bridges, due to the attractive capillary force between bridging nanoscopic bubbles (Laplace pressure); (ii) water structure, as an attractive hydration force associated with changes in the density or ordering of water between two approaching hydrophobic surfaces; (iii) and
electrostatic, as an attractive electrostatic van der Waals–like force between correlated charges or dipoles at the surface. These types of forces are generally easy to identify being associated to the specific chemical composition of the two interaction surfaces.

1.3.2 Surface Force Apparatus

Over the past decades, SFA has enabled to identify and quantify most of the fundamental interactions between surfaces in aqueous solutions, in the presence of ions and in non-aqueous liquids. These include the attractive van der Waals (Chapter 2) and repulsive electrostatic double-layer forces (Chapter 4), oscillatory (solvation) forces, repulsive hydration forces, attractive hydrophobic forces, steric interactions involving polymeric systems, viscous forces, capillary and adhesion forces and friction and lubrication forces.

In a typical SFA experiment two macroscopically curved, atomically flat surfaces of mica are approached with nanometer precision and the interaction force between them is measured using a variety of force-measuring springs. The two surfaces are usually in a precise crossed-cylinder configuration. The separating distance is then measured with a multiple beam interferometry using fringes of equal chromatic order (FECO). From the positions of the colored FECO fringes the thickness of adsorbed layers and the absolute distance between the two surfaces can be derived, as well as the refractive index of the medium between them. The normal and lateral distance resolutions are about 0.1 nm and 1 µm, respectively, and the force sensitivity is about $10^{-8}$ N. By monitoring the force between the two approaching or retracting surfaces the force-law $F(D)$ can be determined and the energy between surfaces calculated knowing the precise geometry of the system.

Since the SFA’s invention about 40 years ago, it has proved to be particularly effective for precise measurements of forces between macroscopic surfaces. Further development enabled force measurements in liquids with precise quantification of repulsive double layer, repulsive hydration forces and the influence of the ionic species in the short range repulsive hydration force. The introduction of organic soft molecules like surfactants and lipid micelles or vesicles extended the SFA’s reach to soft and steric interfaces, opening a wider range of possibilities. Recently the technique has been used in combination with other techniques, such as X-ray or neutron-scattering and reflectivity for analyzing thin-film structure under confinement. The main drawback of the technique is the lack of lateral resolution and the proximity the two macroscopic surfaces, limiting the derivation of information related to isolated interfaces due to the strong confident of the interfacial liquid. In this respect AFM is more promising as it provides nanometer lateral resolution.

1.3.3 Atomic Force Microscopy

The Atomic Force Microscopy is part of the scanning probe family and largely used to characterize the morphological and mechanical properties of a large variety of samples in environments ranging from high-vacuum to gas and liquid. Measurements are based on the recorded force between a nanometric tip and the sample’s surface. The AFM tip is placed at the free end of a flexible cantilever that acts as the transductor of the interaction between the tip and sample. The reflection of a laser beam focused at the backside of the cantilever is then used by most AFMs to detect and amplify the movement of the cantilever through a multi quadrant photodiode.

A detailed description of the technique is presented in Chapter 2, where the different operating modes of the machine are explored and the link between the solid-liquid interface properties and the resolution obtained in the measurement is analyzed. Here, we focus on the molecular mechanisms that dominate the information derived during force measurement. Similarly to the SFA, it is possible to measure down to pN resolution the force dependence between a nanometric tip and a surface as a function of distance, also in liquid. However, unlike for SFA, the small size of the tip allows for a nanometric lateral resolution if a XY-piezoelectric scanner is used.
Moreover, confinement effects between the tip and a sample are reduced to a nanoasperity approaching a flat surface. With AFM, in principle, it is possible to directly measure the force between a small cluster of atoms and a surface in liquid without inducing a strong perturbation to the isolated interface.

1.4 AFM to map the solid-liquid interfacial energy with sub-nanometric resolution

We have seen that, from a thermodynamic point of view, solid-liquid interfaces are characterized by interfacial energy. Using the Dupré equation (Eq. 1.4), it is possible to relate the interfacial energy to the work of adhesion, i.e. the reversible work necessary to separate the two media at the interface. In the cases of a solid-liquid interface and under the approximations examined in section 1.1, the work of adhesion effectively quantifies the gain in free energy of the system obtained by the structural reorganization of the liquid at the interface. This reorganization vanishes typically within a few molecular layers of the liquid (<1-2 nm) when moving away from the interface. AFM can, in principle, directly measure the local work of adhesion between a liquid and a sample, by recording the energy necessary to manipulate the tip-liquid-solid composed interface. However, the measurement contains information about both the tip-liquid and the sample-liquid interfaces, a difficult problem giving the fact that the tip geometry is rarely known. In this last section, the model proposed by Voitchovsky et al.37 is analyzed. This model provides a method that deconvolutes information from both interfaces and opens the possibility to map the interfacial energy with sub-nanometric resolution.

It is however important to keep in mind that the concept of work of adhesion is intrinsically macroscopic, even if originating from microscopic molecular properties of the solid and the liquid.38 It is often more appropriate to think in terms of local solvation energy at the atomistic or molecular level, for example when considering nanoscopic domains of the interface.39

1.4.1 Solid-liquid work of adhesion and pressure between two approaching surfaces

Amplitude-Modulation Atomic Force Microscopy (AM-AFM) is an operating mode where the AFM tip is oscillated at the resonance of the cantilever and scanned close to surface while recording variations in the oscillation amplitude as a function of the tip-sample distance (for a technical description of the AM-AFM see Chapter 2).

When operated at small amplitude and in liquid, it is possible to set the parameters so that, during a full oscillation cycle, the tip travels a distance between 1-2 nm from the surface (Fig 1.6A) to almost contact (Fig.1.6B) and then back to the starting position (Fig.1.6C). As a result, during each oscillation, the two solid-liquid interfaces between the tip, the liquid and the sample are partially destroyed. The energy dissipated by the tip during the first part of the oscillation (approach) is the energy necessary to partially destroy both the tip and the sample interface by forming a common interface. Taking into account the geometry of the system and integrating the work accomplished by the tip over the approach part of the oscillation cycle, it is possible to relate the corresponding energy dissipated with $W_{SL}$ (surface-liquid work of adhesion) and $W_{TL}$ (tip-liquid work of adhesion). Assumptions about the spatial dependence of $W_{TL}$ and $W_{SL}$ are however needed.

The work of adhesion represents the energy responsible for interfacial restructuring in the liquid. This restructuring will occur over a finite distance, typically a few molecular diameters. Liquid density variations compared to bulk will tend to vanish rapidly from the interface with a possible oscillatory trend. The exact shape of this decay can be complex with sudden transition between hydration layers and generally depends on both the solid and the liquid (section 1.1 and 1.2). In first approximation Voitchovsky et al.37 described this fast local density variation by modeling the gradient of the solid-liquid work of adhesion when moving away from the surface as decaying
exponentially and approached the asymptotic value of zero over a few molecular diameters (see Fig. 1.7). In this framework, the effective repulsive force felt by the tip as it approaches the surface comes from the overlap of the two exponentially decaying interfaces.

The reciprocal influence of the tip and the sample on the sample-liquid and tip-liquid interfaces, respectively, are not taken into account and both interfaces are assumed to remain structurally constant while interpenetrating each other. This assumption becomes problematic if there is a large difference in the liquid’s affinity for the tip and for the substrate. Under this approximation it is possible to define $P_{SL}(z)$ and $P_{TL}(z)$, the density of work of adhesion (which takes the unit of pressure) as follow (see Fig. 1.7):

$$P_{SL}(z) = \frac{\partial W_{SL}(z)}{\partial z} = W_{SL}ae^{-az} \tag{1.8}$$

$$P_{TL}(z) = \frac{\partial W_{TL}(z)}{\partial z} = W_{TL}be^{-\beta(D-z)} \tag{1.9}$$

where $z$ is the distance from the surface, $D$ is the tip-sample distance and $\alpha$ and $\beta$ are the exponentially decaying length related to the typical dimension of the solvent molecules. $P_{SL}(z)$ and $P_{TL}(z)$ are normalized so that, when integrated respectively from 0 to $\infty$ or from $-D$ to $-\infty$, the result is exactly the work of adhesion between the considered liquid and surface. The pressure $P_{TLS}(D)$ met by the tip when approaching the sample at a distance $D$ is then obtained considering the maximum value of pressure among the crossing points $z^*$ between $P_{SL}(z)$ and $P_{TL}(z)$ (see Fig. 1.7).

$$P_{TLS}(D) = (W_{SL}a)^{\alpha+\beta}(W_{TL}b)^{\alpha+\beta}e^{-\frac{\alpha D}{\alpha+\beta}} \tag{1.10}$$

To obtain the force acting between tip and sample, Voitchovsky et al.\textsuperscript{37} assumed that the solid surface is locally flat and the AFM tip parabolic with local radius of curvature $R$ at the apex. The force acting between tip and sample can then be obtained from the Derjaguin approximation (here assuming $\alpha = \beta$):

$$F(D) = \int_D^0 2\pi y P_{S LT}\left(D + \frac{y^2}{2R}\right) dy$$

$$= \frac{4\pi R}{\alpha^2} \sqrt{W_{SL}W_{TL}} e^{-\frac{\alpha}{2}(D^2+R^2/4)} \tag{1.11}$$
At each tap, the tip motion is assumed to be purely in the $z$ direction. The lateral scan speed is several orders of magnitude slower and hence neglected. The AFM oscillation amplitude $A$ is relatively small, i.e. comparable to the width of the total surface-liquid-tip interface and the whole system has circular symmetry around the $z$ axis. A quick consideration of the energies involved indicates that the tip never touches the surface, with at least one molecular diameter ($\sigma$) of liquid between them. Using these assumptions it is possible to obtain the energy dissipated in the approaching part of the cycle:

$$E_{\text{cycle}} = \int_0^{A+\sigma} F(D)\,dD = \frac{4\pi R}{\alpha} \sqrt{W_{SL}W_{TL}} \, e^{-\frac{\sigma\alpha}{2}} \left(1 - e^{-\frac{\alpha (A+\sigma)}{2}}\right)$$ (1.12)

This formula relates the energy dissipated by the tip during the approaching part of the oscillation to the tip-liquid and surface-liquid works of adhesion.

**Fig. 1.7:** Schematic representation of tip-liquid-sample model used to calculate $P_{\text{SLT}}(D)$.

### 1.4.2 Energy dissipated in the whole oscillation cycle

The work of adhesion is by definition reversible. If the tip oscillation is an adiabatic process no energy should be dissipated during a full oscillation cycle. However, experimental measurements of the energy dissipation are found to scale with $W_{SL}$.

Voitchovsky et al. found this dissipation by a deviation from the adiabatic case induced by the viscoelasticity of the interfacial liquid. This dissipative process creates a hysteresis loop between the approaching and retracting part of the oscillation that causes the observed energy dissipation. A recent work has shown that the molecular mechanism for dissipation is tip-induced liquid slippage at the interface.

Molecular slippage is a dissipative process that scales with the work of adhesion. Practically, Voitchovsky et al. found that the work of adhesion measured by AFM scales with the $W_{SL}$ obtained with other techniques, such as contact angle, but is not strictly equal. They introduced a proportionality constant $\lambda$ to quantify the received results:

$$E_{\text{diss}} = \lambda E_{TS} = \frac{4\pi R}{\alpha} \sqrt{W_{SL}W_{TL}} \, e^{-\frac{\sigma\alpha}{2}} \left(1 - e^{-\frac{\alpha (A+\sigma)}{2}}\right)$$ (1.13)

Despite the numerous simplifications, this model is able to capture the complex behavior of the work of adhesion of different solid-liquid interfaces as measured by the contact angle technique (see Fig.1.8).

This model provides an intuitive tool for the nanoscale characterization of local wetting properties since under the approximation of single harmonic oscillator model, the energy dissipated in AM-AFM is directly related to the phase contrast (see Chapter 2). By using an oscillation amplitude comparable to the thickness of the interfacial liquid (0.5–1.5 nm) and gentle scanning conditions...
to avoid direct tip-sample mechanical interaction, it is possible to probe the interfacial liquid properties. Significantly, the resulting topographic and phase images mostly reflect the properties of the interfacial liquid rather than that of the underlying solid.

In summary, AFM provides a unique method to characterize solid-liquid interfaces with sub-nanometer resolution and can deliver quantitative information about the local work of adhesion between the liquid and the sample surface. Moreover the technique offers an intuitive interpretation of the phase images when operated in AM-AFM (see Chapter 2), reflecting in the phase local variation of the interfacial properties of sample-liquid system.

Fig. 1.8: Histograms and scatter plots comparing the measurement of $W_{sl}$ for various substrates. Data were collected in water (A, B) and in DMSO (C, D) using AFM (green) and contact angle (blue). The correlation coefficients for the scatter plots ($R^2$) are 0.98 (B) and 0.84 (D), both ensuring statistical significance. The error bars represent two standard deviations of the measurements. Systematic errors affecting all the points in the same manner are not represented in the error bars. Figure adapted from Ref. [37].
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Chapter 2

High resolution AFM at solid-liquid interfaces

In this chapter, I will describe the different AFM imaging modes suitable for high-resolution measurements in liquid environment. Emphasis will be placed on the resolution achievable and the relationship with the solid-liquid interfacial properties. After a fast introduction on the basic principles of the AFM (section 2.1) I will present some of the historical development of the technique leading to the state of the art experiments performed at the moment (section 2.2). The concepts of lateral and vertical resolution will be discussed (section 2.3) in relation to experimentally measured parameters and the forces acting during the AFM imaging process (section 2.4), in particular solvent-related dissipative and conservative interactions (section 2.5). In the final part of the chapter I will critically analyze the contribution of the solvent in the imaging process depending on the mode of operation and the conditions employed during the image acquisition (section 2.6).
2.1 Working principle of AFM

AFM belongs to the family of Scanning Probe Microscopy (SPM) techniques, along with Scanning Tunneling Microscopy (STM). In SPM the morphology of the surface of the sample under examination is reconstructed by monitoring the distance-dependent interactions between a sharp probe and a sample. In the case of AFM the force existing between the probe and the sample is the interaction parameter used to construct the surface image. AFMs can be operated in a number of modes, depending on the application. In general, operating modes are divided into static and dynamic. In static mode (e.g. contact-mode), the cantilever is held static at the base while in dynamic modes (such as amplitude- and frequency-modulation) the cantilever is vibrating, imposing an external but periodic motion to the tip during the measurement. Interactions between tip and sample modify the cantilever dynamic (section 2.4) and variation in the oscillation amplitude, phase and frequency can be detected by the AFM electronics.

Fig. 2.1: Schematic and simplified representation of an Atomic Force Microscope. The force between tip and sample is monitored by detecting the deflection signal of a cantilever. The deflection is measured by monitoring the displacement of a laser beam on the photo detector. The cantilever can be held statically or oscillated by the shake piezo. The Feedback electronics monitors the deflection signal and adjust the tip-sample distance while changing the lateral relative position of the two by applying a voltage to a piezoelectric tube placed below the sample. The operating parameters can be changed directly on the computer where the image is displayed in real time during the acquisition.

In the case of AM-AFM, the oscillation amplitude and frequency are kept constant during the imaging process while the phase (the dephasing between the driving and tip oscillations) can vary freely. The driving frequency is usually selected to coincide with the first self-resonance \( \omega_0 \) of the cantilever but this is not a strict requirement and higher harmonics\(^1\) or out of resonance frequencies\(^2\) can be used. When the tip approaches the sample, elastic and inelastic interactions (see section 2.5) cause changes in both the amplitude and the phase signals. These changes are used by the feedback loop to map the surface morphology by constantly adjusting the tip-sample distance so as to keep the amplitude of oscillation constant.

In frequency-modulation AFM (FM-AFM) the cantilever is subjected to a controlled positive feedback such that it oscillates with constant amplitude, always at the resonance frequency of one of the cantilever oscillation modes. The tip-sample interactions cause frequency shifts of the cantilever resonance. By ensuring to constantly measure the actual resonance of the oscillation (related to the phase signal used sometimes as extra feedback parameter) it is possible to use the shift of the interacting frequency compared to the unperturbed one as the feedback parameter.
In both cases (static or dynamic) it is possible to reconstruct the surface topography from the feedback corrections applied by the piezo actuator to constantly adjust the tip-sample distance while scanning. The output is converted in real-time in a series of images of the different parameters displayed on the computer at which the AFM electronic is connected.

2.2 Historical introduction on AFM: from vacuum to liquid

Presenting a comprehensive history of the AFM development is very challenging. The intention of this section is simply to introduce some of the most important scientific achievements that led to the possibility of obtaining reliable and quantitative measurements of solid-liquid interfaces with the AFM. I will put special emphasis on high resolution.

Since the AFM’s invention in 1986 at the IBM laboratory\(^3\), it has shown a large potential for surface characterization. Unlike the close cousin, the scanning tunneling microscope (STM), AFM is suitable for the characterization of all types of surfaces (not only conductive materials or semiconductors), in most environments. The first operating mode of the AFM was the standard contact mode. Compared to the STM, the atomic resolution on the first machines seemed to be considerably more challenging due to the presence of additional complications, such as long-range forces, jump into contact and non-monotonic short-range forces.\(^4\)

Part of these problems was successfully addressed by introducing new operating methods able to detect the force between the tip and sample: the dynamic AFM modes. The idea was to prevent the jump into contact of the AFM tip by oscillating the cantilever with amplitude large enough to reach a withdrawing force at the lower tip-sample distance able to overcome the maximal attraction force. In addition, the vertical motion of the cantilever reduces lateral friction force while scanning, thus allowing non-destructive imaging of soft materials. Moreover the intrinsic noise in cantilever deflection measurements has a component that varies in intensity inversely with the frequency of oscillation, making dynamic AFM modes less subject to noise than static operating modes.

Just one year after the invention of the AFM, Martin et al.\(^5\) proposed the use of the oscillation amplitude of a cantilever externally driven at resonance as a feedback parameter for the imaging process. The change in amplitude in AM mode does not occur instantaneously with a change in the tip-sample interaction, but on a time scale of \(\tau = Q/2\omega_0\) due to a transient term in the cantilever dynamic. With Q factors reaching 100000 in vacuum, the feedback response in AM mode was very slow.\(^6\) To overcome this difficulty, in 1991, Albrecht et al.\(^7\) proposed the use of a different feedback signal, the change of the frequency of resonance of the cantilever, paving the way for FM-AFM. In this mode, the response of the instrument to a variation of the tip-sample force occurs within a single oscillation cycle\(^6\) on a time scale of \(\tau = 1/\omega_0\), rendering it more suitable than AM-AFM for measurements in vacuum.

In parallel with the development of new imaging modes, an important effort was done to improve the detection methods of the cantilever deflection and the fabrication process of cantilevers. The optical beam detection method to detect the lever deflection\(^8\) was firstly proposed in 1988 and the following year, Alexander et al.\(^9\) proved it to be suitable for sub-nanometer resolution. At the same time the microfabrication of cantilever styli\(^10\) contributed to the availability of reliable and more standardized AFM cantilevers. Together, these improvements resulted in the realization of the first commercial instruments (MultiMode, Digital Instruments, Santa Barbara, 1993).

In the same period the possibility of using AFM in liquid was firstly explored, mainly motivated by the growing interest in exploring biologically relevant surface processes in native environment. The first AFM images in liquid were done in contact mode by immersing the AFM cantilever and the surface in water or other solvents\(^11\). The idea of liquid environment was initially mainly dictated by the necessity of screening long range attractive forces\(^12\) or to explore evolving systems, like the growth and dissolution of calcite in ionic solutions of different concentrations\(^13,14\). Then, with the development of the more gentle imaging condition\(^15\) obtained in AM-AFM (often called “tapping mode”) this technique was applied to the characterization of more delicate samples, such as single DNA molecules absorbed on surfaces\(^16\) or enzymes\(^17\). From
that moment on AM-AFM has been largely used to obtain information of different surfaces in liquid environment.

In these early stages of AM-AFM, the possibility to record the phase delay between the forcing sinusoidal signal and the actual tip motion during the imaging process proved to be the main breakthrough\(^\text{17}\). This signal was immediately related to the mechanical properties of the sample\(^\text{18,19}\) and subsequently, a new formalism was developed to relate tip energy dissipation with the phase contrast in AM-AFM\(^\text{20,21}\). This instrumental advance enabled the mapping of compositional variations and changes in material properties of heterogeneous surfaces.

The main problems related to the use of a vibrating cantilever in a liquid environment surfaced, becoming an important motivation for the development of new technologies and theoretical models for the description of the lever dynamic:

1. The cantilever vibration is damped in liquid because of the high viscosity of the media, as compared to that of air or vacuum. The result is a high energy dissipated during the cantilever vibration at resonance. Since the high force sensitivity in dynamic-mode AFM is provided by the resonance effect of a cantilever vibration, an over damped motion leads to lower force sensitivity if compared to less viscous media. This fact drove many technical improvements: new low-noise photodetectors\(^\text{22}\) with bigger bandwidth and faster electronics\(^\text{23}\) appeared first in a few prototypes and were later implemented on commercially available machines. Simultaneously, new microcantilevers with higher Q-factor and resonance frequency were developed\(^\text{24}\), and soon became commercially available.

2. The standard acoustic driving mechanism, largely employed in all commercially available AFM machines, in liquid, introduces many spurious resonances in the cantilever and sample holders, hindering the identification of the true resonance of the stylus. Moreover the resonances change in time rendering imaging in liquid unstable. To help the identification of the proper resonance, the thermal-noise method was introduced in the standard commercial AFM and helped to develop new calibration methods for the spring constant of the AFM cantilever. At the same time new methods to excite the cantilever motion were proposed, such as the magnetic excitation\(^\text{25}\) or photothermal excitation\(^\text{26,27}\), recently available even commercially.

3. The standard simple harmonic oscillator model, used to describe the cantilever motion and the interaction force between tip and sample in low viscosity (air or vacuum) media, is not directly applicable in increased viscosity environments. Large efforts have been dedicated to determining better models or direct simulation of the response of the lever in liquid\(^\text{28,29}\). This, combined with the new technical improvements in the design of the AFM electronics, lead to the development of new imaging modes based on multi-harmonics detection or second resonance excitation. These new imaging modes are able to give quantitative information on the type of interaction between the AFM tip and the sample.\(^\text{28,29}\)

Before the development of more complex models to describe the cantilever dynamic, most of the big advances made to quantitatively characterize the solid-liquid interface were done starting from the standard harmonic oscillation model. Assuming a parabolic tip-sample interaction potential, this model enables to relate the phase and amplitude of the cantilever oscillation to the distance dependent interaction stiffness and the damping coefficient.\(^\text{30-32}\) The actual measurement of liquid structure with AFM on the surface of graphite was first achieved in 1992 by O’Shea et al.\(^\text{33}\) using big and bulky molecules. The authors’ later work\(^\text{34}\) showed an oscillatory behavior convoluted with an exponential decay of the measured force and the derived interaction stiffness as the tip approached the surface. In 1995 Cleveland et al.\(^\text{35}\) showed that water layer and/or hydrated ion measurements were possible using static AFM. They discerned different energy minima close to ionic crystals in water by using the thermal noise of the cantilever and related the minima to the density structure of the water hydration layer. These type of measurements stimulated the rising of theoretical studies on nano-confinement with special emphasis on the AFM tip case\(^\text{36,37}\). In the following years, AFM was used to characterize solid-liquid interfaces of different samples and in different liquids, proving the high versatility of the technique.\(^\text{38-40}\)
The development of FM-AFM in liquid\textsuperscript{41,42} provided a significant improvement for high-resolution studies of hydration forces, enabling measurements in aqueous environment of hydration structures with high lateral resolution. Moreover the possibility of combining the high resolution images with a precise vertical information of the frequency shift helped to understand how the hydration layers were contributing to the contrast formation in FM-AFM.\textsuperscript{43-45} The measurements were subsequently extended to ions adsorbed at solid-liquid interfaces\textsuperscript{46-49}. In parallel, new models describing contrast formation at the interface were proposed\textsuperscript{50,51} for AM-AFM relating the dissipative forces that contribute to the formation of the phase contrast to the work of adhesion between the solid-liquid interfaces.

The latest remarkable improvement of the characterization of solid-liquid interfaces was proposed in 2010 by Fukuma et al.\textsuperscript{52} and Kimura et al.\textsuperscript{53}: they extended three-dimensional AFM\textsuperscript{54} into liquid environments enabling the visualization of the 3D distribution of a liquid at a surface of a solid. In 3D-AFM, a tip is scanned over the surface in the z-direction (orthogonal to the surface) as well as in x-y to cover the whole 3D interfacial space. They applied this technique to FM-AFM: during the scan, the frequency shift is recorded in real time with respect to the 3D tip positions while the averaged tip height is regulated to keep the averaged frequency shift to a constant value. They were able to image the distribution of the water molecules on the surface of mica and subsequently they derived a relationship between the local liquid density and force applied on the AFM tip.\textsuperscript{55} Moreover Kimura et al.\textsuperscript{53} discerned the effect of absorbed K\textsuperscript{+} ions on mica in the frequency shift of the 3D-AFM map. The new technique was then used to characterize different samples, such as a lipid bilayer\textsuperscript{56}, showing how the 3D-hydration structure was important even for biologically relevant surfaces. Finally this technique was also extended to bimodal AM-AFM to reconstruct the force as a function of the distance with sub-nanometer lateral resolution.\textsuperscript{1}

### 2.3 Concept of resolution in AFM

Spatial (vertical or lateral) resolution, noise and sensitivity are concepts that are highly correlated in AFM. The relationship that exists between the noise characteristic of a specific detection method, and vertical resolution is rather simple: the noise in the cantilever deflection establishes the upper resolution limit of the microscope but the specific interaction between tip and sample plays a role in the achieved resolution. The sensitivity of the instrument to detect force variations might also control the achievable spatial resolution. The lateral resolution is intrinsically related to the vertical resolution but not in a simple manner and also depends on the surface properties (e.g. when changing the effective contact area between tip and sample). In a heterogeneous surface, features of equal size but different properties might give rise to different values of the lateral resolution. This underlines the role of the sample in the achievable resolution. In this section the concepts of vertical and lateral resolution are presented, focusing on AM-AFM due to the importance in this thesis, and the basic ingredients for a sub-nanometric resolution are briefly described.

#### 2.3.1 Vertical resolution

The vertical resolution in scanning probe is defined by the minimum height variation on the surface that the instrument can detect. This resolution is limited by the noise of the signal used by the feedback-loop system to reconstruct the topographic image. In the case of AM-AFM the signal is the amplitude of oscillation. The vertical noise $\delta h$ is standardly defined as the ratio between the noise in the amplitude signal $\delta A$ and the slope of the amplitude with respect to the average tip-surface distance $z_c$:\textsuperscript{6}

$$\delta h = \frac{\delta A}{\frac{dA}{dz_c}} \quad (2.1)$$
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The vertical resolution is limited by the noise in the amplitude signal that comes from the deflection noise $\delta d$, which has two major components: the thermal noise $\delta d_{th}$ of the cantilever and the detector noise $\delta d_{det}$. Generally the thermal noise determines the ultimate achievable resolution of the instrument, since the detector noise is generally dominating. The thermal noise excites the oscillation of the cantilever, introducing a component in the measured deflection that depends on the frequency. The components that contribute to the noise can be calculated by knowing the amplitude spectral density of the cantilever. If the cantilever is excited at the first resonance frequency $f_0$, it is possible to obtain a general expression for the thermal noise\(^28\) of the deflection signal as:

$$\delta d_{th} = \frac{4 k_B T Q B}{\pi f_0 k}$$

(2.2)

where $T$ is the absolute temperature, $k_B$ the Boltzmann’s constant, $Q$ is the quality factor of the lever, $k$ the spring constant and $B$ the frequency bandwidth\(^23\) of the instrument.

The other noise component is due to the detection mechanism and is typically proportional to the inverse of frequency for low frequencies and merges into a constant noise density (white noise) above the $1/f$ corner frequency. The $1/f$ dependence is typical of so-called “Flicker or pink noise” and occurs in almost all electronic devices. At higher frequencies, in the case of optical beam detection (the most commonly used detection method, including for the experiments presented in this thesis) there is a contribution of other kind of white noises such as the shot noise, the excess noise and other electronic noises.\(^25\) Of course any other noise (mechanical and electrical) not properly shielded contributes to an increase of the noise level detected by the photo-detector.

The noise introduced in the signal by the detection method is not the only factor that affects the vertical resolution. In the denominator of Eq. 2.1 there is the derivative of the feedback signal with respect to the vertical displacement. This component depends on the tip-sample interaction and generally takes into account how strongly the signal depends on the distance between tip and sample. For example, in the case of STM, the feedback signal is the tunneling current that has an exponential dependence with the distance between tip and sample. In this case, even with a relatively blunt tip, a single atom protruding far enough can carry the main part of the tunneling current. The distance dependence of the tip-sample interaction determines the actual interaction volume of the tip, affecting significantly the detected signal and the lateral resolution.\(^6\)

2.3.2 Lateral resolution

The lateral resolution depends on how the image is formed by the AFM tip. Vertical and lateral resolution are tightly related and here we will see how. If we suppose that our AFM tip is imaging a single protrusion on the sample (meaning that the lateral dimension of the feature protruding from the sample is much smaller than the typical dimension of the tip) the resulting topographic image is a protruding feature that has the same dimension of the tip as a result of convolution effects (see Fig. 2.2A). If, instead of a single isolated protrusion on the surface, we consider two protrusions (see Fig. 2.2B) and seek the minimum distance $l$ between them, sufficient to allow the distinction despite convolution effects, we find that $l$ is given by the separation for which the change $\Delta z$ of the tip deflection is larger than the vertical resolution. Mathematically, this definition states that the lateral separation $l$ between two sharp features imaged by a parabolic tip with end radius $R$ depends on the height difference $\Delta H$ that exists between the adjacent features and the vertical noise $\delta h$,\(^28\) as defined in Eq. 2.1.

$$l = \sqrt{2R \left( \sqrt{\delta h} + \sqrt{\delta h + \Delta H} \right)}$$

(2.3)

Eq. 2.3 is obtained under the assumption that $l > \sqrt{2R \Delta H}$. The equation clearly shows the nonlinear nature of the image formation in AFM. The lateral resolution depends not only on
intrinsic parameters of the measurement such as the tip radius or the vertical resolution, but also on some properties of the sample: the height difference between adjacent features $\Delta H$. This means that the lateral resolution is not constant in the AFM image but depends on the sample local topographic properties.

Fig. 2.2: Schematic representation of the convolution effect of the tip with a spike protruding feature on the sample surface (A) and the lateral resolution $l$ obtained for two spike protruding features on the sample surface (B).

A factor that has not been included in the above definition of lateral resolution $l$ is the effective tip-sample contact area. We simply used $R$ as tip radius, while in reality this parameter depends on the sample properties. In the previous formula, we should in fact substitute $R$ with $R^*$, an effective radius, obtained according to each specific tip-sample interaction.

If we suppose, for example, that the tip is transiently physically in contact with the sample surface we can deduce an analytical expression for the effective tip radius $R^*$. The force exerted by the tip usually deforms the sample surface. It is accepted that in case of mechanical contact the lateral resolution cannot be better than the real or effective tip-surface contact area. Increasing the applied force increases both the contact area and the deformation. The lateral resolution is then expected to depend on the scanning parameters imposed by the users, not only in terms of proper feedback adjustment but also for changing the interaction parameters in the imaging process. The lateral resolution can in this case be calculated as a function of the applied force using, for example, the Hertz model. \(^59\) This model provides the effective radius $R^*$ as a function of the tip’s radius $R$, the applied force $F$, and the effective Young’s modulus $E^*$ of the surface: \(^59\)

$$R^* = 2\left(\frac{3}{4} \frac{RF}{E^*}\right)^{1/3} \quad (2.4)$$

Eq. 2.4 explains qualitatively why atomic and sub-nanometer resolution is more easily achieved on stiffer materials: the effective Young modulus appears in the denominator, so stiffer materials correspond to a lower effective contact area. Usually, the deformation of the tip is ignored but in some cases, particularly under high-exerted repulsive forces this assumption no longer holds. In particular in the contact mode, the tip, even if initially atomically sharp will also deform plastically, in addition to the elastic deformation, until it reaches a stable apex configuration. This means that in time the resolution of the images will change with the same tip.

### 2.3.3 Ingredients for high resolution

Atomic resolution is defined as the capability to resolve single or multiple atomic features separated by atomic scale distances. Atomic scale features include atoms, molecules, point
defects, and grain boundaries. Similarly, sub-nanometer resolution is defined as the ability to resolve single or multiple sub-nanometer features. Obtaining a high-resolution image is a difficult experimental task often requiring expertise from the AFM operator. However, it is possible to specify some minimum requirements\(^6\) that have to be fulfilled for allowing atomic resolution with a scanning probe microscope:

1. The noise level has to be smaller than the aimed vertical resolution (see Eq. 2.3).
2. A sharp, rigid tip is needed. The tip has to maintain the original shape during the imaging process. First of all, this limit the adhesion between tip and sample and at the same time ensures that the size of the tip apex is small enough to resolve the lateral variation of the imaging parameters.
3. The tip-sample interaction has to decay in the vertical direction fast enough (at least on the atomic length scale) to reduce the averaging of the interaction due to the finite volume of the tip.
4. The interaction responsible of the topographic image formation has to vary measurably on the atomic scale in the lateral direction.
5. The force applied between tip and sample should be as small as possible so as to limit deformations on both components.
6. The distance dependence of the signal used for z-control should behave in a manner that small disturbances of the imaging process which cause a deviation from the chosen setpoint value do not lead to feedback instabilities.

Unfortunately, some of these requirements are poorly controlled by the AFM operator and often the high-resolution imaging reflects more the “feeling” of the operator rather than objective criteria. In my opinion, there are some recursive situations that enable the operator to obtain a good resolution. They are related to the choice of a suitable AFM tip, the scanning conditions but even to some specific ways to prepare and fix the sample or the cantilever chip on the tip holder. This requires the development of good manual skills and experience acquired with time. Unfortunately, some other conditions, like the actual structure of the AFM tip at the atomic level cannot be controlled and are extremely variable in time. “It’s kind of magic”! Often the specific resolution requirements (beyond obvious considerations) can be described a posteriori, once the high resolution is obtained. That is mainly because we do not have access to the actual structure and chemical composition (particularly in liquid) of the tip during the measurement. Practically, once stable high-resolution imaging conditions are obtained we can conclude that the conditions during the measurements were those described in the previous paragraph and learn about the specific interaction probed by the tip and the effect of the liquid molecules in the imaging process.

### 2.4 Modeling the dynamic motion of a cantilever in liquid

This section presents some simple models describing the oscillatory motion of the cantilever in liquid environment. The results of this modeling part will provide a basis for correct interpretation of the measurements and give some quantitative information on the type of interaction forces between the tip and the sample. In the section, I will follow a semi-quantitative summary of the progresses on this topic. For a more exhaustive treatment I suggest the book of Garcia\(^{28}\) and the book chapter by Kiracofe et al.\(^{29}\).

#### 2.4.1 Derivation of the point-mass model from the actual motion of a rectangular lever

The AFM cantilever is an inhomogeneous 3D object that oscillates in a viscous media under the influence of a driving force. This stylus has a tip placed at one end that is subject to some external forces due to the interaction with a close by surface. The aim is to relate some representative parameters of the lever dynamics, such as the amplitude of oscillation, to the interaction forces between the tip and the sample’s surface.
This task is not trivial and there are several approaches to it. Generally, the system is simplified according to a model that retains the important features of the interactions and is verified in real systems. A different approach is to try to maintain as much as possible the complexity of the real situation and simulate with a computer the actual dynamic of the lever. At the moment several free softwares are available online that can simulate the stylus dynamic. One of them is VEDA\(^6\), already available from 2008\(^2\) and now implemented with more sophisticated features. Another recently released software is the one developed by Garcia and coworkers. In general, comparing experimental results with the simulated experiments provide a more complete picture of the system.

If we consider a rectangular lever, due to some symmetry considerations, we can use the classical Bernoulli–Euler beam theory to describe small deflection of the stylus in the absence of external forces. The theory is based on a partial differential equation that can be modified to introduce some external drive and surface interaction forces:\(^2\)

\[
E l \frac{\partial^4}{\partial x^4} \left[ w(x, t) + a_1 \frac{\partial w(x, t)}{\partial t} \right] + \rho W h \frac{\partial^2 w(x, t)}{\partial t^2} = a_0 \frac{\partial w(x, t)}{\partial t} + F_{\text{exc}}(x, t) + \delta(x - L)F_{\text{ts}}(d)
\]  

(2.5)

With \(w(x, t)\) being the displacement of the cantilever beam perpendicular to the main axis as a function of the distance \(x\) from the clumped end at the time \(t\) (see Fig. 2.3). \(h, W,\) and \(L\) are thickness, width and length of the cantilever, respectively. \(E, \rho,\) and \(l\) are the Young modulus, linear mass density (integrated on the total length \(L\) gives the total mass of the lever), and area moment of inertia of the lever, respectively. \(a_0\) and \(a_1\) are the external and internal damping coefficients of the lever: \(a_1\) takes into account the damping due to internal friction between the atoms/molecules that compose the lever while \(a_0\) takes into account the damping of the lever due to the viscosity of the external media. Often only \(a_0\) is considered being the major component of damping in viscous environment (particularly liquid but even air, see for example a similar equation used by Kiracofe \textit{et al.}\(^6\) for the VEDA simulator). \(F_{\text{exc}}(x, t)\) is the excitation force and depends on both the excitation’s position along the cantilever and time. Finally \(F_{\text{ts}}(d)\) represents all the tip surface interaction forces and depends on \(d,\) the instantaneous distance between tip and sample (to be more precise \(d\) is a time-dependent variable). The delta function \(\delta(x - L)\) indicates that the tip-surface forces are localized only at the tip’s apex, situated at the free end of the lever (see Fig. 2.3). This approximation neglects the influence of the tip’s shape in the motion of the system across the medium but considers the geometry of the tip for determining the tip-surface forces (hidden in \(F_{\text{ts}}(d)\)). In the above equation, the tip is considered a point object with a mass negligible compared to that of the cantilever. It is anyway possible to include the mass of the tip in the effective mass once the simple harmonic approximation is derived. It has been shown that
when immersed in a liquid, the added mass effect of the surrounding fluid is very large and is uniformly distributed over the beam. As a consequence, the effect of the concentrated tip mass on the lever motion is greatly diminished if compared to the situation in air. Excluding the tip apex in the theoretical approach is therefore a good approximation in the case of high viscosity media. To solve the differential Eq. 2.5 we have to assign some boundary conditions that are normally clamped and free end. These boundary conditions introduce a discrete number of solutions called eigenmodes. The general solution \( w(x, t) \) is simply a linear combination of these eigenmodes.

\[
 w(x, t) = \sum_{n=1}^{\infty} X_n(x) Y_n(t) \quad (2.6)
\]

\( X_n(x) \) determines the shape of the eigenmodes in the \( x \) direction (along the long side of the lever), while \( Y_n(t) \) is the time dependent function of each mode. These \( Y_n(t) \) temporal functions have to follow a second order differential equation that determines the important parameters of the motion of the lever when translated into a point-mass spring model:

\[
 \frac{d^2 Y_n(t)}{dt^2} + \frac{\omega_n}{Q_n} \frac{d Y_n(t)}{dt} + \omega_n^2 Y_n(t) = \frac{2(-1)^n [F_{exc}(t) + F_{ts}(d)]}{m_n} \quad (2.7)
\]

with all the fundamental parameters being:

\[
 \omega_n^2 = \left( \frac{x_n}{L} \right)^4 \frac{E I}{\rho W h} \quad (2.8)
\]

\[
 m_n = \rho W h L = m_c \quad (2.9)
\]

\[
 Q_n = \frac{a_0}{\rho W h} + a_1 \omega_n^2 \quad (2.10)
\]

where \( x_n \) is the positive real root of \( 1 + \cos(x_n) \cosh(x_n) = 0 \) and \( m_c \) is the total mass of the cantilever. We can obtain the tip motion by calculating \( w(L, t) \):

\[
 w(L, t) = \sum_{n=1}^{\infty} X_n(L) Y_n(t) = \sum_{n=1}^{\infty} z_n(t) \quad (2.11)
\]

where \( z_n(t) \) is the projection of the \( n^{th} \) mode at the end of the lever, where the tip is placed, at time \( t \). \( z_n(t) \) has to satisfy the following differential equation that derives from the analogous of \( Y_n(t) \):

\[
 \frac{d^2 z_n(t)}{dt^2} + \frac{\omega_n}{Q_n} \frac{d z_n(t)}{dt} + \omega_n^2 z_n(t) = \frac{F_{exc}(t) + F_{ts}(d)}{m} \quad (2.12)
\]

with \( m = \frac{m_c}{4} \). By expressing the solutions of the Euler-Bernoulli differential equation through the spatial and temporal components of the different eigenmodes, it is possible to obtain a proper interpretation of the widely used point-mass model. In this simple model, a single mode \( \ell \) (generally the first eigenmode) dominates the dynamics of the cantilever beam. If this is a good approximation of the system, it can be assumed that the tip deflection exclusively carries information on this mode, so:

\[
 w(L, t) = z_1(t) = z(t) \quad (2.13)
\]

In this case we have a single second order differential equation that describes the lever deflection:
The only new parameter in this equation is \( k_1 \), the force constant of the first eigenmode. It is not the static force constant of the lever (normally indicated with \( k_s \)) but it is related to \( \omega_1^2 \) so that:

\[
\begin{align*}
\omega_1 &= \sqrt{\frac{k_1}{m}}
\end{align*}
\]

In practice the values are very similar (\( k_1/k_s = 1.03 \)) so typically they are considered identical.

### 2.4.2 Point mass model with a sinusoidal driving force

Having derived the point-mass model and related the differential equation’s parameters to the actual properties of the rectangular homogeneous cantilever, we can study the response of the lever under an exciting external force sinusoidal in time, \( F_{\text{exc}}(t) = F_0 \cos(\omega t) \), with frequency \( \omega \), and no external forces, \( F_{TS}(d) = 0 \).

\[
\begin{align*}
\frac{m \, d^2z(t)}{dt^2} &= -k_1 z(t) - \frac{m \, \omega_1 \, dz(t)}{Q_1} + F_0 \cos(\omega t)
\end{align*}
\]

The solution of a driven harmonic oscillator with damping has three different regimes but the relevant one for most dynamic AFM experiments is the underdamped regime, when \( 1/2Q < 1 \).

The solution in the underdamped regime has a transient term and a steady motion terms:

\[
\begin{align*}
z(t) &= B e^{-\frac{\omega_1}{2Q_1} t} \cos(\omega_r t - \beta) + A \cos(\omega t - \varphi)
\end{align*}
\]

where

\[
\begin{align*}
\omega_r &= \omega_1 \sqrt{1 - \frac{1}{4Q_1^2}}
\end{align*}
\]

The transient term, that is the first addend in Eq. 2.16, oscillates with a frequency \( \omega_r \). After a time \( 2Q_1/\omega_0 \) it is reduced by a factor 1/e, being the sinusoidal component modulated by a negative exponential. We can see that the higher is the quality factor \( Q_1 \), the closer is \( \omega_r \) to \( \omega_1 \) and the slower the decay of the transient term. In liquid the two frequencies can differ significantly since \( Q_1 \) is rather small. The second addendum is the steady-state term that dominates the motion of the lever after the extinction of the transient. The dependence of the amplitude \( A \) of the steady-state term as a function of the excitation frequency has a Lorentzian form (see Fig. 2.4):

\[
A = \frac{F_0}{m} \left( \omega_1^2 - \omega^2 \right)^{1/2} \left( \omega_1^2 \omega_0^2 / Q_1 \right)^{1/2}
\]

while the phase shift \( \varphi \) between the external sinusoidal force and the steady state component of the cantilever deflection can be calculated as:

\[
\tan\varphi = \frac{\omega \omega_1 / Q_1}{\omega_1^2 - \omega^2}
\]

The phase has a sigmoidal shape around \( \omega_1 \), where it has the value of \( \pi/2 \) (see Fig. 2.4). The maximum amplitude \( A_{\text{max}} \) is obtained at the frequency \( \omega_{\text{max}} \), that is different from the resonance frequency \( \omega_1 \).
In general, the bigger $Q_1$ (the lower the damping), the closer the two frequencies are, as can be seen in Fig. 2.4. Moreover, by keeping the same drive force $F_0$, the maximum amplitude value is diminished. The maximum absorbed energy (or power) occurs at $\omega_4$. The phase shift is exactly $\pi$ at $\omega_4$ and it is independent of $Q_1$ (see Fig. 2.4). By increasing the damping the transition of the phase becomes smoother.
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**Fig. 2.4:** Amplitude and phase steady state response of a dumped-forced harmonic oscillator. Two situations are compared: the red/orange curves correspond to an amplitude/phase vs. frequency response in the case of $F_0 = 2 nN$, $\omega_4 = 71 \text{ kHz}$, $Q_1 = 5$, while the blue/green curves correspond to a amplitude/phase vs. frequency response in the case of $F_0 = 2 nN$, $\omega_4 = 71 \text{ kHz}$, $Q_1 = 2$. $\omega_4$ is marked with the black dotted line, while the frequencies of maximum amplitude for the two damped-forced harmonic oscillator are marked with the colored arrow in the graph.

### 2.4.3 Frequency dependence of the hydrodynamic force

As an AFM cantilever is immersed in liquid, oscillations couple significantly to the viscous, low-Reynolds number hydrodynamics of the surrounding fluid. The most obvious effect of this coupling is that a cantilever’s resonance frequency and quality factor appear significantly reduced in liquid environments compared with ambient conditions. This effect depends on the frequency of oscillation, eigenmode number and on the sample-stylus distance because of the squeeze film that develops between the cantilever’s body and the rigid substrate (see subsection 2.5.2). To predict the hydrodynamics of cantilevers near a substrate it is necessary to consider fully coupled fluid–structure interaction calculations using the Navier–Stokes equations. A method to overcome these difficulties has been proposed by Sader. He expressed the external damping component (represented by $a_0$ in the differential Eq. 2.5) by a more general term in the frequency domain $F_{\text{hydro}}(x, \omega)$. This hydrodynamic force can find an explicit expression by introducing the so-called complexed-value “hydrodynamic function”, normally indicated by $\Gamma(\omega) = \Gamma'(\omega) + i\Gamma''(\omega)$. The actual form of the hydrodynamic function varies depending on the geometry and situation of interest. The most important conclusion of this new development is that the hydrodynamic damping of the lever is actually frequency dependent and not a simple constant, like the previously introduced $a_0$. It can sometimes be more useful to show the results in terms of simpler parameters like an effective added mass and added viscosity to the cantilever motion. By following the derivation of Maali et al., then used by de Beer et al., the added mass can be...
expressed as:

\[ m_{\text{added}} = \rho_L \frac{\pi}{4} W^2 L \Gamma'(\omega) = \rho_L \frac{\pi}{4} W^2 L \left( 1.05 + 3.80 \frac{2\eta_L}{W} \right) \]  

(2.21)

where the new symbols \( \rho_L \) and \( \eta_L \) are respectively the density and viscosity of the liquid. The effective damping is expressed as:

\[ \gamma_c = \rho_L \frac{\pi}{4} W^2 L \omega \Gamma''(\omega) = \rho_L \frac{\pi}{4} W^2 L \omega \left( 3.80 \frac{2\eta_L}{\rho_L \omega W} + 2.74 \left( \frac{2\eta_L}{\rho_L \omega W} \right)^2 \right) \]  

(2.22)

By taking into account these corrections it is possible to use the same differential Eq. 2.15, substituting the mass \( m \) with the total mass \( m_{\text{tor}} = m + m_{\text{added}} \) and the term \( \frac{m \omega^3}{Q^4} \) with \( \gamma_c \). The new differential equation becomes:

\[ m_{\text{tor}} \frac{d^2 z(t)}{dt^2} = -k_z z(t) - \gamma_c \frac{dz(t)}{dt} + F_e \cos(\omega t) \]  

(2.23)

In this case \( m_{\text{tor}} \) and \( \gamma_c \) are frequency dependent. The effect on the amplitude and phase shift responses as a function of the excitation frequency is presented in Fig. 2.5.

All these considerations show that, even for an isolated vibrating lever away from a surface, significant differences in the amplitude response as a function of the excitation frequency can arise due to the complex nature of the hydrodynamic system. In AM-AFM the excitation frequency is held constant during the imaging process or force-distance curves. This frequency effect is therefore not contributing to the imaging process. However, particular care is needed if the driving frequency is modified, particularly if seeking quantitative information.

2.4.4 The effect of the driving mechanism

The last contribution that has been ignored so far and significantly affects imaging in liquid is the driving mechanism. In Eq. 2.23 the driving force appears as a simple sinusoidal signal with frequency \( \omega \). Following the categorization of Kiracofe et al.\(^{29}\) we can divide the types of excitation method into three categories. The first category is the “induced displacement methods”. As the name suggests, a displacement is applied to some component, indirectly creating a force that drives the cantilever. An example of this method is the dither piezoelectric/acoustic method largely used in most commercially available AFMs. The second category is the direct forcing methods. In this case, a force, rather than a displacement, is applied to the cantilever. Two relevant examples of these methods are the magnetic/electrostatic excitation and the photothermal method. The final category is the thermal excitation, in which random thermal fluctuations of the cantilever and the surrounding fluid cause a random vibration.

A detailed description of the effect that the different driving mechanisms have on the shape of the amplitude as a function of the excitation frequency curve can be found in Ref. [29]. The full mathematical derivation of the effect of the different excitations is beyond the scope of the present work and would require considering again the entire Bernoulli–Euler differential equation with a frequency dependent hydrodynamic force. Here I focus on simple considerations regarding the acoustic driving mechanism following the steps of de Beer et al.\(^{67}\).
In the case of the acoustically driven cantilever, we can express the driving mechanism previously indicated as \( F_0 \cos(\omega t) \) in the case of simple harmonic oscillator model by introducing an actual sinusoidal displacement of the cantilever base \( z_b(t) = A_b \cos(\omega t) \). The resulting exciting force is: \( F_{\text{exc}} = k_c z_b(t) = k_c A_b \cos(\omega t) \), where \( k_c \) is the cantilever spring constant. In the presented model, de Beer et al.\(^{67}\) distinguish between the actual deflection of the lever, normally indicated as \( z(t) \), and the value measured by the optical lever method \( d(t) \). The usual deflection detection scheme measures the deflection \( d(t) \) of the cantilever relative to base position, which is related to the actual lever deflection \( z(t) \) by \( d(t) = z(t) - z_b(t) \). If the motion of the base is negligible or absent the two deflection values coincide, but since the quality factor \( Q \) is low in a liquid environment, \( z_b(t) \) can have a strong effect in the motion that is completely neglected by considering \( d(t) = z(t) \). With these considerations it is possible to obtain the dependence of amplitude \( A \) and phase \( \varphi \) measured with the optical lever detector as a function of the applied exciting frequency (see Fig. 2.5). In Fig. 2.5A and B the experimental amplitude and phase represented by the solid black line are compared with (i) the standard harmonic oscillator model that neglect the base motion of the cantilever (blue dashed lines), (ii) a model that takes into account the base movement (red lines) and (iii) a model taking into account the base movement and the frequency dependence of the total effective mass and the viscous damping (green dashed lines).

Beside the easily modeling considerations just discussed, there are additional factors that affect the final amplitude vs. frequency response of a real, acoustically driven cantilever in liquid. The first is the so-called “forest of peaks”, and the second is “fluid borne loading”. The first consists in the appearance of many peaks in the cantilever frequency response spectrum that are not related directly to the cantilever resonance, but to some combination of fluid cell resonances and mechanical resonances. The solution to this problem is to determine the cantilever’s natural frequency and quality factor based on a thermally driven spectrum. The second effect, the fluid borne loading, consists in the excitation of the fluid in the cell in addition to moving the base of the cantilever up and down. This creates a local fluid flow around the cantilever that serves to excite it. Therefore, for a given base displacement, the actual tip motion will be larger than predicted using the ideal acoustic theory. Generally this effect is rarely considered given the difficulties in deriving a proper model to describe it.

![Fig. 2.5: Amplitude and phase responses of an acoustically driven cantilever vs. normalized drive frequency in liquid. The amplitude values are normalized to the maximum amplitude \( A_{\text{max}} \). Three models are compared: conventional harmonic oscillator neglecting the base motion (blue dashed lines); the response including the base drive but with constant damping and added mass (red lines); the signal including base drive with frequency-dependent damping and added mass (green dashed line). The black lines are the experimental data while the grey line is the thermal noise spectrum. Taken from Ref. [67].](image)

### 2.4.5 Point mass model with an external interaction force

It is now possible introduce the effect of the tip-surface interaction forces in the differential Eq.
2.15, in order to extract information about the force measured during AFM experiments. The goal of any theory that describes the motion of the cantilever is to provide a relationship between the tip-surface forces and measured observables. In the case of AM-AFM the observables are the amplitude of the oscillation and phase shift between the driving and the deflection signals. The nonlinear character of the tip-surface force prevents exact analytical solutions; however, several approximations do provide analytical or semi-analytical solutions. In this section the simplest analytical methods to extract tip-surface force as a function of the amplitude and phase measured in AM-AFM are presented.

The simplest model is a linear approximation based on the simple harmonic oscillator formalism (point-mass model), with the oscillation amplitude, $A$, induced by the external driving force much smaller than the characteristic length scale of the changes in the interaction force, $F_{TS}(d)$. Under these assumptions, we can linearize (first order Taylor expansion) the tip–sample force around the (quasi-statically moved) average cantilever position that we indicate as $z_c$:

$$F_{TS}(z_c + z) = F_{TS}(z_c) + \frac{dF_{TS}(z)}{dz} \bigg|_{z_c} z = F_{TS}(z_c) - k_{int}(z_c) z$$

In general $z_c$ is not the tip-sample distance (normally indicated by $d$) but the mean lever deflection. If we use the point-mass model the two either coincide or are linked by a rigid translation between them given by the tip vertical dimension, so we can consider them equivalent. In this approximation, the gradient of the force $\frac{dF_{TS}(z)}{dz} \bigg|_{z_c}$ is the relevant factor that influences the tip motion and the interaction force can be characterized by an effective spring constant $k_{int}$. Implicitly, in this approximation, we assume that the tip-surface interaction force is only conservative since there is no dependence of $F_{TS}$ on the velocity. Moreover, for small static forces $F_{TS}(z_c)$, the equilibrium force on the cantilever, which appears in the average deflection, can be neglected.

We then obtain the following differential equation (ignoring for a moment the effect of the driving mechanism on the tip motion and the frequency dependence of the hydrodynamic damping):

$$m \frac{d^2 z(t)}{dt^2} = -(k_1 + k_{int})z(t) - m \frac{\omega_1}{Q_1} \frac{dz(t)}{dt} + F_0 \cos(\omega t)$$

The result of Eq. 2.25 is exactly the same as that discussed in subsection 2.4.2, with the only difference being that the force constant is increased by $k_{int}$. This means that the new resonance frequency $\omega_{eff}$, related to the effective spring constant $k_{eff} = k_1 + k_{int}$, is shifted by $\Delta \omega$ from $\omega_1$, the natural frequency of the first eigenmode:

$$\Delta \omega = \omega_{eff} - \omega_1 = \sqrt{\frac{k_{eff}}{m}} - \sqrt{\frac{k_1}{m}} = \sqrt{\frac{k_1 + k_{int}}{m}} - \sqrt{\frac{k_1}{m}}$$

If we suppose that $k_{int}$ is much smaller than $k_1$, we can expand the first square root and obtain:

$$\Delta \omega \approx -\frac{\omega_1 k_{int}}{2k_1} + O(k_{int}^2)$$

Eq. 2.26 and 2.27 show that, whenever the interaction force can be approximated by the linear term, the amplitude modulation AFM behaves like a harmonic oscillator with a resonant frequency that depends on the gradient of the interaction.
The dependence of the amplitude on the excitation and effective resonant frequencies provides the first mechanism to explain the dependence of the oscillation amplitude on the strength of the interaction force (related to the tip-surface separation). The shape of the resonance $A_{\text{int}}(\omega)$ in the presence of weak conservative forces is preserved and simply shifted in the frequency domain of $\Delta\omega$. The $Q$-factor is the same as the one in the absence of interaction. Let us assume that the tip is excited at natural frequency in the absence of the interaction. Approaching the tip towards the surface will modify the resonant frequency of the lever to the new $\omega_{\text{eff}}$. The oscillation amplitude at the driving frequency will be affected by the tip-sample interfaces with a reduction of the amplitude in both attractive (red-shift) and repulsive (blue-shift) situations (see Fig. 2.6). In this approximation, obtaining the force gradient from the decrease of the oscillation amplitude is straightforward if the free dynamic of the lever (without interaction force) is characterized at the beginning of the experiment. The phase response shifts with the new frequency of resonance so that the maximum dissipated power is always maintained at $\omega_{\text{eff}}$. This result is used by FM-AFM to better track the shift of the resonance frequency as a function of the interaction force.

The limitations of weakly perturbed harmonic models to describe dynamic AFM can be traced back to the implicit assumption that the tip surface force induces a frequency shift and not an energy transfer or loss. Secondly, the force gradient was assumed independent of the separation in the oscillation cycle.

A first improvement can be done by introducing a dissipative component (proportional to the velocity and not to the displacement) in the differential Eq. 2.25. In this case the interaction force can be expressed as:

$$A_{\text{int}} = \frac{F_0}{m} \left\{ \left[ (\omega_1 + \Delta\omega)^2 - \omega^2 \right]^2 + \left( \frac{\omega_1}{Q_1} \right)^2 \right\}^{1/2}$$

(2.28)

$$\tan\varphi_{\text{int}} = \frac{\omega_1}{Q_1} \left( \frac{\omega_1}{Q_1} \right)^2 - \omega^2$$

(2.29)

Fig. 2.6: The effect of a small conservative interaction force on the amplitude and phase vs. exciting frequency response. The unperturbed damped-forced harmonic oscillator is presented in black/grey (amplitude/phase) solid line and is characterized by the following parameters: $F_0 = 2 \text{ nN}$, $\omega_1 = 71 \text{ kHz}$, $Q_1 = 5$. The blue/light blue (amplitude/phase) curves represent a small repulsive force that translates into a blue shift of 5kHz (7%) of the resonance curve. The red/orange (amplitude/phase) curves represent a small attractive force that translates into a red shift of 5kHz (7%) of the resonance curve.
The differential equation of the cantilever motion becomes:

\[ F_{TS}(z_c + z) = -k_{\text{int}}(z_c)z - \gamma_{\text{int}}(z_c) \frac{dz}{dt} \]  \hspace{1cm} (2.30)

The steady-state solution of the differential equation is identical to that of the free motion, but with the substitution of \( \gamma_1 \) with \( \gamma_{\text{eff}} = k_1 + \gamma_{\text{int}} \) and of \( \gamma_1 \) with \( \gamma_{\text{eff}} = \gamma_1 + \gamma_{\text{int}} \). The effect on the new frequency of resonance upon interaction is exactly the same as the one in the absence of tip-surface dissipative interaction force (Eq. 2.32). In addition, an extra damping that induces a broadening of the resonance curve of the amplitude of oscillation is present:

\[ \Delta \omega = \omega_{\text{eff}} - \omega_1 = \sqrt{\frac{k_{\text{eff}}}{m} - \frac{k_1}{m}} \approx -\frac{\omega_1 k_{\text{int}}}{2 k_1} \]  \hspace{1cm} (2.32)

\[ A_{\text{int}} = \frac{F_0}{m} \sqrt{\left(\omega_{\text{eff}}^2 - \omega^2\right)^2 + \left(\frac{\omega}{\omega_{\text{eff}}} \frac{\omega_{\text{eff}}}{Q_{\text{eff}}}\right)^2}^{1/2} \]  \hspace{1cm} (2.33)

\[ \tan \phi_{\text{int}} = \frac{\omega}{\omega_{\text{eff}}} \frac{\omega_{\text{eff}}}{Q_{\text{eff}}} \]  \hspace{1cm} (2.34)

where \( Q_{\text{eff}} = \frac{m \omega_{\text{eff}}}{\gamma_{\text{eff}}} = \frac{m \omega_{\text{eff}}}{\gamma_1 + \gamma_{\text{int}}} \). The introduction of an extra damping decreases the value of the effective \( Q \)-factor. The result is a broader resonance that for the same value of \( F_0 \) reaches a lower value of the maximum amplitude. The phase has a smooth dependence on the frequency around the new resonance frequency \( \omega_{\text{eff}} \) (see Fig. 2.7).

\[ Fig. 2.7: \text{Effect of small conservative and dissipative interactions on the amplitude/phase vs. excitation frequency response.} \]

The unperturbed damped-forced harmonic oscillator is presented in black/grey (amplitude/phase) solid line and is characterized by the following parameters: \( F_0 = 2 n N \), \( \omega_1 = 71 \text{kHz} \), \( Q_1 = 5 \). The red/orange (amplitude/phase) curves represent a small attractive conservative force that translates into a red shift of 5kHz (7%) of the resonance curve. In the blue/light blue curves we added a small dissipative force to the previous curve that translates into a \( \gamma_{\text{int}} \) equal to 20% of \( \gamma_1 \).
The last simple development was introduced by Schrotter et al. who used the Fourier expansion of the force \( F(t) \) in the time domain knowing that the steady state solution \( z(t) \) can be expressed as \( A \cos(\omega t) \). A similar approach was used previously by Sader et al. in the case of FM-AFM by imposing the self-excitation of the cantilever. Since the distance between tip and sample has a periodic component in time, this same periodicity is expected even in \( F(t) \), supposing the average position \( z_c \) of the lever is maintained constant. Under this assumption, \( F(t) \) can be expressed as:

\[
F(t) = a_0 + \sum_{i=1}^{\infty} a_i \cos(i \omega t) + b_i \sin(i \omega t)
\]

(2.35)

By keeping only the first Fourier components with \( i=1 \) the interaction force can be expressed as:

\[
F(t) = a_1 \cos(\omega t) + b_1 \sin(\omega t) = \frac{a_1}{A} z(t) - \frac{b_1}{A\omega} \frac{dz(t)}{dt}
\]

(2.38)

and the differential equation becomes:

\[
m \frac{d^2z(t)}{dt^2} = -\left( k_1 - \frac{a_1}{A} \right) z(t) - \left( \gamma_1 + \frac{b_1}{A\omega} \right) \frac{dz(t)}{dt} + F_{\text{ext}}(t) + F_{TS}(d)
\]

(2.39)

In this case it is still possible to solve the differential equation in a similar fashion as previously by introducing again a \( k_{\text{eff}} \) and a \( \gamma_{\text{eff}} \), defined now as:

\[
k_{\text{eff}} = k_1 - \frac{a_1}{A} = k_1 + k_{\text{int}}
\]

(2.40)

\[
\gamma_{\text{eff}} = \gamma_1 + \frac{b_1}{A\omega} = \gamma_1 + \gamma_{\text{int}}
\]

(2.41)

Eq. 2.40 and Eq. 2.41 can be considered identical to those of the harmonic approximation of the interaction force with damping (Eq. 2.31). However, there is a significant difference: the method proposed by Schrotter et al. establishes that the influence of the interaction force in the tip motion is averaged over the whole oscillation cycle, while in the harmonic oscillator model only the gradient of the force at the mean tip-sample distance position influences the cantilever motion. In all these analytical approaches, the tip motion is considered to be sinusoidal and the derived expressions resemble those of the single harmonic oscillator for the amplitude and phase shift as a function of the frequency. The analytical approaches presented in this section neglect the average deflection of the cantilever and the higher harmonics components of the oscillation. Nevertheless, they have been proven a powerful tool for describing the interaction between tip and sample.

2.4.6 Non-linear interaction forces in liquid: higher harmonic and higher eigenmodes

In the case of a forced harmonic oscillator with damping, the presence of a tip-surface interaction can be described as a sinusoidal wave with a single frequency coinciding with the excitation frequency \( \omega \). In the model proposed by Schrotter et al., however, the complete form of the tip-surface interaction requires considering even the Fourier terms of higher harmonics (multiple
integer of the excitation frequency, $n\omega$). These non-linear terms would have introduced a higher frequency component in the tip motion $z(t)$. The generation of higher harmonics is therefore related to the presence of a nonlinear interaction force. It is pertinent to remember the distinction between eigenmodes and harmonics. An eigenmode is one of the discrete solutions of the beam model of the cantilever presented in subsection 2.4.1 while a harmonic is a component of the oscillation that vibrates with frequency equal to an integer multiple of the excitation frequency. If we consider nonlinear interaction between tip and sample we can now use the following expression to describe the tip motion:

$$z(t) = z_0 + \sum_{n=1}^{\infty} A_n \cos(n\omega t + \varphi_n)$$  \hspace{1cm} (2.42)

In this case we have to consider not only the amplitude $A_1$ of oscillation of the first harmonic (that normally coincide with the first eigenmode), but even of the higher frequency components of the motion.
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**Fig. 2.8:** Experimental amplitude vs. frequency spectrum (obtained from the Fourier transform of the actual oscillation motion) of a soft cantilever mechanically interacting with the surface of mica in buffer solution. The appearance of higher harmonics is modulated by the first and second eigenmode of oscillation and in fact around 9-10 $f_d$ (fundamental excitation frequency) there is an enhanced oscillation amplitude. Figure adapted from Ref. [29].

Although the presence of higher harmonic components is a common feature, their relevance in experiments performed in air is diminished by the observation that under gentle imaging conditions, the amplitude of the fundamental component is two to three orders of magnitude higher than any of the amplitudes of the other harmonics.\(^{28}\) Higher harmonic components are enhanced by operating the microscope in liquid because of the low quality factor of the resonance that often include part of the second or higher harmonics in the resonance-enhanced frequency region.

Basak *et al.*\(^{70}\) noticed that, beside the excitation of higher harmonics during the tip-sample nonlinear interaction, even the second eigenmode of the cantilever is momentarily excited around moments of tip-sample contact. They noticed, by monitoring the tip motion in time, high-frequency components that locally distort the perfect sinusoidal oscillation and are caused by the physical contact between the tip and the sample. The lever motion after the sudden interaction with the surface was exhibiting the signature of an impulse or ‘‘ring down’’ response with a typical frequency corresponding to the resonance of the second eigenmode.\(^{70}\) We will see that this phenomenon can affect the energy dissipated by the tip during the oscillation.

In a realistic situation the two effects of higher harmonic and second (or higher) eigenmode excitation are related. The evidence of multimodal cantilever dynamics in liquids is even more compelling in frequency domain. When the dynamics of the cantilever are captured by a single eigenmode, the higher harmonics decay monotonically with frequency following the envelope of the resonance of the first eigenmode. If the second eigenmode is excited, the experimental
amplitude vs. excitation frequency spectrum reveals a cluster of enhanced harmonics surrounding the second resonance. Higher harmonics that are enhanced around a certain natural frequency indicate the presence of the corresponding eigenmode in the response (see Fig. 2.8).

2.4.7 Phase contrast and energy dissipation in AM-AFM

In the AM-AFM the phase lag \( \varphi \) between the external excitation and the vibrating probe is not maintained constant but can vary freely during the imaging process. Usually the phase lag is recorded in a separate channel during the measurement and referred to as the phase image of the sample. In the previous sections we have seen how from the amplitude and phase response of the lever, we could derive information about the force acting between the tip and the sample. Here I present a more general framework for interpreting the phase images, which can provide some important information on the energy dissipated by the oscillator in the presence of dissipative tip-surface forces.

Let’s start by supposing the steady state oscillation of the AFM tip can be expressed as:

\[
z(t) = z_0 + \sum_{n=1}^{\infty} A_n \cos(n \omega t + \varphi_n)
\]  

(2.43)

To keep the cantilever oscillating in the presence of hydrodynamic damping and tip-surface dissipative processes, the energy per cycle supplied by the external excitation \( E_{\text{exc}} \) must be equal to the energy per cycle dissipated by the tip-surface forces \( E_{\text{diss}} \) and the hydrodynamic damping in the medium \( E_{\text{med}} \).

\[
E_{\text{exc}} = E_{\text{med}} + E_{\text{diss}}
\]  

(2.44)

We can find an expression for the these terms:

\[
E_{\text{exc}} = \int F_{\text{exc}}(t) \frac{dz(t)}{dt} dt = \int F_r \cos(\omega t) \frac{dz(t)}{dt} dt
\]  

(2.45)

\[
E_{\text{med}} = \int F_{\text{hydro}}(t) \frac{dz(t)}{dt} dt = \int \left( \frac{m \omega_1}{\kappa} \frac{dz(t)}{dt} \right) \frac{dz(t)}{dt} dt
\]  

(2.46)

\[
E_{\text{diss}} = \int F_{\tau S}(d(t)) \frac{dz(t)}{dt} dt
\]  

(2.47)

By substituting the explicit expression for \( z(t) \) and its derivatives in Eq. 2.47 we obtain the following result:

\[
\sin \varphi_1 = \sum_{n=1}^{\infty} \frac{n^2 A_n^2 \omega}{A_0^2 \omega_1^2} \left( 1 + \frac{E_{\text{diss}}}{E_{\text{med}}} \right)
\]  

(2.48)

where \( A_0 \) is the free amplitude of oscillation at the frequency \( \omega \). Eq. 2.48 determines the relationship between the phase shift of the oscillation at the excitation frequency \( \omega \), the amplitude of the higher harmonics \( A_n \) and the ratio between the energy dissipated per cycle due to non-conservative tip-surface forces \( E_{\text{diss}} \) and the energy dissipated by the viscosity of the surrounding media \( E_{\text{med}} \).

In particular, if the higher harmonic contributions are neglected we obtain:

\[
\sin \varphi_1 = \frac{\omega A_1}{A_0 \omega_1} \left( 1 + \frac{E_{\text{diss}}}{E_{\text{med}}} \right)
\]  

(2.49)

This is the same expression as obtained by Martínez et al.\textsuperscript{72} The sine of the phase shift \( \varphi_1 \) is
related to the amplitude $A_1$ and to the energy per cycle dissipated in the sample by the non-conservative tip-surface forces. This formula is particularly interesting in the case of AM-AFM. In this case, the microscope operates under the condition of constant $A_1$ so the prefactor in Eq. 2.49 remains unchanged while imaging. Consequently, any of the recorded phase shift variations in the image reflect local changes in the energy irreversibly transferred from the cantilever/tip system to the surface (of course assuming the feedback system to be ideal). Eq. 2.49 can be easily adapted to determine either the average power transferred from the tip to the sample surface or the interfacial media as was originally done by Cleveland et al.\textsuperscript{20,21}:

$$P_{diss} = \frac{k_3 A_1^2 \omega}{2 Q} \left( \frac{A_0}{A_1} \sin \phi_1 - \frac{\omega}{\omega_1} \right)$$

Eq. 2.50 provides a direct method to measure dissipation at the nanoscale. The value of the mean dissipated power $\langle P_{diss} \rangle$ due to the interaction between tip and sample can be calculated by simply recording the experimental parameters: free and set point amplitudes, cantilever force constant, $Q$-factor, resonance and excitation frequencies and phase shift. The interesting part of this approach is that no assumption has been done on the interaction force. This implies that this formula is generally valid even when the dissipative part of the forces is hysteretical. The only requirement is a sinusoidal motion of the tip. In AM-AFM the amplitude of oscillation, as well as the exciting frequency, is constant, so the phase contrast is related to the power dissipated. The only exception, where phase contrast is not due to dissipation, arises because symmetric phase changes of $\pi/2$ are allowed even if there are no losses in the tip–sample interaction.\textsuperscript{20,21}

In liquid media, the presence of higher harmonic distortions render the energy dissipation developed assuming a single harmonic not entirely accurate and Eq. 2.48 is generally preferred. However, the full implications of the energy losses in higher harmonic distortions to energy dissipation have recently been shown to include even the energy transfer between different eigenmodes of the lever.\textsuperscript{73} When the second eigenmode is excited during interaction with the sample, a relatively large amount of energy is transferred from the first to the second eigenmode. This energy is subsequently dissipated into the surrounding media during the “ring down” of the second eigenmode. This contribution has been added by Melcher et al.\textsuperscript{73} in the energy balance of the dissipated power of the driving force:

$$E_{exc} = E_{med} + E_{diss} + E_{1-2}$$

where $E_{1-2}$ is the energy transferred from the first eigenmode to the second eigenmode as a result of the nonlinear interaction with the sample. These interactions can be conservative, so the phase shift may simply be the result of a transfer of energy between different eigenmodes for highly non-linear interactions. Unfortunately, to the best of my knowledge, there are to date no simple and intuitive descriptions of these phenomena. Most of the related descriptions tend to rely on computer simulation.\textsuperscript{61,74}

### 2.5 Interaction forces: conservative and dissipative interactions

In this section an explicit expression of the type of forces between tip and sample in a liquid media is provided. For an extensive treatment of the topic I suggest the book of J. N. Israelachvili\textsuperscript{75} and the summary proposed by Kiracofe et al.\textsuperscript{63} The aim of this section is to isolate and quantify properties related to the solid-liquid interface from all measurable forces. Initially, we can divide the forces between conservative and dissipative as already done in the previous section. This is important because these two types of forces have a different effect on the cantilever motion.
2.5.1 Conservative forces

Van der Waals forces
The van der Waals interaction forces originate from the electric dipole interaction between atoms or molecules. This dipole can be either permanent or induced by another permanent dipole or arise from thermal and/or zero point quantum fluctuations. In all cases, the interaction potential \( v(r) \) between molecules or atoms, scales as \( -\frac{1}{r^6} \), where \( r \) is the distance between the two atoms/molecules.\(^{76}\) The total net van der Waals force between the AFM tip and the surface is the result of adding all the individual dipole interactions between tip and surface atoms. Assuming the atom/atom interaction is additive and disregarding the discrete nature of matter, we can replace the sum over individual atoms by an integration over a volume with a fixed number density of atoms. Moreover we can disregard retardation effects due to the finite speed of light (usually appropriate for distances up to several hundred angstroms). This approach, used to obtain the van der Waals interaction between macroscopic bodies, was proposed by Hamaker already in 1937.\(^{77}\)

For a spherical tip with radius \( R \) next to a flat surface (\( r \) is the distance between the plane connecting the centers of the surface atoms and the center of the closest tip atom, so the tip-sample distance) the van der Waals potential and force is given by: \(^{75}\)

\[
V_{vdW} = -\frac{A_H R}{6r} \quad \text{and} \quad F_{vdW} = -\frac{A_H R}{6r^2}
\]

(2.52)

The Hamaker constant \( A_H \) depends on the type of materials (atomic polarizability and density) of the tip and sample. The van der Waals force between two surfaces is usually attractive but there are some exceptions. The van der Waals force between two identical materials in a medium is always attractive, as is the van der Waals force between two different materials in air or in vacuum. The van der Waals force between two different materials in liquids could be either attractive or repulsive depending on the values of the dielectric constants and the refractive indexes of the media in which they are immersed.\(^{75}\)

Stearic repulsion, contact mechanics and chemical forces
The stearic repulsion force between two atoms/molecules is characterized by a very short range, steep increase as a function of the mutual distance. It originates from an overlap of the electron clouds of both molecules/atoms resulting in a strong repulsive force (Pauli repulsion). This force determines how close two atoms or molecules can approach each other. Unfortunately there is no general equation for describing the distance dependence but instead, a number of empirical potential functions have been introduced over the years.\(^{75}\)

In the case of AFM experiments, a net repulsive force originates from the interaction involving hundreds or thousands of atoms/molecules repelling each other. The description of the effective repulsive force is provided by contact mechanics models.\(^{63,76}\) These models take into account the deformation of two elastic bodies that are brought into mechanical contact. The deformation depends on the applied force and the mechanical properties of both sample and tip. Continuum elasticity theories describe the contact and adhesion between real bodies under an external load, providing analytical relationships between the deformation or the contact area of the two bodies and the applied force in the presence of adhesion forces. For detailed descriptions of the contact mechanic models I suggest the work of Cappella et al.\(^{76}\)

Other important contributions are coming from the so-called “chemical forces”. These forces are short-ranged and arise from the actual formation of chemical and/or specific bonds between the atoms of the tip and the ones of the surface. Generally the effect is a difference in the force measured before and after contact of the tip with the surface. This contribution is thus often hidden in the concept of adhesion hysteresis, as we will see in the part of dissipative forces.
Solvation forces

These forces are discussed in details in Chapter 1, including the effect at the tip-liquid and surface-liquid interfaces. Solvation forces, together with the Electrostatic Double Layer (EDL) forces, will be extensively discussed with the results presented in Chapter 4. They often are the dominating solid-liquid forces in the presence of a liquid media between the tip and the sample.

Electrostatic Double Layer (EDL)

This type of forces plays a fundamental role in situations where a charged surface is immersed into a liquid that contains dissolved ionic species. The density distribution of the ions close to surface is spatially dependent and deviate significantly from the constant value of the bulk liquid. When similarly charged surfaces are brought together from infinity to a certain distance $D$, the pressure between them can be calculated using the Poisson-Boltzmann equation (see Chapter 4 for a full derivation of the formulae). This pressure has two contributions: the first one, always attractive, is due to the electrostatic field energy contribution, while the second term is repulsive and derives from the entropic contribution to the energy. In general the second term is larger making the overall force repulsive.$^75$

2.5.2 Dissipative forces

The mechanisms responsible for energy dissipation in AFM experiments constitute an important and complex field of research. Energy dissipation arises from a variety of processes that depend on both the material properties and the environment. For example, dissipation is involved in force-induced atomic or molecular reorientations, interdigitation, and whenever there is an exchange of atoms and molecules between the tip and the sample. Some of the mechanisms involve the direct mechanical interaction between the tip and a sample with viscous properties: adhesion hysteresis and sample viscosity. Physically, the two mechanisms differentiate between velocity-dependent dissipation processes and hysteresis-dependent processes where dissipation depends on a difference magnitude between the attractive interactions during approach and retraction of the tip from the surface. The other types of dissipative mechanisms are related to the variation of the viscous properties of the liquid close to the solid surfaces and are important for the characterization of solid-liquid interfaces.

Viscosity of the sample

In general, materials are not purely elastic. They often exhibit a viscous component that contributes to dissipate the energy during the mechanical contact of the tip with the surface. The most widely used model describing the viscosity contribution to the tip-surface force is the Voigt model. According to it, elastic and damping components of the interaction force are connected in parallel (in the Maxwell model they are connected in series). Moreover the viscous component has the following stress ($\sigma$)-strain ($\varepsilon$) relationship:

$$\sigma = \mu \frac{d\varepsilon}{dt} \quad (2.53)$$

The stress $\sigma$ has the dimensions of pressure, $\mu$ is the viscosity of the material composing the sample and $\varepsilon$ is the strain, that corresponds to a displacement and so it has the dimension of length. Eq. 2.53 is actually the definition of Newtonian fluid. Using the Hertz model of contact mechanic,$^76$ it is possible to translate the stress into a force by considering the contact area $a$, the indentation rate $\frac{d\delta}{dt}$ and the radius of curvature $R$ of the tip:

$$\delta = \frac{a^2}{R} \quad \text{so} \quad F_{\text{visc}} = \sigma a = \mu \sqrt{\delta R} \frac{d\delta}{dt} \quad (2.54)$$
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This expression has been used, for example, by García et al.\textsuperscript{78}, Gómez et al.\textsuperscript{79}, Melcher et al.\textsuperscript{73} and Schirmeisen et al.\textsuperscript{80}. It provides a suitable model for the dissipative contact force when added to the contact hysteresis contribution. The total force $F_{TS}$ according to the Voigt model is simply obtained by summing this contribution in the contact region to the conservative elastic response.

**Surface adhesion hysteresis**

This process of energy dissipation is present every time the work needed to separate two surfaces is greater than the energy initially gained by bringing the surfaces together. As a consequence, the surface energy $\gamma$ of the system shows two different values, one during the approach half period $\gamma_a$ and the other in the retraction half period $\gamma_r$. García et al.\textsuperscript{78} use the Derjaguin-Muller-Toporov (DMT) model\textsuperscript{76} to calculate the energy dissipated in the surface energy hysteresis. The adhesion component to the DMT force is:

$$F_{DMT}^{adh} = -4\pi R \gamma$$  \hspace{1cm} (2.55)

The total energy dissipated in the oscillation is hence related to the variation of the surface energy:

$$E_{DMT}^{adh} = \oint F_{DMT}^{adh} dz = 4\pi R \delta (\gamma_r - \gamma_a)$$  \hspace{1cm} (2.56)

The energy dissipation can be obtained using the fact that the adhesion force is acting only in the part of the motion in which the tip is in contact with the surface where the vertical motion of the tip is simply $\delta$. Surface adhesion hysteresis can have two contributions: one coming from long-range interactions and the other coming from short-range atomic and molecular interactions. The important point is that such a hysteresis should take place at a time scale much faster than the tip velocity. Therefore, it can be assumed that energy dissipation caused by a hysteresis is nearly independent of the tip velocity.\textsuperscript{80}

**Non-contact region dissipative forces in liquid**

Some dissipative processes occur in the non-contact region and are related to the properties of the solid-liquid interface. The nature and the form of these dissipative processes are still a matter of debate. In general the dissipation arises from the fact that, during the approach part of the oscillation, the liquid (with a certain viscoelastic response) is confined in a nanometric gap between the tip and the sample. By progressively approaching the solids, the liquid is expelled from the gap in a non-conservative process due to the intrinsic friction between the layers of liquid molecules or a viscosity change of the fluid at the interface.

At close distances between sample and tip, an increased energy dissipation that translates into an increased damping term in the cantilever dynamic, is experimentally measured. There are several components to this increased damping.\textsuperscript{30} The first component is normally called “squeeze-damping” and arises from the hydrodynamic squeezing of the liquid between the two approaching surfaces. Squeeze films’ damping depends strongly on the geometry. For a spherical tip approaching a flat surface, the squeeze term can be obtained from the Reynolds equation for squeeze films:\textsuperscript{30,81}

$$\gamma_s = 6\pi \eta \frac{R^2}{D}$$  \hspace{1cm} (2.57)

where $R$ is the tip radius, $D$ the tip sample distance and $\eta$ the viscosity of the fluid. Another squeeze damping term is often considered and it is due to the squeezing of the liquid by the actual cantilever body.\textsuperscript{30} If the oscillation of the lever or the distances covered in the spectroscopic measurements are in the order of tens of nanometers, this term can be neglected, being slowly distance depended. These dampings are added to the hydrodynamic damping of the cantilever, so multiplied to the velocity term in the differential Eq. 2.31.
The squeezing effect often does not fully describe the measured energy dissipation. In particular, there is the necessity to introduce a spatial dependent “effective viscosity” \(\eta_{\text{eff}}(d)\) in Eq. 2.57 to match the experimental data.\(^{30}\) Although it has been widely accepted that nanoconfined liquids are different from the bulk, the often surprising viscoelastic behavior is not completely understood and it is still debated.\(^{82-85}\) O’Shea et al.\(^{30}\), for example, found a monotonic increase of \(\eta_{\text{eff}}(d)\) at small tip-sample separation. They concluded that even for small contact radii, like the ones in the case of sharp AFM tips, confinement causes the liquid nearest the surfaces to become more viscoelastic. Klein et al.\(^{86}\) detected with SFA an abrupt transition from liquid-like to solid-like behavior of a liquid under confinement. Khan et al.\(^{81}\) found a bulk-like viscosity in a nanoconfined, weakly interacting liquid similarly to what previously found by Becker et al.\(^{87}\). Khan et al.\(^{81}\) observed even a further decrease in viscosity at confinement sizes of just few molecular layers that they addressed to shear thinning and/or boundary slip, while Becker et al.\(^{87}\) found an increase of the effective viscosity that was attributed mainly to the increasing weight of the frictional component of the liquid-wall contact compared to the liquid-liquid friction.

Kan et al.\(^{83}\) showed that the complete picture is more complex and that a variation in the viscoelastic response can be obtained by changing the approach speed. They noticed that increasing the approach speed from 6 Å/s to 8 Å/s induces a decrease of the damping with a simultaneous increase of the stiffness when the tip-sample gap is an integer multiple of the molecular size (water in this specific case). Above a certain threshold rate, the liquid behaves solid-like with low viscosity and high elasticity when the gap is commensurate with molecular size, while retaining a liquid-like, high viscosity state when the gap is incommensurate with the molecular size.\(^{83}\) Li et al.\(^{88}\) studied the viscoelastic dynamics of nanoconfined wetting liquids (water and OMCTS) with lateral AFM by varying shear amplitude and rate. They observed a nonlinear viscoelastic behavior remarkably similar to that widely observed in metastable complex fluids like supercooled water. Moreover, by measuring the viscoelastic modulus at different frequencies and strains, they found that the intrinsic relaxation time of nanoconfined water is orders of magnitude longer than that of bulk water. Zhu et al.\(^{89}\) found a frequency-dependence in the shear viscosity of water containing monovalent or divalent ions, confined between mica crystals. They found that by changing the twist angle between the two mica sheets the effective viscosity varied by orders of magnitude. They concluded that confinement appeared to imprint lateral spatial correlation on the ultrathin liquid; the more so, the better the confining lattices were aligned.

One of the main debated phenomena in literature is the non-monotonic damping variation upon liquid confinement.\(^{45,67,81-83,90}\) Confined liquids self-assemble into an equilibrium structure with discrete molecular layers (see Chapter 1). These results into oscillatory solvation forces measured with both AFM and SFA. To expel one layer of liquid molecules a collective sliding movements of those is required to further decrease the tip-sample distance. Such a thermodynamically irreversible process costs a large amount of energy and leads to a large oscillatory damping and solid-like behavior in certain dynamical conditions. A plausible model for the nonmonotonic dissipation curve assumes two alternating dissipation mechanisms in the small-amplitude regime. In one case, the modulation of mechanical stress exerted by the vibrating tip leads to periodic compression and decompression of the underlying molecular lattice. As the molecular order is maintained and no large-scale molecular movement is involved (constant number of molecular layers between tip and sample), this process is dominated by the elastic, low-dissipation response characteristic of a crystalline solid. At a certain point the compression is increased to the point where layer penetration occurs. At this point the vibrating tip repeatedly expels and reincorporates molecules within a solvation layer in every oscillation cycle. This squeeze-out process relaxes the mechanical stress and lowers the effective sample stiffness sensed by the tip, but results in an increased dissipation.\(^{45}\) Interestingly, the existence of non-monotonic variations of the damping with decreasing film thickness has sometimes been questioned and attributed to experimental artifacts.\(^{84}\) This oscillatory behavior of the energy dissipated, as a function of the confining distance, seems to be related to roughness, shape and asymmetry of the tip. Hofbauer et al.\(^{23}\) found that sharp non-monotonic dissipation features were related to individual tips. For most tips, the dissipation peaks were ether not really pronounced or not noticeable at all. They also found that the dissipation peaks could be induced by deliberately blunting the tip by scanning in contact.
Similarly Labuda et al. attributed to the different parts of the tip two different contributions: the oscillatory behavior of the force (in the presented experiment the oscillatory part is related only to the conservative part of the force) due to mesoscopic tip and the monotonic damping due to nano-asperities.

In the work of Young et al., the specific interaction between the solid surface and the liquid is analyzed in terms of dissipative loss in lateral and standard AFM. They studied water interfacial viscosity on substrates with different wettability and showed that boundary viscous forces are related to slippage processes, which in turn can depend on the wettability of the surface. They use a modified form of the Newtonian definition of viscosity, which takes into account the fluid slip, to explain the decrease of the interfacial viscous forces with increasing hydrophobicity (corresponding to an increase of the water slip length on the surface). To do so they suppose that the intrinsic dependence of the viscosity of water on the confinement gap remains the same for all the surfaces from mica to HOPG. The only varying parameter is the slip length. The same model is used to give an interpretation of the correlation between surface wettability and energy dissipation in small amplitude AM-AFM experiments at solid-liquid interfaces. The average energy costs associated with the subsequent approach and retraction of a tip vertically oscillating at the interface is directly correlated to the shear force and can be explained by water slippage at the surface. In this last example, a reference ‘effective viscosity’ profile of the interfacial water was obtained for mica from the experimental data and subsequently applied to the other surfaces.

An alternative approach is to look for a simpler model that will directly match the experimental data. Normally it is assumed that the damping coefficient is proportional to the conservative portion of the solvation (plus eventual hydration) force (see Chapter 1). This approach was proposed initially by Jeffery et al. and then used by Kiracofe et al. to model the dynamic of the lever oscillation in liquid (see section 1.6) and implemented in the VEDA simulator. In the last two cases though, the hydration force is simply modeled as an exponentially decaying function without an oscillatory behavior. The result is a spatial dependent damping coefficient to be added directly to the equation of motion. Even if a simplified model, this approach has been found to be in agreement with the experimental data.

One more possible dissipative mechanism was discerned by Wu et al. and Ebeling et al. by showing that the dissipation measured with the AM-AFM in ionic solutions is related to the ionic strength and so to the Debye length of the solution. This observation was attributed to the so-called electroviscous effect, which causes excess damping upon overlap of the Debye layers. For the highest salt concentrations, this effect is screened due to the shortness of the Debye layer. The interdependence of the ionic distribution and hydration forces at the water-hydrophilic surfaces render the disentanglement of the two contributions difficult.

### 2.6 High resolution and solvation forces

Section 2.3 details some of the necessary requirements for obtaining high-resolution images by AFM. Here I show how these requirements can be applied to the specific solid-liquid interfaces systems. In this section I first analyze how the presence of the interfacial liquid affect the dynamic of the cantilever, showing that this external damping force helps to maintain an harmonic motion even in the presence of non linear forces. In the second part I report the suspected main mechanisms behind high resolution. Finally, I present examples where the solvation structures of various liquid/solid systems affect the achievable resolution.

#### 2.6.1 The effect of the “solvation” damping on the cantilever motion

The presence of liquid between the AFM tip and the sample appears to be a determining factor in AFM measurements. Firstly, it modifies the cantilever dynamic because of the added mass to the lever and hydrodynamic damping, as described in section 2.4. This effect can be incorporated in the simple harmonic oscillator model by introducing an effective mass and effective viscosity. A
strongly non-linear tip-surface interaction, for example due to mechanical contact between tip and sample, can seriously perturb the system rendering the harmonic oscillator model no more applicable. However, when using the working conditions for AM-AFM as defined in Chapter 1, these effects are negligible, since the actual mechanical contact between tip and sample is avoided during the oscillation. Non-linearities due to a tip impact of the surface are also limited by the presence of the extra “solvation” damping mechanism discussed in the previous section.

Kiracofe et al.74 presented a study on the effect that hydration forces have on the dynamic of the cantilever in liquid with both experiments and simulation. In the simulations they propose a viscous drag where the damping coefficient decays exponentially away from the wall. They first show that the experimental results cannot be reproduced by the VEDA simulator74 without the introduction of the hydration force (both conservative and dissipative part). Secondly, by analyzing the separate contributions of the hydration force and a Hertz contact force they conclude that depending on the relative contribution of the two, the dynamic of the cantilever could go from a more linear behavior to a strongly non-linear response (see Fig. 2.9). Additionally, the nonlinear response depends on the dominating type of forces. Larger cantilever stiffness and larger free amplitudes tend to decrease the effect of the hydration forces, and therefore lead to stronger nonlinearities. This conclusion is particularly relevant for this thesis’ experimental results, where softer cantilevers and small amplitudes were found to provide a better sensitivity while probing the solid-liquid interface.

![Fig. 2.9: Time histories of tip-sample distance (or oscillation amplitude). Depending on the model used for the tip-sample force we can see how the force (green line) between tip and sample translates into the cantilever motion (blue solid line). By adding the hydration forces (B) to the Hertz contact mechanic model (A) we can see that the interaction force from a short impulsive spike becomes a smoother, broader pulse. Figure adapted from Ref. [74].](image)

The reason for the strong influence of hydration forces on the dynamic of the lever is the additional damping/energy dissipation imposed to the system. Nonlinear behaviors tend to be suppressed by damping. Further, hydration forces smooth out the abrupt transition from noncontact to Hertz contact. Fig. 2.9 presents two simulations of the cantilever dynamic in the presence of external forces in which one includes Hertz contact only (Fig. 2.9A) and the other hydration forces and Hertz contact (Fig. 2.9B). The time history of tip-sample force is clearly different. For the Hertz contact model, the force is a short, impulsive spike, whereas for the hydration forces model, the force is much lower and broader. In both cases, higher harmonics of the force excite higher harmonics of the cantilever deflection when the tip taps on the sample. However, the hydration forces smooth out the contact force such that, in the second case, the higher harmonics of the cantilever oscillation are suppressed.

A similar result was obtained by Voïtchovsky94, who systematically studied the anharmonicity of the cantilever dynamic as a result of the non-linear interaction between tip and sample. He found that the appearance of higher harmonics in the cantilever motion was related to the actual mechanical contact between the tip and the sample as seen in the previous paragraph. Generally while imaging softer materials like a lipid bilayer, a lower degree of anharmonicity was obtained from the experimental data. Moreover, by tuning the free amplitude to make it comparable with
the vertical extension of the hydration force (modeled in this case as an exponentially decay function in space for both the conservative and dissipative part of the interaction), the anharmonicity of the motion was decreased even for stiffer samples. In these conditions the tip motion was much more harmonic and the actual interfacial layer was probed. These conditions of free amplitude and setpoint were previously associated to an improvement of lateral resolution. In this study he concluded that the resolution is again related to the interfacial properties of the solid-liquid interface and that the motion shows a lower degree of anharmonicity related to a dominant hydration component of the force on the mechanical contact.

2.6.2 Sharp tips and instabilities

One of the fundamental requirements for high resolution listed in section 2.3 is the use of a sharp nanoscopic tip. This condition has shown to be experimentally achievable even with a probe with a nominal radius of curvature of tens of nanometers. Hiasa et al.95 showed that they were able to obtain images in liquid with atomic resolution regardless of the nominal radius of the tips. They conclude that minitips, smaller than the nominal radius and present on the tip body, are acting as the effective force probe. The presence of minitips is largely mentioned in AFM experimental papers3,43,91 and always postulated as a consequence of the high-resolution results. To obtain the experimental proof of their presence, a systematic imaging of the tip after the AFM experiments, with high resolution SEM, should be conducted. This is however a challenging task, hindered by the fact that the tip’s morphological preservation after the imaging process is not guaranteed. Not a lot can be done with respect to ‘ideal tips’ showing no time variance and prevent instabilities during the imaging process; just deal with it! Structural instability of the tip apex is one of the most commonly cited mechanisms to explain instabilities in the imaging process91 and has recently been observed by molecular dynamic (MD-) Simulations.96

2.6.3 Conservative part of the hydration force

The fact that a minitip is determining the actual contrast of the AFM image implies that the force decay in the vertical direction is fast enough to reduce the averaging of the interaction due to the finite volume of the rest of the tip. Only in this case the interaction of the minitip would dominate over the other long-range forces always present between two microscopic objects. The process is however more complicated. It is now widely accepted that the hydration or generally solvation forces play a fundamental role for achieving high resolution in liquid. The main confusion and controversies arise from which aspects of these forces are dominant in the enhanced contrast of the high-resolution images. Special care has to be taken by considering the often differing imaging conditions used in the several experiments reported.

MD-simulations have provided valuable information on the interaction energy between tip and sample in liquid37,96-99. Liquid and in particular water molecules can strongly modify this interaction and generate the lateral contrast. However, the presence of an atomically sharp tip has a drastic effect on the liquid molecules between the outmost atoms of the tip and the surface, implying that the mechanisms supporting the water-mediated contrast are related to specific tip/liquid molecules/surface interactions.

In MD-simulations studies, Watkins et al.96,97 explored the effect that water molecules, located between tip and sample, have on the force profiles experienced by an AFM tip modeled as a small cluster of the material composing the surface (CaF2). This approach brakes down the energy contributions into direct tip-surface interaction and water-mediated interactions. They concluded that unless the tip was very sharp, a net repulsive interaction, due to the cost of removing bound water from tip and surface, occurred before direct tip-surface interactions become significant. As in vacuum, a sharp tip is needed to sample direct tip-surface interactions. However, in solution, the lateral contrast due to the adsorbed water structure may be measurable with blunter tips.96 Watkins et al.96 also found that the water is always in a dynamic equilibrium (even on the time-scales accessible to simulation so nanoseconds). However, water molecules directly interacting
with both tip and surface could slow down this dynamic by orders of magnitude. Watkins et al. stated that this slower dynamic could lead to sampling fewer water configurations during the time that the tip spends at the closest approach to the surface. The experimental manifestation of this phenomenon could be an irreversible contribution to a dissipation signal during the tip approach-retraction cycle.

Experimentally, high-resolution measurements in liquid are often performed with FM-AFM. In this mode the cantilever is oscillated at natural resonance frequency. The interaction force is inducing a modification of the resonance amplitude vs. frequency response and the frequency shift of the resonance curve is maintained constant during the imaging process. In the framework of the simple harmonic oscillator model, the frequency shift is associated to the gradient of the conservative part of the force (see section 2.4). When imaging at constant \( \Delta \omega \), we obtain a map of constant force gradient of the surface. Any variation of the amplitude of oscillation is compensated by the external feedback loop that changes the intensity of the driving force. The difficulty related to the achievement of high resolution in liquid with this operational mode derives from the low \( Q \)-factor of the cantilever since the force sensitivity in FM-AFM improves with increasing \( Q \)-factor. To generally improve the sensitivity of the measurements a low noise deflection sensor was introduced by Fukuma et al., enabling true atomic resolution in liquid. Beside the technical improvement of the deflection sensors, as was previously observed for measurements in vacuum, the frequency shift decreases as the oscillation amplitude increases. This is expected, since the cantilever tip experiences the short-range force over a smaller fraction of oscillation cycle as the amplitude increases, hence decreasing the change in effective stiffness of the cantilever. In this case, small amplitudes (0.5 nm or less) are used while keeping high cantilever spring constants (generally bigger than 10 N/m), in order to increase the sensitivity and avoid instability during the measurements. Using these requirements, high resolution with FM-AFM has been possible on different samples ranging from mica to lipid bilayers and biologically relevant molecules to self-assembled monolayers. Recently, a substantial effort has been dedicated to the study of ionic distribution on surfaces in solution. This topic constitutes the core of Chapters 3 and 4.

![Freq. shift vs dist. curve](image)

**Fig. 2.10:** Example of frequency shift versus distance curve measured on a DPPC bilayer in phosphate buffer solution, showing an oscillatory profile with two peaks. The smoothed line (solid) is obtained by averaging the raw data (shaded). Figure adapted from Ref. [43].

Usually FM-AFM in liquid shows a non-monotonic frequency shift as a function of the approaching distance between tip and sample, reflecting the non-linear conservative solvation force at the solid-liquid interface (see Fig. 2.10). Experimentally, as the tip approaches the sample surface, the frequency shift shows a steep increase due to the short-range repulsive interaction.
potential. The standard tip-sample distance feedback regulation is based on the assumption that $\Delta \omega$ increases with decreasing tip-sample separation. This allows keeping stable imaging on different interfacial regions, as indicated by the arrows in Fig. 2.10. These equivalent positions will be stable, provided that the tip does not pass into a region where the frequency shift decreases with decreasing separation. If it does, it will move continuously until it reaches the next equivalent position till the setpoint value is restored. Thus, the tip can spontaneously jump between iso-setpoint positions (indicated by the circles in Fig. 2.10) that correspond to different tip-sample distances. These jumps can be interpreted as the tip passing from one hydration layer to the following, as possible to see in Fig. 2.11 on a DPPC bilayer.

As is clear from Fig. 2.11, the hydration force gradient not only renders possible the vertical detection of individual hydration layers, but also the lateral resolution of single molecules as the tip is scanned over the surface. This implies that the hydration force has to vary significantly parallel to the surface at the atomic-molecular level. Recent advances on FM-AFM made it possible to obtain a 3D-frequency shift map of the interface. In 3D-AFM, the tip is scanned in the vertical direction as well as in plane (standard imaging mode), to cover the whole 3D interfacial space. This method has been used to characterize mica-water, lipid bilayer-water, and other interfaces. In all the cases a frequency shift that can be attributed to a water-mediated interaction force is shown to significantly vary laterally, in the planes parallel to the surface. Kimura et al. compared the force profile, obtained from the measured frequency shift in the 3D-AFM “images” of water on mica (in the presence of ions), with the gradient of the 3D-water density distribution obtained from a molecular simulation of the isolated surface. As we have seen in Chapter 1, even the isolated surface has a 3D-modulation of the density distribution of the liquid molecules at the interface. This has been demonstrated for the mica-water interface with both x-ray scattering, and by MD-simulation. Kimura et al. found an excellent agreement between the shape of the measured force and the gradient of the density distribution even though comparing the two is not formally correct. A more complete approach has been proposed by Amano et al. who considered the AFM probe as a sphere with the diameter comparable to the solvent’s molecules size. This “ideal probe” approach, even if far from the real case, correlates well with the experimental data. This implies that, in this case, the molecular density distribution of a single interface is enough to qualitatively explain the results obtained with a perturbative measurement like AFM.
2.6.4 Dissipative part of the hydration force

The interpretation of AM-AFM measurements is more complicated since the feedback is operating on the oscillating amplitude of the lever that, in the framework of the simple harmonic oscillator, is affected at the same time by the conservative and dissipative part of the force (see section 2.4). Experimentally, we found that the amplitude providing a high resolution in this imaging mode is typically higher than for FM-AFM measurements (0.5 nm to 1.5 nm). Moreover, the cantilever force constant used in our AM-AFM experiment is typically an order of magnitude lower than for FM-AFM. Under these conditions, the oscillating structure of the hydration force exploited in FM-AFM to image different hydration layers cannot be detected since the tip probes all the interfacial liquid layers during a single oscillation cycle (see section 1.4). These imaging conditions tend to yield an enhanced phase contrast that is associated to an enhancement of the local variation of the energy dissipated experienced by the tip during the imaging process (see section 2.4). This experimental observation suggests that high resolution in AM-AFM can be attributed mainly to the dissipative part of the interaction force. The main confusion in this situation derives from the controversial results regarding the specific mechanisms of energy dissipation at the solid-liquid interface (see section 2.5), which are related to each specific system, tip geometry, degree of confinement, etc. These forces are difficult to be simulated at the molecular level in a reasonable timescale because it requires monitoring the entire tip trajectory during the motion in the interfacial layer.

In the model of Voitchovsky et al., presented in the Chapter 1, the main mechanism of energy dissipation was associated to the energy spent to destroy the interface between the sample and the liquid, and the tip and the liquid. This mechanism was associated to an enhancement of the lateral resolution particularly in the phase channel. If the solvation forces are at the origin of the enhanced resolution, since these forces depend on the specific vertical and lateral interaction of the solvent molecules with the surface and the tip, the resolution will depend on the specifics of the system considered (combination of solid and liquid). In particular, the lateral structuring of the interfacial liquid at the solid surface should be the main limiting parameter for resolution. This was the idea behind the work presented in details in the next subsection.

2.6.5 High resolution imaging of solvation structures with AM-AFM

In order to evidence the role of solvation forces in the resolution achieved by AM-AFM, we compare sub-nanometer resolution images of crystalline solids obtained in different liquids and discuss the differences in the resolution achieved in phase and topography, depending on the liquid. We selected three liquids for ease of use, relatively low vapor pressure and molecular size: ultrapure water, dimethylsulfoxide and 1-hexanol. Considering the fact that the solvation structure formed by a liquid generally reflects that of the solid surface, the results presented here demonstrate how an appropriate choice of liquid can enhance imaging resolution. It is important to note that the images presented in this work provide a direct comparison between systems when only the liquid varies, showing how the liquid can influence the imaging.

High-resolution images (10 nm x 10 nm) of several solids in water and in dimethylsulfoxide are presented in Fig. 2.12. In each case both the topographic (brown scale) and the phase image (orange scale) are given and atomic-level features are often distinguishable. In order to allow unambiguous interpretation of the images, all the samples imaged are single crystals with a known crystallographic structure and well-defined orientation of the surface: calcium fluoride (111), silicon carbide (0001), silicon dioxide (β-quartz, x-cut), titanium oxide (001), sodium chloride (001) and aluminum oxide (0001) in ultrapure water and in dimethylsulfoxide. From Fig. 2.12 it is immediately apparent that for a given substrate, the resolution achieved strongly depends on the imaging liquid. In several cases such as for silicon, aluminum and titanium oxides, high-resolution features can only be distinguished clearly in one of the liquids (dimethylsulfoxide). In most cases, however, it is possible to identify the expected crystallographic symmetry of a surface in both liquids (e.g. hexagonal symmetry for silicon carbide and calcium fluoride), although
surface reconstruction effects of the crystals cannot be excluded. Interestingly, when atomic-level
details can be resolved in both liquids, features generally tend to appear significantly larger in
dimethylsulfoxide than in water, as visible for calcium fluoride and mica (Fig. 2.12 and 2.13).

![Figure 2.12](image)

**Fig. 2.12:** High-resolution images of single crystals in water and dimethylsulfoxide. In each case, the topography (brown color scale) and the phase (orange color scale) are given. Every image is 10 nm by 10 nm. When visible, the symmetry of the crystal lattice is indicated with dotted line aligned with surface features (triangle for hexagonal symmetry and square for cubic symmetry). The size of the dotted polygon is not related to the size of the unit cell and has only the purpose of indicating the main crystal symmetry axis of the surface.

Dimethylsulfoxide does, however, not necessarily prevent true atomic-level resolution, as illustrated by the image achieved on sodium chloride where the square lattice formed by the surface atoms is clearly visible and with sub-nanometer precision. Unfortunately no equivalent image could be obtained in water for practical reasons (dissolution of the sample). These observations suggest that the image does not necessarily reflex the actual atomic structure of the surface despite the presence of atomic-level details and the correct symmetry, but rather that of the solvation layer formed by the liquid at the surface of the solid images. In terms of imaging process, this implies that when operated in the regime described above, the vibrating AFM tip probably maintains liquid molecules between apex and the sample at all time, without physically
touched. The tip oscillates close to the surface of the sample, and the solvation layers formed by the liquid at the surface of the sample and of the tip are coalesced and re-created for each vibration cycle. Since the same tip is used for scanning the whole surface of the sample, solvation structure can be assumed constant throughout the scanning and lateral variations visible in the topographic and phase images mostly reflect the spatial arrangement of the sample’s solvation structure. Information about the structural organization of the liquid molecules at the tip’s surface is consequently implicit in the images.

In order to further investigate the role played by the liquid in high-resolution AM-AFM imaging, we carried out measurements in 1-hexanol for calcite, mica and strontium titanate (Fig. 2.13). Images of calcite and mica exhibit atomic-level details in each solvent, making these crystals particularly interesting for studying the imaging differences between solvents. In water, calcite exhibits atomistic details, both in topography and phase images. In dimethylsulfoxide, the image appears less regular with only part of the image revealing details with a resolution comparable to water where the orientation of the crystal is visible. Interestingly, higher resolution was achieved in 1-hexanol than in dimethylsulfoxide: in 1-hexanol, the lines formed by the rows of oxygen atoms are clearly visible in topography. The atomic structure of mica is particularly well resolved in water. In dimethylsulfoxide, only larger details are visible and the atomic lattice cannot be directly identified. Overall, the surface appears rougher with irregular rows loosely following the underlying lattice. Comparison with the image in water suggests that the molecules of dimethylsulfoxide can form global solvation structures at the surface of mica with several cohesive layers. This could explain the apparent roughness as due to local removal of the distal layers by the scanning AFM tip. This is further supported by the fact that several rows have a width similar to the diameter of the surface hexagons visible in water and a direction coinciding with the crystalline symmetry of the surface. Similar observations can be made in 1-hexanol where it is also possible to identify distinct protrusions within a row. Contrary to calcite and mica, strontium titanate provided poor images in water, with only the crystal symmetry (cubic) recognizable. Substantially more details are visible in dimethylsulfoxide, similarly to aluminum and titanium oxides. The size of the visible protrusion is however too large to be induced by individual atoms and more likely to correspond to groups of atoms. Images obtained in 1-hexanol are comparable to those in water and only the crystal symmetry can be identified.

In the case of solids with a well-defined lattice of surface charges such as mica, calcium fluoride or calcite (Fig. 2.12 and 2.13), the solvation structure can be particularly well defined in water, since water molecules are small enough to form individual hydration shells around the charged surface atoms. As a result, AM-AFM images of these samples in water directly reflect the atomic structure of the surface charges. Dimethylsulfoxide molecules, although polar, are larger than water molecules and possess two hydrophobic tails that affect arrangement in solvation structure around solids. This amphiphilic nature also tends to impose further orientation constraints when compared with water. As a result, the dimethylsulfoxide solvation structure likely follows the arrangement of the surface atoms more loosely, with lateral variations that may comprise several atoms. This is reflected in AM-AFM images by the protrusions often larger in dimethylsulfoxide than for images in water. This disadvantage is balanced by the fact that dimethylsulfoxide, being an amphiphile, is able to interact more efficiently with most surfaces, thus creating solvation structures more readily. This is clearly reflected by the percentage of substrates allowing high-resolution images in dimethylsulfoxide. 1-hexanol molecules also exhibit amphiphilic properties, but are substantially larger than both water and dimethylsulfoxide molecules. Interestingly, for samples exhibiting a large density of surface charges (calcite and mica), images acquired in 1-hexanol are comparable or better than images in dimethylsulfoxide. This could be explained by an ordered packing of the hexanol molecules with the alcohol group contacting the surface, although many defects are visible on mica, possibly due to a mismatch between the mica lattice and ideal hexanol packing. Finally, the resolution achieved on strontium titanate is comparable to that obtained in water, suggesting that no ideal solvation structure for AM-AFM imaging could be formed. Overall, the results in 1-hexanol are consistent with our interpretation that AM-AFM images reflect the solvation structure of the sample rather than the surface atomic arrangement.
Fig. 2.13: High-resolution images of single crystals of calcite, mica and strontium titanate in water, dimethylsulfoxide and 1-hexanol. As in Fig. 2.12, the topography (brown color scale) and the phase (orange color scale) are given in each case. Every image is 10 nm by 10 nm. As for Fig. 2.12, the surface symmetry of the crystal deduced from the images is indicated with dotted lines. In the case of strontium titanate in hexanol, the image appears “compressed” vertically due to thermal drift.

We conclude that, even though the presence of a liquid with a different dielectric constant can in principle influence the direct interaction between the tip and the solid, it is the solvent mediated interaction that dominated the resolution achievable with the AM-AFM. This interaction is reflected in the energy dissipated during the oscillation cycle of the AFM cantilever and is experimentally proven to be spatially varying at the atomic level. Liquids forming spatially well defined interfaces will allow higher resolution, but the imaged solvation structure, although correlated with the surface of the underlying solid does not necessarily directly coincide with the atomic arrangement of the solid’s surface.
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High-resolution AFM to characterize the Stern Layer of aqueous-solid interfaces

Interfaces between solids and aqueous ionic solutions are among the most common and important in nature, playing a central role in biological processes, mineralogy, electrochemistry and colloidal science. In this chapter, I will present high-resolution AFM measurements of single ions adsorbed at mica surface. The aim of the chapter is to provide the experimental evidences for single ion detection. The technique will subsequently be used to obtain quantitative information on the arrangement of ions adsorbed at the surface of solid.

In the first part, I will motivate the necessity to characterize the distributions of ions at the Stern layer level (section 3.1) and I will present the progresses made by AFM in this field (section 3.2). It will follow an analysis on the requirements to achieve single ion resolution in light of the possible physical mechanisms behind ion detection with AFM (section 3.3).

Subsequently, I will present our experimental results on Rb\(^+\) ions adsorbed on the mica surface in aqueous solution (section 3.4). The ion-related topographical features, visible in the AFM images, will enable a quantification of the surface coverage (subsection 3.4.1). This value, being comparable to X-Ray reflectivity data\(^1\), will validate the single-ion resolution in our AFM measurements. The residence time of the ions will be evaluated (section 3.5) and experiments aimed at determining the influence of the AFM tip on the system will be presented (section 3.6 and 3.7).
3.1 What do we need and why?

One of the effects of the creation of a solid-liquid interface, as already mentioned in Chapter 1 and 2, is the development of a charge at the solid’s surface. In order to maintain electroneutrality, the counterions dissolved in the liquid tend to accumulate close to the solid, forming an electrical double layer (EDL) that counterbalances the solid’s surface charge. The precise structure and spatial distribution of ions in the EDL has been the subject of intense experimental and theoretical research over the last century. At the present time, the most widely used EDL model, the Gouy-Chapman-Stern model (GCS) (see e.g., Bard & Faulkner2) relies on the so-called continuum assumption: ions are modelled as point charges in a continuous dielectric environment. Although routinely verified far from the interface, these models tend to fall short in the so-called Stern layer region few angstroms from the surface, where the discrete size of ions can no longer be ignored. The phenomenon is similar to the discrete distribution of the solvent molecules that give rise to the largely discussed solvation forces in liquid. These difficulties are particularly obvious in highly charged systems4,5 and corrections have been proposed to better account for the complex interactions linking ions, liquid molecules and the surface structure of the solid6-9. Moreover, continuum models usually make the implicit assumption that the Stern layer is homogenous, with a uniform ion distribution. This assumption becomes often oversimplified at the nanoscale where most solids exhibit some structure with localised charges and a well-defined hydration landscape that can determine the position and organisation of single ions at the interface. Such a complexity is key to many processes such as the folding and function of biomolecules10-13, the accumulation and transfer of charges at the surface of extremophiles14,15 or at the electrodes of solar cells16, electro-friction17, the nucleation of nanoparticles on surfaces18 or the preferential adsorption of a particular type of ion onto minerals19-22. Even at the macroscopic level, intense research is currently dedicated to the synthesis of colloid particles exhibiting non-homogenous charge distributions at the surface for better controlling the stability or ordering of colloidal solutions23. The GCS model and specific phenomena that go behind the classical description will be analysed in Chapter 4. Here I will focus on the experimental challenges of single ion detection with high-resolution AFM.
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**Figure 3.1** Schematic (A) and more realistic (B) representations of the EDL at a surface of a charged solid. In (A) the standard Gouy-Chapman-Stern model is presented while in (B) an artistic representation of a more realistic surface in liquid obtain combining an AFM image (left) and the MD-simulations (right).

Part of the difficulties in developing suitable models for the description of the ionic distributions at the interface comes from the lack of experimental results, particularly in the close vicinity of the surface where the continuum assumption brakes down. The finite size and specificity of the solvent molecules and the ions, together with the inhomogeneous lateral distribution of the surface charge can induce misinterpretation of the experimental results. One of the most challenging tasks is the determination of the lateral organisation of ions within Stern layers. The results available to date stem either from computer simulations17 or theoretical developments6,7. When available, experimental data are typically obtained indirectly24 or through techniques that...
require averaging over a large area of the interface\textsuperscript{25}, hence implicitly relying on the assumption of a homogeneous Stern layer in order to provide a precise picture of the position of the ions and the liquid molecules.

To obtain information about the actual lateral distribution of the ions that are ‘bound’ to the surface of the solid, it is necessary to use a technique that:

(i) is able to have a sub-nanometric spatial resolution, since the typical size of a hydrated ion is of the order of few Angstroms;
(ii) is measuring a signal that is significantly affected by the presence of a single ion;
(iii) is surface sensitive to discriminate the contribution of surface ions from all the others;
(iv) is local so that the obtained information is localized at the sub-nanometric level in space, non-mediated over the surface;
(v) is fast enough so that the residence time of the ions on a point on the surface is bigger than the time required for the acquisition of the data at that position;
(vi) is non-perturbative to obtain, or at least deduce, the information of the actual system that is in the focus of the study.

These difficulties can in principle be overcome by AFM. When operated in liquid, AFM is able to investigate solid-liquid interfaces locally, often with atomic- or molecular-level resolution (see Chapter 2) and in the presence of ions. Studies allowing a clear and unequivocal identification of single ions within a Stern layer are however still sparse, with little information about the formation, stability and dynamics of adsorbed ions at the nanoscale.

3.2 Review on the previous works

To the best of my knowledge, the first paper that explicitly analyzed the effect of the ions on a high resolution AFM image was published by Fukuma \textit{et al.}\textsuperscript{26} They were able to image the headgroups of the phosphocholine-terminated lipid membrane in gel phase (DPPC). The FM-AFM study was performed in phosphate buffer solution (PBS) containing monovalent ions and the phosphate-buffering agent. They noticed a local variation of the AFM contrast at the level of the lipid headgroups and attributed it to the presence of mobile ions on the surface. The hypothesis proposed was that the ions, moving much faster than the time scale of the AFM image acquisition, were producing an effective charge distribution on the surface. Therefore, the height contrast observed in the images was reflecting the averaged positions of mobile ions or, in other words, spatial distribution of ion occupancy.\textsuperscript{26} The ion-induced contrast variation was detected only in specific area of the sample as possible to see in Fig. 3.2B while other regions were unaffected (Fig. 3.2A).\textsuperscript{26}

The lipid bilayer system is complex and the dynamic interaction between the fluctuating headgroups and the ions in solution that can physically modify the actual structure of the surface (see Chapter 4). In the work of Ferber \textit{et al.}\textsuperscript{27}, for example, a variation of the lattice constant of the hexagonal unit cell of the DPPC lipid bilayer is measured upon exchange of ionic solution. In this situation the ions are not simply moving at the Stern layer level but can even interact specifically with the different parts of the lipid headgroups with an affinity that depends on the type and charge of ion.\textsuperscript{27} This implies that, at the ‘electrically neutral’ surface of the zwitterionic lipids, there is a condensation of both cations and anions. The relative ratio and complexation sites of the two (or more) species depend on the specific ions considered (see Chapter 4). The interpretation of the effect of a single ion on the bilayer surface becomes thus complicated to disentangle from other surface effects. Nevertheless the studies performed by Ferber \textit{et al.}\textsuperscript{27} and Fukuma \textit{et al.}\textsuperscript{26} demonstrated that FM-AFM was able to characterize the structural properties of the lipid bilayer headgroups at the molecular lever showing how ion specific effects can be important both in the lateral organization of the bilayer and image contrast formation.

In order to directly detect adsorbed ions, it is easier to consider a more rigid surface with a constant surface charge. Mica, an alumino-silicate mineral, has a negatively charged surface with hexagonal structure (see Fig. 3.3A). The surface charge is constant providing a stable model system where the effect of ions could be, in principle, easily detected on the atomically flat
surface. Loh et al. studied the effects of different monovalent and divalent ions on the topographic images of the mica surface with FM-AFM. They noticed a modulation of the standard contrast of the hexagonal unit cell with the appearance of 50 pm protrusions above the location of an apparently random number of the oxygen triads of the mica lattice. Even in this case, these protrusions were assigned to the mobile cations considered as a diffuse cloud of charge. The preferential locations of the mobile cations were consistently identified as the oxygen triad sites (Fig. 3.3A). Although the adsorption location of the cations found with X-ray reflectivity does not coincide with the positions individuated in the AFM measurements, this work opened the field of ion imaging at mineral surfaces. Later, Kimura et al. identified single potassium ions between the mica surface and the first water hydration layer. The ions appeared as elliptical structures (white contrasts in Fig. 3.3D) observed in the modulation of the frequency shift in both the vertical and lateral directions (see Fig. 3.3D). These repulsive “blobs” were located in the center of the ditrigonal cavity as expected for the monovalent ions adsorbed on the surface. Interestingly the dark contrast, associated in this work to the first hydration layer, is surrounding the ions without disrupting the periodicity of the hydration layer in the lateral direction. This is the first time in which the effect of single ions has been reported in literature even if not explicitly stated by the authors. In this case the ions are not a homogenously distributed surface charge but a precise spatially located entity, able to induce a specific contrast in the AFM image in the time scale of the measurement.

**Fig. 3.2:** FM-AFM images of the DPPC bilayer in PBS solution. Height scale: 0.12 nm. (A) Structure identified by the authors as PC headgroups not associated with ions or water molecules except for the possible bridging below the headgroups. (B) Structure identified by the authors as the contrast obtained in the case of ion-mediated tip-surface interaction. (C) Transient region between the two structures. (D) Electrostatic potential distribution (ESP) of a methyl-terminated PC headgroup. Figure adapted from Ref. [26].

Siretanu et al. were able to detect the adsorption of divalent cations at the surface of gibbsite. Using force spectroscopy technique, high resolution AM-AFM, and numerical simulations they showed that these cations were adsorbing specifically on the surface forming and ordered array. This ordering was promoted by the water molecules bridging the ions. At higher concentration an effect of the anions was observed as well. Interestingly these results show that the Stern layer is a complex system that can form ordered structures when there is a strong affinity between the ions, the surface and the water molecules. They also showed how the contrast obtained in the AM-AFM images could be directly related to the presence of the ions, suggesting that, in specific conditions, the interaction between these adsorbates and the surface is strong enough to not be perturbed by the imaging AFM tip.
3.3 Physical mechanism behind ion detection with AFM

To detect an ion or an ionic distribution at solid-liquid interface with the AFM, the force acting between the tip and the sample must be affected by the ion’s presence. This implies that the substrate-hydrated ion interaction has to be strong enough to survive the perturbation exerted by the AFM tip. This aspect will be analyzed in detail in section 3.2.5 where I will treat the effect of the tip in the imaging process.

Fukuma et al.\textsuperscript{26} attributed the contrast obtained in the high-resolution FM-AFM images in the presence of the ions to the short-range electrical interaction force between the tip front atom and the charge distribution of the surface. The idea was that, similarly to Hembacher et al.\textsuperscript{34} where a small carbon atom is able to image the charge distribution of a tungsten atom at the end of the tip, in the AFM images in ionic solutions, the contrast reflected the charge distribution of the surface affected by the mobile ions.\textsuperscript{26} Therefore, the contrasts they observed in the AFM images (see Fig. 3.2) is likely to represent averaged positions of mobile ions or, in other words, spatial distribution of ion occupancy.\textsuperscript{26}

In the FM-AFM high resolution images both Fukuma et al.\textsuperscript{26} and Loh et al.\textsuperscript{28} used amplitude of oscillation of the order of 1-2 Å interacting directly with the solid surface, as explicitly stated by
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the authors. They could, in fact, discriminate the surface level from the first hydration layer as a discrete jump of ~3 Å done by the tip in the vertical direction. In this imaging conditions the oscillating amplitude and the mean tip-sample distance is comparable with the size of a hydrated ion on the surface.\textsuperscript{21,30} Therefore the steric effect of the ions is more likely to be missed since the tip is ‘pushing’ them aside rather than ‘surfing’ over them. The average effect of ionic charge distribution is likely to be the true mechanism of the contrast variation recorded in the FM-AFM images as a function of ionic species and concentrations.

In Chapters 1 and 2 I have shown that AM-AFM could derive quantitative information about the local free solvation energy of a solid fully immersed into a liquid, with sub-nanometre resolution.\textsuperscript{36} This is possible when the vibrating AFM tip dissipates most of the energy within the interfacial liquid, without significantly interacting with the solid’s surface.\textsuperscript{36,37} Interestingly, this technique has shown to be sensitive to the local variation of the solvation structure of the liquid on the solid.\textsuperscript{38} An ion that adsorbs on the surface induces a substantial perturbation of the local solvation environment and should hence be detectable.

The influence on the surface hydration structure of the ions adsorbed on mica has been investigated by X-ray reflectivity\textsuperscript{39,40} and MD-simulations\textsuperscript{41}. In all these works the ions has shown to have specific effects at the interface. They have different possible complexation sites\textsuperscript{31} and induce a significant modification of the water molecules around them. Particularly interesting is the work of Kilpatrick \textit{et al.}\textsuperscript{35} where they analysed the effect of several ions and concentrations on primary and structural hydration forces at the surface of mica (see Chapter 1). Using a sharp tip, where the lateral confinement is in principle extremely reduced, they showed that the introduction of the ions caused a serious modification of the hydration forces. Increasing ion valence and concentration induced an increase in the magnitude and a decrease of the decay length of the primary hydration force. Moreover, the structural hydration force showed ion specificity (Fig. 3.4). By comparing the relative contributions of the two hydration forces, they were able to observe conditions that maximize the observation of structural hydration adjacent to the charged interface. In the same work, the maximization of this structural force was associated to the achievement of atomic-resolution images of mica in aqueous environments.\textsuperscript{35}

3.4 Imaging monovalent ions at the Stern Layer of mica-water interface with AM-AFM

All the considerations made in sections 3.1 and 3.3 suggest that the small amplitude AM-AFM is a suitable technique to image the effects of the ions at the solid-liquid interface. To test this idea, we decided to use a simple, well-characterized system for which spectroscopic measurement of the isolated unperturbed interface were available. We choose the mica-water interface in the presence of symmetrical monovalent ions. In particular we focused our attention on RbCl, already characterized by Park \textit{et al.}\textsuperscript{1,25} with resonant anomalous X-ray reflectivity.

Fig. 3.5A presents an AM-AFM of the mica surface obtained in 3mM RbCl solution with a commercial RC800-PSA tip (Olympus, Tokyo; see Materials and Methods section 4.6). What we consider as single Rb\textsuperscript{+} ions can be clearly identified in the topographic image of muscovite mica. The adsorbed Rb\textsuperscript{+} ions appeared as distinct protrusions on the sites normally occupied by K\textsuperscript{+} ions in bulk mica that correspond to the ditrigonal cavity (Fig. 3.5B). In the associated phase image the ions induced a sharp dark contrast, indicating an increase of the local tip energy dissipation (see also Fig. 3.6). The adsorbed Rb\textsuperscript{+} ions appeared surprisingly stable, with the same protrusion often visible in several consecutive line-scans (see section 3.5 for the residence time analysis). Nonetheless, the protrusions unambiguously indicate the presence of Rb\textsuperscript{+} ions at the corresponding sites, as evidenced when varying bulk ionic concentration (Fig. 3.6). In this experiments we imaged the mica-water interface increasing the concentration of the ions in solution. We noticed a progressively increasing number of protrusions appearing at the surface always associated to a darker contrast in the corresponding phase images.

Throughout this study, the phase contrast associated with a particular type of ion has always remained a clear signature of its presence. This is visible in Fig. 3.6, where the phase images,
associated with the corresponding topographic ones, are presented as a function of the bulk concentration. The phase contrast induced by the presence of ions is always consistent regardless of the surface coverage. Different types of ions provided different magnitude of phase contrast (see Chapter 4) that though appeared always darker (lower phase) than the mica. For each concentration, the measurements were repeated with several cantilevers to allow meaningful statistical results. The presence of ions could also be detected in amplitude spectroscopy where a distinctive step was visible as the tip expelled ions while approaching the mica surface (Fig. 3.6). Consistently, the fraction of curves exhibiting this step increases with the bulk ionic concentration.

The obvious way to proceed is to compare the ionic coverage measured with AFM for Rb⁺ ions with the values obtained by Park et al.¹ with resonant anomalous X-ray reflectivity.

![AFM imaging of Rb⁺ ions adsorbed at the surface of mica in an aqueous solution. The solution contains 3 mM RbCl (A). Individual ions can be distinguished both in topography and in phase (arrow), often forming geometrical domains or rows. Occasionally, a bright ‘tail’ is visible adjacent to the dark spots attributed to adsorbed ions. This tail is induced by a momentary increase of the tip vibration amplitude as the feedback loop completes the tip-sample distance correction, and is due to the particularly gentle imaging conditions. The atomic structure of mica evidences the position of the ion binding sites, which are occupied by K⁺ ions in the bulk crystal (B). Repeatedly scanning over a same binding site (C), yields substantial height variations in time as single Rb⁺ ions adsorb and desorb from the site. The scale bar is 3 nm (A) and the colour bars represent 1 nm (topography) and 15° (phase).](image_url)

3.4.1 Method to extract the surface coverage of Rb⁺ ions from the AFM images

Quantification of the surface coverage was performed using a thresholding procedure as illustrated in Fig. 3.7 for a series of AFM images obtained at different RbCl concentrations. A first order global background was subtracted from all the height images. Subsequently, from each image, a histogram (Fig. 3.7E) was generated. In the cases of zero and full surface coverage (respectively in Fig. 3.7A and D) the histograms were fitted with Gaussian curves.

At 2mM RbCl (Fig. 3.7B) the histogram showed a single peak with a pronounced asymmetry towards events with larger height. The alignment with the other histograms was done by fitting the main peak with a Gaussian centred at zero coverage.
At 4mM RbCl (Fig. 3.7C) the histogram showed two distinct peaks; the peak at smaller height values is due to the mica while the other is induced by the adsorbed ions. The histogram curve could therefore be aligned and decomposed into two Gaussians which centres are determined by the data at zero and full coverage respectively.

Based on this analysis, all the images/histogram curves were shifted in the same way together with all related data (i.e. the shift of the histogram curves are reported in the images as height alignment). It was then possible to objectively decide a threshold value, chosen between the centres of the two histogram’s peaks (mica and adsorbed ions layer). This threshold value provided a mask in the image, selecting all the pixels with a height value larger than the threshold (Fig. 3.7F) and so providing direct access to the actual coverage value (see table in Fig. 3.7).

A similar threshold value could generally be obtained by visual thresholding after flattening the image. In some cases, particularly at low surface coverage, phase images could be used in a
similar manner due to the clear binary behaviour where darker areas indicated ion adsorption. Using the phase images was particularly effective if the height images were noisy or when many isolated ions were present. In such cases, the number of ions could be directly counted and compared to the number of available sites in the image considered.
For each concentration of RbCl we typically selected 15-20 representative images with a scan size sufficient to resolve single ions (between 10×10 nm² and 20×20 nm²). We then determined the ionic coverage. The statistical variance between the coverage values obtained for different images acquired at a same concentration was by far the largest source of errors. All the other sources of errors were comparatively small or negligible.

3.5 Dynamics of ions in the Stern Layer

The timescale of the phenomena we are investigating constitute a fundamental aspect of the observation. In the present case, the ion has to reside in a specific position for a sufficient amount of time in order to obtain a significant local perturbation of the hydration structure at the surface of the solid. From a theoretical point of view a variation of the mobility of the ions adsorbed at the surface is expected to depend on several parameters such as local viscosity, surface roughness, electrostatic energy between surface and ions and eventual external electric field. Theoretical approaches such as MD-simulations have focused mainly on the specific mobility of the ions under confinement sometimes analysing the effect of the surface properties like charge and water affinity. In all cases a significant variation of the ionic mobility has been found but the confinement effect seems to play an important role in the obtained diffusion coefficient.

MD-simulations studies showed that the decrease of diffusivity of Na⁺ and Ca²⁺ ions in close proximity to mica surface (first few Angstroms) was at maximum 2 order of magnitude lower than the bulk diffusivity of the same ions. Bourg et al. distinguished two diffusion constants parallel and normal to the mica surface. From the simulations they concluded that no significant difference exists between the two directions. In contrast, other simulations studies concluded from the water dynamics that the average velocity of water molecules is higher parallel to the surface plane than perpendicular. This last finding may be important for explaining AFM measurements since interfacial water is expected to play an important role in the behaviour of ions under confinement.

The few available experimental measurements of ions mobility at surfaces in different relative humidity are obtained for example with polarization force measurement. Kendall et al. found a relaxation times τ between 20 and 30 ms for ions at the calcite-water interface in controlled
humidity environment (95% humidity). The relaxation time is directly linked to the ionic mobility \( \mu_i \) and densities \( \sigma_i \) of the different ionic species, and the overall capacitance \( C \) through:

\[
\tau = C / \sum \mu_i \sigma_i
\]  

(3.1)

In the case of mica Xu et al.\(^*\) found a relaxation time in the order of milliseconds for a relative humidity around 85%. Generally, a higher humidity tended to increase the ions’ mobility. It is however complicated to extract from this type of experiment the actual diffusion coefficient of the ions at the surface immersed in the liquid.

Our AFM measurements, on the contrary, showed that, interpreting a single protrusion as an ion adsorbed at the surface, the residence time exceed the time resolution capability of the technique (\(~50\) ms). Our MD-simulations results indicate that, within the full duration of a simulations run (1 ns), Rb\(^+\) and K\(^+\) ions rarely moved once forming inner-sphere surface complexes. In contrast, Na\(^+\) ions were diffusing substantially in the plane parallel to the surface. Although the results are consistent with AFM observations, the large differences in the timescales do not allow for direct comparison. We have therefore decided to examine in details the dynamics of adsorbed ions and the influence of the AFM measurements in order to give the best possible interpretation of our experimental data. We do not distinguish between lateral and normal ion mobility but rather concentrate on deriving an estimate of the apparent residence time of a single ion at given adsorption sites.

In the experiment presented in Fig. 3.8, the slow scan motion of the AFM was disabled and the tip repeatedly scanned over the same adsorption sites along a selected crystallographic direction on the mica’s surface. The study was conducted at a bulk salt concentration of 2.5mM RbCl, ensuring a low apparent surface coverage (see Fig. 3.8). Before starting an actual experiment we determined an appropriate scanning direction (in registry with the mica lattice) by varying the scanning angle. A typical experiment is presented in Fig. 3.8. The y-axis corresponds to the position of the lattice sites in space along the [100] direction.

In order to test for possible effects of the measurement dynamics, the experiment was conducted at different scan speed: 15Hz, 20Hz and 25Hz (1Hz is equivalent to 1 line scan/sec). At these scanning speeds, the tip typically takes 150-250 \( \mu \)s per imaged pixel.

Similarly to standard AFM measurements, it was always possible to detect the consecutive appearance/disappearance of higher protrusion at the specific ion-binding sites of the lattice. These protrusions, which we attribute to the presence of one or more ions, often presented different height values and time durations. To objectively investigate the phenomenon we conducted a careful statistical analysis of these events. Taking multiple line profiles, similar to that shown in the inset of Fig. 3.8, we analysed the time distribution and eventual dependence on scan speed of the events. The analysis can be done in an automatized way once a specific height threshold has been selected (Fig. 3.9B). A single event is characterized by a duration: the time lapse between the instant when the height profile exceeds the threshold value and the instant in which it returns below the threshold line. The choice of an appropriate threshold value is not trivial since it is likely to affect the results of the analysis. We therefore repeated the statistical analysis of the residence times with several thresholds, each chosen as a multiple of \( \varphi \), where \( \varphi \) is the height RMS value obtained over ion-free images (e.g. Fig. S8). A typical experimental value for \( \varphi \) in our experimental conditions is \( \varphi \sim 0.12 \) nm.

In Fig. 3.9 the results of the analysis for different threshold values are presented. As expected, the distributions of residence times depend on the selected threshold (Fig. 3.9A) with a larger number of events and slower overall dynamics for the lower thresholds. The results obtained at \( 4\varphi \) and \( 10\varphi \) can therefore be seen as respectively higher and lower estimates of the measured Rb\(^+\) residence times.

It is possible to extract quantitative information about ions’ dynamics at the interfaces from the distributions presented in Fig. 3.9A. Such a task is however far from trivial because the AFM data may only present part of the residence time distributions (the tail) and appropriate model for fitting the distributions hence is needed.

---

\(^*\) Xu et al.
Experimentally, since ions can diffuse on the surface and desorb at the same time (lateral and normal diffusion) we generalized the procedure used by Impey et al.\textsuperscript{51} to analyse the simulations’ results. Impey et al.\textsuperscript{51} described the time evolution of water molecules lying in the first coordination shell of a specific ion using an exponentially decaying function, \( n_{\text{on}}(t) = n_{\text{on}}(0)e^{-t/\tau} \), with a characteristic time \( \tau \). In this case, \( \tau \) provides a simple definition of the residence time of water molecules in the ion’s first solvation shell. Most of the diffusing processes tend to present a similar behaviour and our results are no exception (Fig. 3.9A). In our case, however, \( \tau \) would refer to an apparent mean residence time. The values obtained by fitting the data are presented in the Table 3.1.

<table>
<thead>
<tr>
<th>Scan rate of 20 Hz</th>
<th>Residence time ( \tau ) of ions (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>threshold of 4 \times RMS value</td>
<td>0.12 ± 0.01</td>
</tr>
<tr>
<td>threshold of 5 \times RMS value</td>
<td>0.12 ± 0.01</td>
</tr>
<tr>
<td>threshold of 6 \times RMS value</td>
<td>0.073 ± 0.006</td>
</tr>
<tr>
<td>threshold of 7 \times RMS value</td>
<td>0.084 ± 0.003</td>
</tr>
<tr>
<td>threshold of 8 \times RMS value</td>
<td>0.106 ± 0.004</td>
</tr>
<tr>
<td>threshold of 9 \times RMS value</td>
<td>0.148 ± 0.006</td>
</tr>
<tr>
<td>threshold of 10 \times RMS value</td>
<td>0.162 ± 0.005</td>
</tr>
</tbody>
</table>

From the results obtained it is possible to conclude that the typical residence time obtained is on the order of 100ms.

3.5.1 The effect of the scan speed

The apparent residence times derived from the experiments described above are rather slow when compared to the available literature. Confinement effects, induced by the AFM tip, could in principle be responsible for the slow dynamics\textsuperscript{52} and ion specificity\textsuperscript{49} observed in the results. The acquisition time of the AFM is however invariably a limiting factor with an effective time resolution corresponding to the inverse of the scan rate (i.e. the time \( \tau \) necessary for the tip to come back to the same binding site). The typical residence time obtained in the previous subsection is however very similar to the value of \( \tau \). It is hence possible that the time resolution of the AFM measurement constitute the ultimate limit of the value \( \tau \) values derived here. To test this hypothesis, we repeated the experiment presented in Fig. 3.9A at different scan speeds. We consistently used a threshold of 4\times0 for the analysis so as to allow direct comparison of the
results. In Fig. 3.10 the residence time distributions as well as the derived mean residence time decay $\tau$ obtained by fitting the results are presented.

Fig. 3.10: The residence time distribution functions are presented for three different scan rates (15, 20 and 25 Hz). The chosen threshold value is 4 times the reference RMS. These distributions have been fitted with a decaying exponential and the characteristic decay times are presented in the Table 3.2.

<table>
<thead>
<tr>
<th>Scan Rate of ions (s)</th>
<th>Residence time of ions (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan rate of 15 Hz</td>
<td>0.18 ± 0.02</td>
</tr>
<tr>
<td>Scan rate of 20 Hz</td>
<td>0.12 ± 0.01</td>
</tr>
<tr>
<td>Scan rate of 25 Hz</td>
<td>0.071 ± 0.003</td>
</tr>
</tbody>
</table>

Table 3.2: Residence times derived by fitting for the distributions in Fig.3.10 with a decaying exponential. The procedure is the same as for Fig. 3.9.

The apparent residence times $\tau$ for the different scan rates have the same order of magnitude as those obtained in the previous experiment. They seem to correlate with the effective AFM time resolution (40ms@25Hz, 50ms@20Hz, and 65ms@15Hz), suggesting that the temporal resolution of the AFM is the final limiting factor. It is however not clear from these data if the AFM tip was able to slow down the ion’s dynamics or whether faster measurements were simply capable of better capturing the true (and AFM independent) ions dynamics. Furthermore, the residence times obtained from AFM measurements are always slower than the AFM time limitation. Ultimately, AFM alone is not sufficient to answer this question, which will require complementary measurements from other experimental techniques.

### 3.5.2 The effect of scanning drift

Due to the high imaging resolution needed to estimate the residence time of ions, scanning drift can be a major cause of error during the measurement. In order to obtain a precise idea of the typical magnitude and direction of the drift in our experiments, we conducted a calibration using the mica lattice as a reference. An example of this calibration is illustrated in Fig. 3.11. The drift contribution can be decomposed into two components; one parallel and one orthogonal to the fast scan direction. The drift parallel to the scan direction induces the lattice sites to form oblique lines in time (not perfectly horizontal). Practically, this contribution can be compensated by taking line profiles along the timeline of the site considered (as shown in Fig. 3.11).

The drift component orthogonal to the fast scan direction can be estimated from the periodic discontinuity visible when following the timeline of a given mica site. Every ~10 seconds (in the case of Fig. 3.11A) a vertical offset of half a lattice site is visible (white dotted lines in Fig. 3.11A). This phenomenon was due to the tip drifting onto a row of sites adjacent to the row
initially scanned, as illustrated in Fig. 3.11B. According to this interpretation, we could estimate a drift vector with a component of ~0.8 Å/s parallel to the fast scan direction and a component of ~0.5 Å/s in the orthogonal direction. The time error resulting from such a drift is negligible in our measurements. Moreover line profiles compensate for the drift parallel to the fast scan direction, and are taken in regions without ‘drift transition’.

![Figure 3.11: Example of drift calibration. The tip repeatedly scans over the same line. In first approximation, the drift vector (supposed nearly constant in time and space) has two components: one parallel and one orthogonal to the fast scan direction (the red arrow in the figure). The drift component parallel to the fast scan direction results in the formation of oblique lines in time, as opposed to horizontal line. The component perpendicular to the fast scan direction produces an abrupt vertical offset (i.e. an offset parallel to the scanning direction) every ~10 seconds. The magnitude to this offset corresponds to half a lattice site, indicating that the tip has drifted to an adjacent lattice row from the initial position (B).](image)

### 3.5.3 Confinement effects

The results and control experiments presented here indicate a discrepancy between the residence time of ions at the surface of mica measured with AFM and the values hinted in the literature. The confinement effect of the interfacial liquid between the sample and the tip provides one possible explanation for this discrepancy. Studies have shown that, in this geometry, the dynamics of the confined water molecules can slow down several orders of magnitude \(^{39,52,53}\) (between 3 and 4, depending on the confinement). The effect of confinement on the dynamics of ions is still a matter of debate in the literature, but growing evidence indicates that the specific hydration structure of a particular ion often dominates the interfacial behaviour \(^{1,25,39,41,53-56}\). Differences between measured ions are therefore likely to be enhanced in AFM measurements due to the confinement of the interface by the AFM tip. The sharpness of the AFM tip combined with the relatively slow approaching speed is unlikely to create a degree of confinement comparable to the one in a nanochannel or in the SFA. Moreover, the results show ion-dependent effects, which are intrinsic to the system, as shown in the simulations of the ‘free’ interface.

The dynamics of the ions under confinement may be system-depandant. MD-simulations of Na-montmorillonite interlayers in stacked lamellae showed a Na\(^+\) diffusivity more than three orders
of magnitude slower than the bulk value\textsuperscript{57}. In contrast, Alcantar and co-workers with SFA obtained a reduction in ions diffusivity of, at most, two orders of magnitude between two mica sheets.\textsuperscript{57} Considering a typical diffusion coefficient value of $10^{-9} \text{ m}^2/\text{s}$ for most anions and cations in bulk water, a reduction of two orders of magnitude would not be sufficient to explain our results. A definitive answer will come from complementary techniques such as MD-simulations\textsuperscript{20,58,59}.

### 3.6 Isotherm models

The results of coverage vs. bulk concentrations presented in Fig. 3.12 clearly indicate the existence of an adsorption isotherm for the Rb\textsuperscript{+} ions at the surface of mica. For a given bulk concentration, the observed coverage depended on the tip/cantilever employed for imaging, therefore providing an ideal system for quantifying the influence of the tip on the measurement. RAXR results available for the same system can be used as a reference for the ‘unperturbed’ system. Practically, the procedure relies on a systematic quantification of the isotherm using a model described in the section 3.6.1.

![Fig. 3.12: Adsorption isotherm of Rb\textsuperscript{+} at the surface of mica measured by AFM and RAXR. The AFM measurements were conducted with two types of cantilevers exhibiting different spring constant $k \sim 0.1 \text{N/m}$ (softer lever) and $k \sim 0.5 \text{N/m}$ (stiffer lever) but a same tip design. The solid lines represent data fits with the corrected Frumkin isotherm, which allow for ion-ion correlations. The dashed lines show fit results in the case of the Langmuir isotherm. *The Langmuir isotherm fitted to the RAXR data is reproduced from Refs. [1].](image)

#### 3.6.1 Frumkin-Fowler-Guggenheim isotherm model

The Langmuir isotherm adsorption model has been used to described the results presented in Fig. 3.12, similarly to the approach followed by Park \textit{et al.}\textsuperscript{1}. This is a phenomenological reaction model, largely used to describe the adsorption of ions or more complex molecules at the solid-liquid interfaces.\textsuperscript{1,61,62} The basic assumptions of the model proposed by Langmuir are:

1. A fixed number of binding sites per units of area ultimately determined by the surface structure.
2. The adsorption rate proportional to the number of vacant binding sites and the pressure/concentration of the solution (in reality the concentration at the surface should be used, that can by obtained by coupling the EDL model with the Langmuir isotherm to derive the concentration of the ions at the OHP\textsuperscript{62}, see the corrections in the Appendix).
3. The desorption rate proportional to the number of adsorbed molecules.
4. Equivalence of all the binding sites.
In the specific case of the Rb\(^+\) ions at the surface of mica we assumed even that the large majority of the ions are adsorbed in the inner-sphere hydration state as shown by Park et al.\(^1\). If this is not the case, two different types of binding sites with different binding energy should be considered. In an equilibrium situation, the mean number of adsorbates on the surface is constant (desorption and adsorption rate are equal). This simple consideration enables the derivation of the classical Langmuir isotherm:

\[
\theta_{Rb^+} = \frac{K_{Rb^+} \cdot C_{Rb^+}}{1 + K_{Rb^+} \cdot C_{Rb^+}}
\]  

(3.2)

\(\theta_{Rb^+}\) is the surface coverage of the Rb\(^+\) ions, \(K_{Rb^+}\) is the binding constant of Rb\(^+\) (ratio between the adsorption and desorption rates) with the dimension of the inverse of the concentration and \(C_{Rb^+}\) is the bulk concentration of the Rb\(^+\) ions.\(^3\) In our case we had to consider the competitive adsorption of Rb\(^+\) cations and hydronium (H\(_3\)O\(^+\)) on the charged surface so Eq. 3.2 has to be modified to:\(^1,62\)

\[
\theta_{Rb^+} = \frac{K_{Rb^+} \cdot C_{Rb^+}}{1 + K_{Rb^+} \cdot C_{Rb^+} + K_{H_3O^+} \cdot C_{H_3O^+}}
\]  

(3.3)

where now \(K_{H_3O^+}\) and \(C_{H_3O^+}\) are respectively the binding constant and concentration of the hydronium ion. Some extra modifications to the Eq. 3.3 have been proposed to better describe the interactions between adsorbates on the surface. The classical example is the Frumkin-Fowler-Guggenheim (hereafter Frumkin) isotherm model\(^3,64\). The variation of the coverage expected in the Langmuir case, is expressed trough the introduction of an ion-ion correlations energy \(E_c\). The new expression for the rubidium coverage is given by:

\[
\theta_{Rb^+} = \frac{K_{Rb^+} \cdot e^{E_c/RT} \cdot C_{Rb^+}}{1 + K_{Rb^+} \cdot e^{E_c/RT} \cdot C_{Rb^+} + K_{H_3O^+} \cdot C_{H_3O^+}}
\]  

(3.4)

Attraction between Rb\(^+\) ions occurs if \(E_c < 0\) and repulsion if \(E_c > 0\). If \(E_c \equiv 0\) the Frumkin isotherm simplifies back to the Langmuir isotherm.

The change of free energy \(\Delta G_{Rb^+}\) upon Rb\(^+\) adsorption is given by:

\[
\Delta G_{Rb^+} = \Delta G_{Rb^+}^0 + E_c \cdot \theta_{Rb^+}
\]  

(3.5)

where \(\Delta G_{Rb^+}^0 = -RT \ln(K_{Rb^+})\) is smaller than zero if adsorption occurs.

The experimental data presented in Fig. 3.12 were fitted with both the Frumkin (full line) and Langmuir (dashed line) isotherm models. In both cases, a modification was implemented to take into account the perturbation induced by the measuring tip. Electrostatic and mechanical perturbations were supposed to be the major sources of tip-induced effects on the isolated interface (see section 3.7).

As possible to see in Fig. 3.12 the Frumkin isotherm model (with the tip perturbation contributions), provides a substantially better fit to the data. The possibility to treat the protruding features on the surface as a parameters to determine the effective coverage of the ions with a surprisingly good match with the RAXR data\(^1\), is again a strong indication that single ions are detected. The maximum coverage observed by AFM (10mM, Fig. 3.6) corresponds to all the available binding sites being occupied and the isotherm is modeled accordingly. In reality, only half the binding sites should, on average, be occupied to ensure electro-neutrality at equilibrium.\(^1\) This suggests that at 10mM, the AFM images show predominantly Rb\(^+\) patches with empty area outside the imaging region. The existence of patches is consistent with correlations effects.

The isotherm analysis indicates the presence of a clear correlation between Rb\(^+\) ions during the adsorption process. The associated correlation energy was found to be always attractive and
similar, within uncertainty, for different types of cantilever: \( E_c = -7 \pm 3 \text{ kJ mol}^{-1} \). This value is consistent with the observed formation of Rb\(^+\) rows and small domains at low salt concentration in the AFM images (Fig. 3.5).

Since this chapter focuses on the details of the measurement process, a systematic analysis of the correlation effect on the distribution of the ions in AFM images and the origin of this attractive component will be discussed in the Chapter 4 where the physical properties of the Stern Layer of different solid-aqueous interfaces are analyzed.

### 3.7 Perturbation of the system with the AFM tip

We have already mentioned the effect that the tip can have on the dynamic of the ions, in terms of confinement, during the imaging process. However, this is not the only effect that can affect the AFM measurement. In this section I will present a correction to the Frumkin model that can take into account the mechanical and electrostatic perturbation of the tip during the AFM measurement. Finally I will show some experimental data obtained with a tip composed by a different material (gold) to show the effect that the electrostatic component can have on the measurement.

#### 3.7.1 Correction of the Frumkin model for AFM measurements

The AFM tip probing a Stern layer in solution will invariably perturb the adsorbed ions, hence affecting the apparent surface coverage observed in the images and the resulting data.

We propose two main perturbation mechanisms:

i. A mechanical perturbation: as the tip vibrates at the interface, it can expel from the tip-surface gap adsorbed ions inducing a lower apparent coverage. It is reasonable to assume that the energy \( E_m^{AFM} \) associated with this perturbation is directly proportional to the energy dissipated by the vibrating tip into the interface \(^3\).

ii. An electrostatic perturbation: when immersed into the solution, the silicon nitride tip becomes charged \(^6\) and develops around a Stern and double layer. In AFM measurements, the tip is likely to affect the apparent surface coverage, either increasing it if attracting more ions locally (lensing effect), or decreasing it if repelling them. A perturbation energy \( E_e^{AFM} \) can be associated with this effect.

Taking into account these two contributions from the AFM measurements, Eq. 3.5 can be rewritten as:

\[
\Delta G_{RB}^+ = \Delta G_{RB}^0 + E_c \cdot \theta_{RB}^+ + E_m^{AFM} + E_e^{AFM} \tag{3.6}
\]

It is important to realise that written as in Eq. 3.6, \( \Delta G_{RB}^+ \) represent an effective or ‘apparent’ change of free energy of the Rb\(^+\) ion when adsorption occurs under AFM perturbation:

- If the mechanical perturbation effectively makes the adsorption less favourable, then \( E_m^{AFM} > 0 \),
- If the tip artificially increases the number of ions present by ‘lensing’ effect, then \( E_e^{AFM} < 0 \), otherwise \( E_e^{AFM} > 0 \) if the effective electrostatic interaction between the tip and the ions is repulsive and decreases the apparent surface coverage.

The corrected-perturbed adsorption isotherm therefore becomes:

\[
\theta_{RB}^+ = \frac{K_{RB}^+ \cdot e^{\frac{E_c \theta_{RB}^+ + E_m^{AFM} + E_e^{AFM}}{RT}} \cdot C_{RB}^+}{1 + K_{RB}^+ \cdot e^{\frac{E_c \theta_{RB}^+ + E_m^{AFM} + E_e^{AFM}}{RT}} \cdot C_{RB}^+ + K_{H_2O}^+ \cdot C_{H_2O}^+} \tag{3.7}
\]
3.7.2 Extraction of the different energy contributions

The correlation energy \( E_c \) can be directly obtained by fitting with Eq. 3.7 the isotherms derived experimentally from AFM results (Fig. 3.12). It is however more challenging to separate \( \Delta G_{Rb^+}^0 \) from the two perturbation energies \( E_{m}^{\text{AFM}} \) and \( E_{e}^{\text{AFM}} \) since a fit with Eq. 3.7 will only provide a value for the total contribution \( \Delta G_{Rb^+}^0 + E_{m}^{\text{AFM}} + E_{e}^{\text{AFM}} \). The value for \( \Delta G_{Rb^+}^0 \) (or \( K_{Rb^+} \)) and \( K_{H_2O^+} \) can be taken from RAXR results which then act as a reference of ‘non-perturbed’ Stern layer.

The two energies \( E_{m}^{\text{AFM}} \) and \( E_{e}^{\text{AFM}} \) can then be separated by carrying out the experiment with two different types of cantilever which exhibit different spring constants (resulting in different \( E_{m}^{\text{AFM}} \) values) but an identical tip design (and hence same \( E_{e}^{\text{AFM}} \)). Practically, since two tips are never perfectly identical at the atomic level, we used several cantilevers (at least 5) to statistically limit the impact of tip morphology variations between the two types of cantilevers and between cantilevers of the same type.

The mechanical perturbation energy \( E_{m}^{\text{AFM}} \) is proportional to the energy \( E_{\text{dissip}}^{\text{AFM}} \) locally dissipated by the vibrating AFM tip at the interface. The later can be calculated from experimental parameters:

\[
E_{m}^{\text{AFM}} \propto E_{\text{dissip}}^{\text{AFM}} = \frac{k \nu}{Q} f(A, \varphi) \tag{3.8}
\]

where \( k, \nu \) and \( Q \) are respectively the spring constant the resonance frequency and the \( Q \)-factor of the cantilever vibrating close to resonance. \( f(A, \varphi) \) is a function of the cantilever vibration amplitude \( A \) and phase \( \varphi \). The higher harmonics can in principle contribute to the energy dissipation but we decided to neglect them accordingly to the imaging conditions used in these experiments (see discussion in subsection 2.6.1). Experimentally, both types of cantilevers were operated at comparable amplitudes and provided similar phase shifts. Using Eq. 3.8 on both cantilevers, we can therefore write:

\[
\alpha = \frac{E_{m}^{\text{AFM}}}{E_{m}^{\text{soft}}} = \frac{k_{\text{stiff}} \nu_{\text{stiff}}}{Q_{\text{stiff}}} f(A_{\text{stiff}}, \varphi_{\text{stiff}}) = \frac{k_{\text{stiff}} \nu_{\text{stiff}} Q_{\text{soft}}}{k_{\text{soft}} \nu_{\text{soft}} Q_{\text{stiff}}} f(A_{\text{soft}}, \varphi_{\text{soft}}) \tag{3.9}
\]

where \( \alpha \) is a constant and the indexes ‘soft’ and ‘stiff’ refer to the softer and the stiffer lever respectively. Experimentally, average values of \( k, \nu \) and \( Q \) can be measured for each type of cantilever and the constant \( \alpha \) is therefore easily accessible.

The \( \text{Rb}^+ \) ions surface coverage \( \theta_{\text{Rb}^+,\text{soft}} \) and \( \theta_{\text{Rb}^+,\text{stiff}} \) obtained experimentally for the softer and stiffer levers can now be used to determine the mechanical and electrostatic contributions to the adsorption free energy. Using Eq. 3.7 for both cantilevers, taking the logarithm and combining the expressions, we obtain:

\[
RT \ln \left[ \frac{1}{\theta_{\text{Rb}^+,\text{soft}}} - 1 \right] - \ln \left[ \frac{1}{\theta_{\text{Rb}^+,\text{stiff}}} - 1 \right] = E_{c,\text{soft}} - \theta_{\text{Rb}^+,\text{soft}} - E_{c,\text{stiff}} - \theta_{\text{Rb}^+,\text{stiff}} + E_{m,\text{soft}}^{\text{AFM}} - E_{m,\text{stiff}}^{\text{AFM}} \tag{3.10}
\]

where we have used the fact that \( E_{c,\text{soft}}^{\text{AFM}} = E_{c,\text{stiff}}^{\text{AFM}} \). Furthermore, Eq. 3.10 holds, provided that the values of \( \theta_{\text{Rb}^+,\text{soft}} \) and \( \theta_{\text{Rb}^+,\text{stiff}} \) are taken at a same RbCl concentration \( C_{\text{Rb}^+} \). Combining Eq. 3.9 and Eq. 3.10 we can now write:
we can then also obtain an expression for the energy corresponding to the electrostatic perturbation:

\[
E^{\text{AFM}}_{e,\delta} = RT \ln \left[ \frac{C_{Rb^+,\delta}(1 - \theta_{Rb^+,\delta})}{\theta_{Rb^+,\delta}(1 + K_{H_2O^+} \cdot C_{H_2O^+})} \right] - E_{c,\delta} \cdot \theta_{Rb^+,\delta} - E^{\text{AFM}}_{m,\delta} - \Delta G_{Rb^+}^0
\]  

(3.12)

with \( \delta = \text{stiff, soft} \) and \( \Delta G_{Rb^+}^0 = -RT \ln (K_{Rb^+}) \).

\( \beta \) and \( \gamma \) both depend on \( \theta_{Rb^+,\text{soft}} \) and \( \theta_{Rb^+,\text{stiff}} \) but not explicitly on \( C_{Rb^+} \). This is implicit in our model where the values of \( E_{m,\text{soft}} \) and \( E_{m,\text{stiff}} \) should remain constant throughout all the salt concentrations \( C_{Rb^+} \). Evaluating \( E^{\text{AFM}}_{m,\text{soft}} \) and \( E^{\text{AFM}}_{m,\text{stiff}} \) from Eq. 3.12 for each set of values \( (\theta_{Rb^+,\text{soft}}(C_{Rb^+}); \theta_{Rb^+,\text{stiff}}(C_{Rb^+})) \) obtained experimentally, provides a good opportunity to prove the consistency of the derivation: if the perturbations induced by the AFM tip can indeed be modelled as proposed here, the values obtained for \( E^{\text{AFM}}_{m,\text{soft}} \) and \( E^{\text{AFM}}_{m,\text{stiff}} \) should remain constant for each \( C_{Rb^+} \). This is indeed verified, as visible in Fig. 3.13.

### 3.7.3 Results and discussion

The correlation energies obtained by fitting the experimental data with Eq. 3.7 are summarized in Table 3.3. The values obtained for both cantilevers are similar (within uncertainty) and both values are negative indicating an attractive correlation between adsorbed ions. The correlation energies are typically 2-3 times bigger than the thermal energy \( RT = 2.5 \text{ kJ/mol at 25°C} \).

<table>
<thead>
<tr>
<th>Corrected Frumkin isotherm</th>
<th>Langmuir isotherm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_c )</td>
<td>( E^{\text{AFM}}_{m} )</td>
</tr>
<tr>
<td>Softer lever</td>
<td>-6±2.5</td>
</tr>
<tr>
<td>Stiffer lever</td>
<td>-7.5±1</td>
</tr>
</tbody>
</table>

Table 3.3: All the values (except for \( K_{Rb^+} \)) are given in kJ/mol and have been calculated using the binding constant for \( H_2O^+ \) ions from Ref. [1] \( (K_{H_2O^+} = 126000±10000 \text{ L/mol}^{-1}) \). The \( K_{Rb^+} \) is expressed as \( \text{L/mol}^{-1} \). *From the AFM data it is only possible to deduce \( E^{\text{AFM}}_{e} + \Delta G_{Rb^+}^0 \) directly. The values presented have therefore been calculated using the \( \Delta G_{Rb^+}^0 \) value given in Ref. [1] \( (\Delta G_{Rb^+}^0 = -23.5±4.5 \text{ kJ/mol}) \).

The values of \( K_{H_2O^+} \) and \( K_{Rb^+} \) used in this calculation and obtained from Ref. [1] can be compared to the experimental values obtained by Pashley with SFA measurements in the case of two mica sheets brought together in different ionic solutions. Compared to this data, the binding constants are defined as the inverse of the one we used in our treatment. Moreover, Pashley is normally reporting the values of \( p(K_{H_2O^+}^{-1}) \) or \( p(K_{M^+}^{-1}) \) where \( M^+ \) is a general monovalent cation. Converting explicitly our data to the values used by Pashley we obtain a \( p(K_{H_2O^+}^{-1}) \) of 5.1 while he reported a value of 6.0 and a \( p(K_{Rb^+}^{-1}) \) of 4.1 while the reported ranges for different monovalent cations are from 3.0 to 3.5. Apparently we have an order of magnitude of difference between the values of \( K_{H_2O^+} \) and \( K_{Rb^+} \). Even taking into account the corrections for the cations concentrations at the surface (see Appendix) we cannot reconcile our data with the ones obtained by Pashley. In general we believe that this discrepancy is due to the higher degree...
of confinement that induce an increase of the ions adsorbed at the surface of mica. This phenomenon, also known as charge regulation, is present, in principle even in the case of the AFM but the importance in SFA experiments is undoubtedly stronger.

The mechanical perturbation energies $E_{m}^{AFM}$ were calculated using a value of $\alpha \approx 12$. This average value was obtained from the experimental measurements of $k$, $v$ and $Q$ for the two types of cantilever in solution (see Eq. 3.9). We then calculated $E_{m,soft}^{AFM}$ using Eq. 3.12 for each bulk RbCl concentration studied. The results are presented in the Fig. 3.13 ($E_{m,soft}^{AFM}$ is simply the same as $E_{m,soft}^{AFM}$ but multiplied by $\alpha$ and is hence not shown). The values obtained are statistically independent of the salt concentration, as expected. They are however less reliable at high ($> 90\%$) and low ($< 10\%$) where terms in the equations start to diverge. These terms would normally compensate each other in a perfect set of data. The $E_{m,soft}^{AFM}$ value given in Table 3.3 was obtained by averaging the results at each salt concentration (dashed line) in Fig. 3.13. These values are surprisingly small and only correspond to a fraction of the thermal energy for the softer cantilever.

We note that, as for the Rb$^+$-Rb$^+$ correlation energy, it is not necessary to know the unperturbed free adsorption energy $\Delta G_{Rb^+}$ of the ion to the mica in order to derive $E_{m}^{AFM}$.

![Diagram](image)

**Fig. 3.13**: Derivation of the mechanical $E_{m}^{AFM}$ (A) and electrostatic $E_{e}^{AFM}$ (B) perturbation energies for the soft cantilever at different RbCl salt concentrations. The values should be independent of the RbCl concentration and the average (dotted line) is therefore taken (Table 3.3). Since the convergence of the equations used to extract $E_{m}^{AFM}$ and $E_{e}^{AFM}$ is relatively poor away from the surface coverage transition ($\theta < 10\%$ and $\theta > 90\%$), the corresponding RbCl concentrations have not been taken into account in the averaging process. The $E_{m}^{AFM}$ and $E_{e}^{AFM}$ values for the stiffer lever are by definition 12 times larger.

The electrostatic perturbation energies $E_{e}^{AFM}$, presented in Fig. 3.13, were calculated from Eq. 3.12. In this case, it is necessary to know $\Delta G_{Rb^+}^0$, which appears explicitly in Eq. 3.12. We used the $\Delta G_{Rb^+}^0$ value derived from published RAXR experiments. As for the $E_{m}^{AFM}$ calculations $E_{e}^{AFM}$ was obtained separately for each salt concentration and averaged by putting more emphasis on the values corresponding to $0.1 < \theta_{Rb^+} < 0.9$. The resulting values (by definition identical for the softer and the harder cantilever) are given in Table 3.3. Despite the large uncertainty, the values
are clearly larger than the mechanical perturbation energies of the AFM tip and appear similar in magnitude to the correlation energies.

Perhaps the most interesting observation is the sign of the electrostatic perturbation energy, which indicates a repulsive interaction between tip and adsorbed ions. The opposite can be expected given the negative surface charge of the tip at the experimental pH. This suggests that it is not the actual tip dominating the imaging process, but rather the counterionic cloud around it.

Finally, for comparison, we calculated the Rb⁺ binding constant to mica using the uncorrected Langmuir isotherm (that is, imposing $E_e = E_m^{AFM} = E_e^{AFM} = 0$). The binding free energy $\Delta G_{Rb^+}^n$ obtained are given in Table 3.3. The values substantially differ from that derived with RAXR, but the effect of the scanning tip has not been taken into consideration here. This last consideration further supports the validity of the correction procedure described in this section. It should however be pointed out that Langmuir fit does not capture satisfactorily the AFM data (Fig. 3.12) even when introducing $E_m^{AFM}$ and $E_e^{AFM}$, and the introduction of a correlation energy provides a substantial improvement. Confinement effects may indeed render possible the AFM observations of correlations effect that would otherwise be difficult to capture; RAXR measurements did not detect any measurable correlation energy between Rb⁺ ions within experimental uncertainty. 

3.7.4 Experiments with gold-coated tips

The effects of electrostatic and mechanical perturbations induced by the AFM tip were precisely quantified from the isotherm data. It is possible to vary the mechanical perturbation by changing the cantilever stiffness. Alternatively, the electrostatic perturbation can be modified by using tips composed by different material like for example metal-coated tip. Imaging with a metal-coated tip (here gold) is however far from trivial, first because the coating tend to get rapidly contaminated in ambient conditions, and secondly because the tip radius is considerably larger than for a standard silicon nitride tip (typically >20 nm radius). We used gold-coated Olympus RC800-PB (Olympus RC800 PB, Olympus, Tokyo) tips to ensure comparability with previous results. The tips/cantilever are identical to those used for the isotherm, apart for the gold coating. As expected, high-resolution imaging proved to be considerably more difficult to achieve than with the standard silicon nitride tips. Nevertheless, images such as those presented in Fig. 3.14 could be obtained.

![Fig. 3.14: AFM imaging of mica in RbCl solution obtained with a gold-coated tip. Correlation effects are visible at 2mM. At 4mM, the Stern layer appears fully formed.](image)

The results confirm the build-up of an Rb⁺ layer on mica and provide a phase contrast consistent with our previous results obtained with silicon nitride tips. There is however one important difference: an almost complete Stayer layer can already be observed at 2mM. This is to be
expected due to the smaller electrostatic perturbation induced by the gold-coated tip; the tip has an overall negative surface charge, but this charge is less important than for the silicon nitride tips and is delocalized in the metal. As a result, AFM results obtained with the gold-coated tip are less perturbative and hence closer to the X-ray reflectivity results. Interestingly, the effect of Rb⁺-Rb⁺ correlations is still visible at 2mM where vacancies tend to form rows or small islands.
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Chapter 4

Hydration correlation effect at the Stern Layer investigated at the single ion level

In this chapter, I will show how high-resolution AFM can not only describe the ionic distribution of water-immersed surfaces, but also detect important phenomena at the Stern Layer, that are otherwise undetectable and not considered in the classical description of the electrical double layer. First, a summary of the standard Gouy-Chapman-Stern model that describes the electrical double layer will be presented (subsection 4.1.1). The assumptions necessary to obtain an analytical expression of the ionic charge distribution at the interface will be discussed and the limitations of this model will be presented with particular emphasis to phenomena that, although extremely relevant, cannot be described with the standard continuum model (subsection 4.1.2).

In the second section (section 4.2), I will show the first AFM observation of a new form of correlation energy that plays an important role in the Stern Layer lateral organization. The coverage analysis presented in Chapter 3 reveals an anomaly in the adsorption of some ionic species on the mica surface. By introducing an extra correlation energy term in the Langmuir adsorption model we could account for this unsuspected phenomenon. In section 4.2 I will present the MD-simulations showing that this correlation energy is dictated by the hydration landscape of the surface and of the ions. In the case of the highly hydrated negatively charged mica, I will show that some metal monovalent ions can spontaneously form ordered surface-structures. The structures are laterally stabilised only by water molecules with no need for specific interactions between the surface and the ions. We named this new form of correlation energy ‘hydration correlation energy’.

This correlation mechanism is controlled by the hydration landscape of both the surface and the adsorbed ions and is very general. In fact, I will show that it plays an important role even in other relevant surface phenomena such as OH- terminated self-assembled monolayer on gold and lipid bilayers (section 4.3).
4. 1 Gouy-Chapman-Stern model: theory and limitations

4.1.1 Gouy-Chapman-Stern (GCS) model

If a surface with charge-density $\sigma$ is in contact with a liquid (for example water) in which some ions are dissolved, the electrostatic potential will propagate into the liquid thus varying the mean ionic-density in the proximity. In particular, close to the surface, there will be an excess of oppositely charged ions (counterions) and a depletion of the same charged ones (co-ions). Given moderate surface potential and ionic strength, the GCS model can analytically describe the charge-density profile or the electrostatic potential in the vicinity of the surface.

In this model a dense monolayer of counterions, the so-called Stern or Helmholtz layer (hereafter called Stern layer) is considered as adsorbed onto the surface of the solid (see Fig. 4.1). Since the ions have a finite size and cannot approach the surface any closer than the ionic radius (hydrated or not, depending on the surface and the ions) we can define a plane of closest approach for the centers of the ions at a distance $x_2$ (see Fig. 4.1) called the Outer Helmholtz plane (OHP). As firstly suggested by Gouy and Chapman independently, at a distance $x > x_2$, there is a diffuse layer of ions that obeys the Poisson-Boltzmann (PB) equation. This equation links the electrostatic potential $\phi(x)$ in a liquid of dielectric constant $\varepsilon$ to the ionic density of charge $\rho(x)$, presenting, as expected from statistical mechanics, a Boltzmann distribution:

$$\frac{d^2 \phi(x)}{(dx)^2} = -\frac{1}{\varepsilon \varepsilon_0} \rho(x) = -\frac{e}{\varepsilon \varepsilon_0} \sum_i n_i^0 z_i e^{-\frac{z_i e \phi(x)}{k_B T}} (4.1)$$

In equation 4.1, $\varepsilon_0$ is the vacuum permittivity, $e$ is the electron charge, $z_i$ is the signed charge of the ionic species $i$ with a bulk concentration (away from the surface) $n_i^0$, $k_B$ is the Boltzmann constant and $T$ the absolute temperature.

For a symmetrical electrolyte (i.e. the absolute value of $z$ is equal for cations and anions) we can obtain the following equation imposing to Eq. 4.1 the electrostatic potential $\phi(x)$ and the derivative $\frac{d\phi(x)}{dx}$ to be 0 far from the surface $(x \to \infty)$:

$$\tan \left( \frac{z e \phi(x)}{4 k_B T} \right) = e^{-\kappa(x-x_2)} \quad \text{for} \quad x > x_2 \quad (4.2)$$

where $\phi(x_2)$ is the electrostatic potential at the OHP and $\kappa$, known as the inverse of the Debye Length, is defined as:

$$\kappa = \sqrt{\frac{2 n_i^0 z_i^2 e^2}{\varepsilon \varepsilon_0 k_B T}} \quad (4.3)$$

In the case of $\phi(x_2)$ sufficiently low, Eq. 4.2 can lead to an exponential decaying potential with a typical decaying length of $1/\kappa$.

$$\phi(x) = \phi(x_2) e^{-\kappa(x-x_2)} \quad \text{for} \quad x > x_2 \quad (4.4)$$

Eq. 4.4 is known as Debye-Hückel equation. Eq. 4.4 applies to symmetrical electrolyte solutions. Grahame has derived equations that apply to asymmetrical electrolytes and for low $\phi(x_2)$ they all reduce Eq. 4.4 but now the Debye Length $\kappa$ is more generally defined as:
where now \( z_i \) and \( n_i^0 \) are respectively the valence and the bulk concentration of the ionic species \( i \) in solution.

Before the OHP \((0 < x < x_2)\) the model assumes a null charge-density. This implies that the potential profile in the compact layer is linear and the total potential drop across the double layer is:

\[
\phi(0) = \phi(x_2) - \frac{d\phi(x)}{dx} \bigg|_{x=x_2} x_2 \tag{4.6}
\]

where \( \phi(0) \) is the surface potential (we set at the beginning \( \phi(\infty) \) to zero). The model is summarized in Fig. 4.1. Once the potential \( \phi(x) \) is obtained the density of charge \( \rho(x) \) can be extracted using the PB equation.

For a complete and detailed description of the model please refer to the book of Bard & Faulkner\(^1\) or to the book of Israelachvili\(^2\).

---

**Pressure between two charged surfaces**

The standard way to measure the effect of the electrostatic double layer is to measure the pressure between two charged surfaces. This conformation allows numerous situations that mainly depend on the charge of the surfaces and the relative distance \( D \).\(^3\) The PB equation is still valid but the specific situation will give different boundary conditions that can lead to different solutions for both ionic distribution and pressure.

In the standard case of symmetric surfaces (same charge, same sign) the first boundary condition follows from the symmetry requirement that the field must vanish at the midplane and the second boundary condition follows from the requirement of overall electroneutrality—that is, that the total charge of the counterions in the gap must be equal (and opposite) to the charge on the surfaces. If the distance \( D \) between the two surfaces is infinite the same ionic distribution of the GCS has to be obtained. The interaction pressure between two identically charged surfaces in an electrolyte solution can be derived quite simply as follows. At any point \( x \) in the gap between the two surfaces at distance \( D \) the pressure \( P_x(D) \) is given by:
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\[ P_x(D) = k_B T \left[ \sum_i \rho_i^m(D) - \sum_i \rho_i^m(\infty) \right] \]  

(4.7)

where \( \rho_i^m(D) \) is the ionic concentration of the ionic species \( i \) at the midplane \((x = D/2)\) when the two surfaces are at distance \( D \) and \( \rho_i^m(\infty) \) correspond to what was previously called \( n_i^0 \), the bulk concentration of the electrolyte species \( i \). The pressure acting on the electrolyte ions and on the surfaces across the gap is uniform (independent of position \( x \)). The above result shows that \( P \) is simply the excess osmotic pressure of the ions in the midplane (or equivalently at the surfaces). The problem then reduces to finding the midplane concentration of ions \( \rho_i^m(D) \) when \( D \) is finite. Here certain assumptions have to be made to obtain an analytic result. A proper treatment of the specific situations that involve some approximation on the type of ions and the potential \( \phi(m) \) intensity at the midplane can be found in Ref. [2]. Most of the analytical expressions are accurate only for surface separations bigger than at least one Debye length. At smaller separations the numerical solutions of the Poisson-Boltzmann equation has to be implemented to obtain the exact interaction potential for which there are no simple solutions that cover all possible situations.

Generally two limiting cases are considered: the constant charge and constant potential limit. These two limits correspond in setting as boundary condition a constant charge in \( x_2 \) or constant potential \( \phi(x_2) \). In both cases it is assumed that the surface charge density remains constant and that there is no ion binding. This is not true and often it is observed that the counterions bind at the surface as \( D \) decreases. This process is generally called charge regulation. The effect is that experimentally \( P \) falls below this limit, and the PB equation must now be solved self-consistently by including the dissociation constants of the adsorbing ions (see section 4.1.2). So long as the Poisson-Boltzmann equation remains valid, the double-layer forces between two symmetrical charge-regulating surfaces always lie between the constant surface charge and constant surface potential limits. When the PB equation breaks down or when other forces, such as ion-correlation forces (see section 4.1.2), are present, then the resulting interaction can be very different.

Even in the charge-regulating framework, it is assumed that while the two surfaces approach one another there is a continual exchange of ions with the bulk reservoir. In reality if the process is fast, thermodynamic equilibrium may not be reached at each distance \( D \). This out-of equilibrium situation is not only determined by the diffusion of ions into and out of the interaction zone but also by the ion-exchange processes at the interfaces that can be slow (minutes) and becomes the rate-limiting part of the overall interaction. Labuda et al. proposed these hysteretic ion dynamics as another plausible damping mechanism at the solid-liquid interfaces.

4.1.2 Gouy-Chapman-Stern (GCS) Model: limitations and examples of phenomena not accounted

The implicit assumptions used in the GCS model are the following:

1. The ions are considered as point charges that can be described as a continuum density of charge \( \rho(x) \). The only “size effect” of the ions is introduced with the concept of OHP.
2. The liquid is a continuous media represented in the entire model by the constant (in space) dielectric constant \( \varepsilon \).
3. The surface is a homogeneous charge distribution and in fact all the equations lead to the dependence of the potential or the charge density from the distance \( x \) from the surface.

Due to the assumptions listed above this model, still widely used, cannot account for a series of phenomena that arise mainly from the finite size of the constituents of the system (surface, solvent molecules and ions). These phenomena, even though happening at the nanoscale, can have significant effects like the charge inversion of the surface, as reported, for example, in the case of DNA molecules in the presence of multivalent ions. Hereafter, I first describe some of the effects that deviate significantly from the standard GCS description and some proposed modification of the theory that can account for these deviations.
The dielectric constant of the media is not constant

The first improvement to the GCS considers the variation of the dielectric constant at the solid-liquid interface. We have already seen in Chapter 1 that a surface alters both the hydrogen-bonding network and the mean orientation of the water molecules thus changing how the interfacial water reacts to an electric field in comparison to the bulk. The easiest way to take into account these solvent effects is generally to introduce a modified value of the dielectric constant depending on the distance from the surface (but decaying rapidly to the bulk values as the 1-2 hydration shells are overcome). The closer the distance from the surface, the lower the value of the dielectric constant of the interfacial water is. In reality, as pointed out by Gruen et al.\(^7\) the concept the dielectric constant is not applicable at the microscopic level: there is no general fixed local relation between applied external electric field and molecular which spatial variation is simply determined by overall minimization of the free energy. Once this is achieved, the spatial distribution of the dielectric constant can be inferred\(^7\). We will see, for example in the next sections, that not only the presence of the surface can locally modify the dielectric properties of the water molecules but even the density of the ions affects the dielectric constant of the medium. Moreover, this effect is specific to the ionic species and the interaction they have with the solvent molecules. If we want to maintain a continuum approximation, the PB equation should be modified by introducing, not only a spatially dependent dielectric constant but also an ionic density dependent dielectric constant.

Specific ion adsorption (IHP)

From the current state of theoretical and experimental studies, it is clear that ion-specific effects are due to the interplay between the ion–ion, ion–solvent, and ion–surface interactions, taking into consideration both electrostatic and non-electrostatic interactions. However, which physical and chemical properties of the solutes and solvent determine these specific interactions remain unclear.\(^8\)

A common example is the specific ion adsorption on surfaces that cause a variation of the apparent surface charge generally measured experimentally with electrophoretic and force measurements. This adsorption process, often referred to as ‘chemical’ interaction, occurs when some ionic species in solution interacts ‘specifically’ with the surface. The mechanism of interaction is unexplained, but simpler models are employed to contemplate the unexpected variation of the surface charge. In this case an extra inner layer of ‘special’ counterions are bound to the surface of the solid and act as potential or charge determining ions. This layer determines the inner Helmholtz plane (IHP) and was first proposed by Grahame in 1947\(^9\). After this first layer, the counterions follow the GCS model. The density of ions in the IHP can be described generally by some adsorption equations (we used for example the Langmuir isotherm in our work) that determine the effective charge of the surface and generally derive a binding constant of the ions at the surface. In this situation the Stern Layer should be composed of both specifically and non-specifically interacting ions defining the OHP (sometimes called hydrated ions) although this distinction is often not clear\(^10\).

This widely used model has, in my opinion, brought lot of confusion in the community and specifically on the location of the OHP with respect to the surface and the match between the concept of OHP and electro-kinetic measurements. Moreover, common improper use of the terminology often generates confusion.\(^11\) The problems usually derive from the need of matching discrete microscopic concepts (ion-size, solvent molecules, etc.) and a continuum description.

To identify which ions are specifically interacting with the surface, Lykema\(^11\) proposes to look at the point of zero charge \((p.z.c.)\), the pH at which the surface is uncharged. This quantity plays a role only for amphoteric surfaces, such as oxides. For non-specifically interacting electrolytes the \(p.z.c.\) is independent of electrolyte concentration, but for electrolytes containing ‘chemically’ adsorbing cations/anions, it shifts to higher/lower pH values. This ‘specificity’ has not yet been chemically or physically described along with the nature of the surface-bound species. According to Lykema\(^11\): “By ‘specific’ is understood: adsorption by non-coulombic forces, i.e. not accountable by PB theory. Such forces include the formation of a chemical bond, a hydrogen bridge, complex formation at the interface, hydrophobic bonding and other water structure-
mediated interactions.” Chemical aspects regarding the formation of a covalent or ionic bond
between the ionic species and the surface groups cannot be discussed in a general picture. The
water-mediated interactions, though, have been extensively explored and will be presented in the
next section.

Specific ion-water and water-surface interaction: the Hofmeister series.
In the classical GCS model the interaction-specificity between ion-ion, ion-water, ion-surface and
water-surface are not considered. Deriving a general analytical model that takes these interactions
into account is particularly challenging.
The first interest in ion-specific effects dates back to the end of the 19th century, when Franz
Hofmeister and co-workers measured the thermodynamic properties of protein precipitation in
various salt solutions. They tested numerous salt species and found that protein solubility can be
changed according to ionic content. This classification of cations and anions is known today as the Hofmeister series.8 Theoretical treatments offer a variety of perspectives regarding the origin
of the ion-specific effects.
The first commonly used explanation to this ionic-specific effect was first proposed by Gurney12 and then extensively used by Collins13 in a more biophysical contexts. Electrolytes dissolved in
water dissociate into ions that are hydrated. The large electric field around the (smaller) ions
causes the dipolar water molecules to rearrange themselves in the hydration shells around them
with structures differing from that in bulk water. The ionic field causes the water in the hydration
shell to have a larger mean density than pure water and a different average orientation. The idea
of Gurney was that different ions could affect the structure of the water network in different ways.
In particular they can induce an ordered (kosmotropic ions) or disordered (chaotropic ions) water
layer around them. The actual ‘order’ in terms of physical parameter is still under debate and in
particular a clear quantitative definition of the structure of water is not well accepted yet.14 The
average number of hydrogen bonds, water molecule rate of exchange, dipole orientation
correlation parameter and molar entropy of the water molecules in the hydration shell with respect
to bulk water (far from the ions) were considered and are important to define the local ‘structure’
of a liquid.15 Also, the distance-range in which ions exert any influence in aqueous solutions has
not yet been settled. First, hydration shells exist around most ions, even large monovalent ions,
and well-defined second hydration shells are commonly found around ions with higher charge.
Beside a general disagreement on the definition, the physical phenomenon itself, i.e. the specific
modification of the local properties of the water structures around ions, has been demonstrated
beyond any doubt.

Since the publication of Gurney’s book12, the concepts of ‘structure making’ and ‘structure
breaking’ ions and the effects they have on the water molecules, have been generally accepted and
applied to the explanation of a variety of phenomena exhibited by electrolyte solutions. Collins13
presented a simple and convincing explanation for the famous Hofmeister effect based on the
concept of chaotropes/kosmotropes ions, known as the ‘concept of matching water affinities’. To
explain the different types of interaction, Collins makes the assumption that two strongly hydrated
small ions of opposite charge experience a very strong reciprocal attraction. Consequently, they
can come together forming direct ion pairs and expelling the hydration spheres between them. In
the case of weakly hydrated ions, the situation is different, but the result is the same: the hydration
spheres are so loosely bound that the chaotropic ions can also form direct ion pairs expelling the
hydration water between them. The interaction between a kosmotrope and an oppositely charged
chaotropic ion is then straightforward: the attraction by the soft ion is not strong enough to free the
hard ion from the hydration shell. As a consequence, a chaotrope/kosmotrope ion pair should
always be separated by water and cannot form strong ion pairs. This concept is a particular
application of the more general rule ‘like seeks like’ that often can be applied in chemistry and
can be in principle extended to solid hydrated surfaces.15 This model, although quite simplistic,
provides a first indication of the different interactions experienced by ions with the same net
charge in water. Qualitatively it often provides an accurate explanation for the observed
experimental data, but it has to be applied with caution.
Recently, dispersion interactions depending on the polarizability of the ions have been proposed to provide the missing link between ionic profiles and ion-specific interactions. The static dielectric function of an electrolyte solution is generally found to be smaller than that of the pure solvent. This decrement of the dielectric constant has been attributed to various sources, which underlie the changes in the dielectric response of the solution. The most important ones are the ionic polarizability and the hydration shell. Each ion in an aqueous solution creates a cavity and displaces one or several water molecules in the process. Because the ions usually have smaller static and dynamic polarizabilities than water, they lower the dielectric response of the solution. The dielectric decrement in aqueous electrolytes is also connected to the structural modification of the water molecules’ network in the ionic vicinity, due to large electrostatic fields emanating from the dissolved ions. Phenomenological modifications of the standard PB theory have been proposed to take into account the effect of the counter-ion concentration on the local dielectric constant. For example, one approach is to introduce in Eq. 4.1 a dielectric constant that depends linearly on the ionic density through a salt specific phenomenological coefficient. In this way not only the variation of the dielectric constant is considered but even a degree of specificity is introduced.

Beyond the effect on the dielectric constant, ions are themselves polarizable, and therefore interact with water and interfaces through van der Waals (dispersion) forces, which are ion specific. In addition, ions are not point-like particles and also interact via steric interactions, which depend on the effective ionic radii. Parsons et al. believes that the key for ion-specific effects rely on the starting point for classical theories: namely the ansatz separating electrostatics from dispersion forces acting on ions is too drastic an approximation. They propose to modify the Boltzmann factor of Eq. 4.1 by introducing the total potential \( U(z) \) that contains both the dispersion and the electrostatic contributions. The model, even if more accurate, relies on values of non-electrostatic dispersion potential extracted from simulations (generally \( \text{ab initio} \) quantum chemistry), which is complex to implement. Interestingly Parson et al. attributes the secondary hydration force (see Chapter 1) between two surfaces to the ionic dispersion forces. They state that once these contributions are included, a longer range, ‘secondary hydration force’ appears.

**The singular effect of ion correlation and condensation**

Charge reversal is the classical manifestation of what is normally attributed to correlation effects of ions. However, even specific ion adsorption can explain this phenomenon. The terms “overcharging”, “charge reversal”, and “charge inversion” are often synonymous and refer to situations in which an electric double layer, if studied electrokinetically, or if inferred from interaction studies, appears to contain more countercharge than needed to compensate the surface charge.

There are several physical possibilities for this process to manifest itself. One possible explanation is specific ionic effects, as mentioned in the previous sections, where ions bound to the surface can induce a variation of the effective surface charge. The second possible explanation is ion correlation/ion condensation at the surface of the solid. In principle the two can coexist but they have to be considered carefully, particularly in case of charge regulation. Naji et al. offers an explanation of the possible correlation-condensation effects which depends on the coupling strength of the system: low coupling strengths in a high-temperature regime and high coupling strengths in the low-temperature regime. In general, to determine the regime of the system it is important to consider the typical interaction lengths of the coulombic forces between the different components of the systems when compared to the thermal energy.

The Coulombic interaction energy \( V(r) \) between counterions defines the well-known Bjerrum length \( l_B \) that measures the distance at which two elementary charges interact with thermal energy \( k_B T \):

\[
\frac{V(l_B)}{k_B T} = 1 = \frac{q^2 e^2}{l_B 4 \pi \varepsilon \varepsilon_0 k_B T} \quad \Rightarrow \quad l_B = \frac{q^2 e^2}{4 \pi \varepsilon \varepsilon_0 k_B T} \quad (4.8)
\]
where \( q \) is the valency of the counterions, \( e \) the elementary charge, \( r \) the distance between the counteions, \( \varepsilon_0 \) the vacuum permittivity and \( \varepsilon \) the dielectric constant of the medium.

The Coulombic interaction energy between the charged surface and the counterions in solution defines the famous Gouy–Chapman length \( \mu \), which measures the distance at which the thermal energy equals the counterion–wall interaction energy \( U(z) \):

\[
\frac{U(\mu)}{k_B T} = 1 = \frac{\mu q}{2\varepsilon_0 k_B T} \rightarrow \mu = \frac{2\varepsilon \varepsilon_0 k_B T}{q e^2 \sigma_S} = \frac{q}{2\pi \ell_B \sigma_S}
\] (4.9)

The dimensionless ratio \( \Xi \) between these two quantities \( \ell_B \) and \( \mu \) is relevant and describes the physical regimes of the system:

\[
\Xi = \frac{\ell_B}{\mu} = 2\pi q \sigma_S \ell_B \propto q^3
\] (4.10)

\( \Xi \) is known as the electrostatic coupling parameter. For a small coupling parameter \( \Xi \ll 1 \) (weak coupling or WC regime), the counterion–wall system has a relatively large Gouy–Chapman length (or small Bjerrum length), which indicates a loosely bound counterion cloud at the charged wall. For a large coupling parameter \( \Xi \gg 1 \) (strong coupling or SC regime), the Gouy–Chapman length is relatively small (or the Bjerrum length is large) indicating that counterions are strongly attracted toward the charged wall.²⁰,²¹

Further insight into the structure of the counterionic layer may be obtained by considering the typical distance between counterions at the surface. The mean lateral area per counterion is determined by the surface charge density \( \sigma_S \) and defines a length scale \( a_\perp \) associated to the local electroneutrality condition:

\[
\pi a_\perp^2 = \frac{q}{\sigma_S}
\] (4.11)

This distance can be expressed in terms of \( \Xi \):

\[
a_\perp = \frac{\mu}{\sqrt{2\Xi}}
\] (4.12)

For small coupling strength, it is possible to employ the mean-field approximation to describe the counterionic layer since each counterion interacts with a diffuse cloud of similar ions. The mean-field PB theory is obtained in the exact limit of \( \Xi \to 0 \). This regime is adequate for low valency counterions and/or weakly charged surfaces and represents the physical situation in which the width of the counterion layer close to the oppositely charged surface is much larger than the separation between two neighboring counterions in the layer (see Eq. 4.10). Thus the counterion layer behaves essentially as a three-dimensional gas and a collective mean-field approach of the PB type is justified.²⁰,²¹

On the other hand, the SC regime is appropriate for high valency counterions and/or highly charged surfaces (see Eq. 4.10). In this situation the PB equation is no longer valid, the lateral distance between ions is larger than the separation they have from the wall (see Eq. 4.12) and thus the layer is essentially flat and two-dimensional. The counterions are highly localized laterally and form a strongly correlated quasi-two-dimensional layer right next to an oppositely charged surface. The structure of such layer is dominated by mutual repulsions between counterions, which freeze-out lateral degrees of freedom. Hence counterions become laterally correlated and surrounded by a large correlation hole of size \( a_\perp \) from which neighboring counterions are statistically depleted. Strong coupling parameters decrease the effect of the wall over the mutual ion-ion interaction.

As pointed out by Kjellander et al.²² for moderately low ion concentrations and fairly small ionic radii, but still a non null value of \( \Xi \), the ion-ion correlation can be described as a local reduction in the average ion density around each ion due to the electrostatic repulsion between them.
Consequently, compared to the PB theory prediction, more ions are allowed closer to the walls, because the region between each ion and the closest wall is, on average, depleted of other ions. Ionic gathering close to the walls leads to a concentration decrease in the diffuse layer. If the pressure between two approaching surfaces is measured, the ion depletion at the midplane causes a less repulsive contribution to the interaction force (supposing two identical surfaces).\textsuperscript{22} This effect can be described in terms of ‘ion condensation’ in the electrical double layer and can be treated by a model in which the surface charge is considered as an ‘effective surface charge’, smaller than the actual charge on the electrode because of the condensed ionic counter charge. Often the confusion between the correlation effect and specific ion adsorption resides on the variation of effective surface charge, which without proper investigation can be interpreted as both correlation effect and specific ion adsorption.

In conclusion, this section showed that different theoretical approaches have been developed to explain the interactions between surfaces, ions and water molecules. However, this field lacks direct experimental data to understand the processes and ion dynamics at the Stern Layer where all the continuous assumptions are no longer valid.

4.2 The example of Mica: the new concept of hydration correlation

As seen in the previous chapter we used the surface of mica to explore the effect of ions in the AFM imaging process. We found a good match between what appeared as protrusions on the mica surface in the AFM images and the actual ionic coverage obtained with X-ray reflectivity\textsuperscript{23}. This indicated a direct correlation between a protruding feature and a single ion on the surface of mica. Hereafter the single protrusions in the AFM images will be referred to as ions. By varying the bulk ionic concentration of RbCl we were able to obtain a trend in terms of coverage vs. bulk concentration that could be fitted with the Frumkin model (see section 3.6). Interestingly, we had to add an attractive correlation between the ions on the mica surface to describe our experimental data. In this section I analyze first the effect of this correlation energy in terms of distribution of the ions on the mica surface. Then I present the MD-simulations performed by Peter Spijker that provided us an explanation of the mechanism of ion-ion correlation. I will conclude with the effect of other monovalent cations on the mica surface.

4.2.1 Statistical analysis of the ionic distribution at the mica surface

In order to directly and objectively assess the presence of ion-ion attractive correlations in the AFM images, as found in the previous chapter with the Frumkin model, we conducted a systematic, automatized analysis of the images that establishes the number of nearest neighbours ($n_{nn}$) for each adsorbed ion. In the presence of attractive correlations (as modelled in the Frumkin isotherm) between adsorbed ions, we expect to observe an increased value of $n_{nn}$ when compared with an identical situation without correlations (random ions adsorption at a same ionic coverage). We therefore compare the nearest neighbours’ distribution functions $n_{nn}^{AFM}$ derived from AFM images with that derived from computer-generated images of random ion distributions $n_{nn}^{random}$ on an identical lattice and with the same density coverage. An example of the analysis procedure is presented in Fig. 4.2.

Based on a Fast Fourier Transform (FFT) of the raw AFM phase image (Fig. 4.2A), the underlying mica lattice is identified (Fig. 4.2B). This is achieved by filtering the 2D FFT of the image to retain only the maxima corresponding to the two lowest frequencies. The filtered spectrum is then back transformed (inverse FFT) into real space yielding the reference lattice. This approach, although reliable, does not take into account local distortions of the image (e.g. due to irregular drift) and the resulting lattice is perfect by construction. To mitigate any discrepancy between the lattice in the raw image and that of the reference lattice, the latter is automatically aligned (in real space) with the raw image to best match adsorbed ions with reference lattice points. Ions are then identified in the raw image using a thresholding approach, and subsequently associated to the nearest reference lattice point, if they are within a distance of
0.6d where d is the smallest lattice parameter. Protrusions located further than 0.6d from any reference lattice point are discarded. The thresholding relies on the clear signature of the adsorbed ions in the phase images where they can be associated with a local minimum. The threshold value is typically set between 3 to 4 standard deviations of the average phase value, depending on the ionic density on the surface. This threshold is rather conservative and at times excludes ions, but it ensures no false positive for artificial features or noise. The results of this automated procedure applied to Fig. 4.2A are visible in Fig. 4.2C showing all coordinates of the ions in the reference lattice. A direct comparison between the raw data and the identified ions can be seen in Fig. 4.2D, showing the high reliability of the program except for some minor deviations near the edges of the figures due to local drift in the raw image. Significantly, these distortions should not affect the results of the analysis.

![Figure 4.2](image.png)

**Fig. 4.2:** Example of statistical analysis of an AFM image. In the raw phase image (A), the ions appear as dark spots aligned on a lattice. A reference lattice (B) can be constructed from the FFT of the raw image and used to identify the ions by thresholding (C). A superimposition (D) of the raw image with the identified ions (in red) confirms the attribution. The image size is 15 nm in both directions. The ions have been enlarged in (C) and (D) for better visibility.

Once the position of each ion on the reference lattice is known, a simple routine counts the number of nearest neighbours (excluding cells at the edges) and creates a $n_{nn}^{AFM}$ statistical distribution function (Fig. 4.3A). The same analysis can be applied to a randomly generated ion distribution based on the same reference lattice and at identical surface coverage (Fig. 4.3B). Averaging $n_{nn}^{random}$ over 50 of such ‘random ionic distribution’ images creates a robust reference to be compared with $n_{nn}^{AFM}$ (Fig. 4.3A).

The results show that adsorbed ions in the AFM image tend to have more nearest neighbours than ions adsorbed randomly on an identical lattice. This induces a shift of the $n_{nn}^{AFM}$ distribution towards a larger number of neighbours (see in Fig. 4.3A).

The same trend was observed to a different extent in more than 20 analysed AFM images, and over all the ionic concentrations (2mM, 3mM and 4mM) where the Stern layer is only partially full. More examples are presented in Fig. 4.4.

In order to establish the statistical significance of the trend presented above, an analysis of variance (ANOVA) was conducted on the difference between $n_{nn}^{random}$ and $n_{nn}^{AFM}$ for each of the selected AFM images. For a given image, $n_{nn}^{AFM}$ was subtracted from $n_{nn}^{random}$ for each of the randomly generated structures. Under the null hypothesis ($n_{nn}^{random}$ and $n_{nn}^{AFM}$ are equivalent), the resulting residual series for each number of nearest neighbours (0 to 6) should be statistically identical. A one-way ANOVA analysis was hence conducted on the residuals series and
consistently found a statistically significant difference between the series (F/F_{crit} > 10) for a 99% confidence level (p < 0.01). With this analysis we concluded that the Rb+ ions at the surface of mica experimentally have an attractive correlation energy that systematically translated to a higher number of nearest neighboring ions.

Fig. 4.3: (A) Nearest neighbour statistical distribution probability calculated for the AFM image presented in Fig. 4.2A. The random distribution probability was calculated from 50 images such as presented in (B), based on the same lattice as the AFM image, and assuming the observed 41.7% sites occupancy. The error bars in the $n_{nn}$ random distribution in (A) represents two standard deviations.

Fig. 4.4: Statistical analysis of the ion distribution in AFM images. (A) Analysis of the image obtained in 2mM RbCl bulk ionic concentration. (B). Example of analysis at 4mM. The image, acquired with a different tip than (A), shows a slightly different contrast but remains consistent with the results. Both images are phase images with XY size of 15 nm.
4.2.2 MD-simulations and the concept of hydration correlation energy

This correlation can have two possible origins, either direct electrostatic interactions between adsorbed ions or hydration effects. Electrostatic correlations are known to play an important role in systems with high charge density\textsuperscript{24,25} such as multivalent ions on DNA\textsuperscript{6}, but here they are unlikely to play a significant role due to the low charge density of the ions involved. We propose instead that the correlation is induced by a better coordination of the water molecules in the global hydration structure of neighbouring ions, compared to the hydration shell of single adsorbed ions. Under this hypothesis, although electrostatic interactions occur between solvent molecules, ions and the surface, the correlation is effectively controlled by the structural organisation of water molecules at the interface.

To test this hypothesis, we conducted molecular dynamics (MD) simulations to obtain a full molecular-level picture of the Rb\textsuperscript{+} ions dynamics at the surface of mica in water. A 'free' interface (that is without the presence of an AFM probe) was used in the simulations in order to assess whether the AFM observations reflect the 'unperturbed' interface. Due to limited computational power, current simulations cannot directly replicate AFM experiments in terms of duration or system size. We therefore decided to compare the intrinsic stability of different geometrical configurations for adsorbed ions at the surface of mica in water. Three starting configurations were studied, progressively increasing the average number of direct neighbours between ions: (i) with the cations randomly distributed at the surface of mica (Fig. 4.7A), (ii) with the cations forming a single row on mica (Fig. 4.7B), and (iii) with the cations grouped in a single hexagonal domain on the surface (Fig. 4.7C). Additionally, since hydration forces are expected to play an important role in the correlation effects, we also conducted the simulations with K\textsuperscript{+} ions and Na\textsuperscript{+} ions. The K\textsuperscript{+} ions are generally seen as chaotropic\textsuperscript{14} similarly to Rb\textsuperscript{+} ions, but are naturally present in mica. In contrast, Na\textsuperscript{+} ions are kosmotropic and exhibit a smaller primary solvation shell with higher hydration energy than K\textsuperscript{+} and Rb\textsuperscript{+}.

The density profiles of Na\textsuperscript{+}, K\textsuperscript{+}, and Rb\textsuperscript{+} obtained from MD-simulations in the direction perpendicular to the muscovite surface (z-direction) are given in Fig. 4.5. The positions of the ions along the same perpendicular axis are much harder to resolve in experiments, particularly for the smaller Na\textsuperscript{+}-ion. The few comparisons with X-ray data\textsuperscript{23,26-31} that are possible show good agreement for K\textsuperscript{+} and Rb\textsuperscript{+}, but less for Na\textsuperscript{+}. The latter could be explained by the difficulty in X-ray experiments to distinguish between water and Na\textsuperscript{+}-ions, as they both have the same number of electrons. Nonetheless, qualitative agreement with the available experimental data and simulations on the ion densities\textsuperscript{23,26-31} strengthens the confidence in our simulations model.

![Fig. 4.5: Density profiles perpendicular to the surface. The density of the outer muscovite structure is depicted in green, the water density (oxygen) in blue and the respective ions in red. Distances from the surface are measured from the outermost muscovite layer containing the Si-atoms.](image-url)

In Fig. 4.5, the black vertical dotted lines separate the first three hydration layers. On average these three hydration layers have the following thickness: 2.78±0.02 Å (first), 1.39±0.03 Å (second), and 2.39±0.06 Å (third). The most structured part of the water extends 6.56±0.07 Å into the solvent.
The density profiles of the hydration layers show the effect of ions being adsorbed on the surface (in any arrangement) extending into the first and second layer, but only very marginally into the third hydration layer. This effect can be clearly seen when plotting the density of the water molecules (to be precise: the oxygen atoms of water) in each hydration layer as a 2D map above the mica surface (Fig. 4.6). The water molecules counted in each layer are delimited by the dotted lines in Fig. 4.5. Additionally, a row of K⁺ has been placed on the surface of mica to illustrate the effect of adsorbed K⁺ ions on the different hydration layers. The ions can be easily seen in the first hydration layer (bright dots around y = 27Å). The effect they have on the second layer is a local decrease of oxygen atoms density directly above the occupied position at the surface (empty row around y = 27Å). Almost no effect can be seen in the third layer. Similar observations are made for the hexagonal arrangement of K⁺. For the random deposition of atoms the effect is much less pronounced, indicating that grouping of ions has a stronger effect on the hydration structure of water near the mica interface.

For all simulations involving Na⁺ ions the density maps show a less clear pattern. This is probably due to the weaker binding between Na⁺ and the mica surface in the presence of water. The Na⁺ ions tend to diffuse easily into the “bulk” water if compared to the K⁺ and Rb⁺ counterparts. The Na⁺ ions are also found closer to the mica surface (i.e., deeper in the hexagonal pockets of the muscovite surface) due to the smaller hydration shell (see Fig. 4.9).

At the level of the second hydration layer the difference between Na⁺ and the other two ions, K⁺ and Rb⁺, is even more striking. The last two ions are rarely present in this hydration layer while the actual peak corresponding to the second hydration state of the Na⁺ ions (see peak at around 3Å in Fig. 4.5) has a consistent part of the right tail into the second hydration layer region.

Fig. 4.6: Density profiles for each of the three hydration layers for the system with K⁺ ions arranged in a row. Yellow colours indicate a high density, whereas cyan means low. These profiles are constructed by counting the ions and oxygen atoms of the water molecules in bins sized 0.25×0.25Å over the entire length of the simulations trajectory and in the current hydration layer. The black dotted lines indicate the size of the mica unit cell (to allow for visual inspection of periodicity) and the white dotted hexagons are the structure formed by the Si- and Al-atoms in the outer layer of the muscovite mica.

**Calculation of the different energy contributions**

The simulations comprise of ion-ion and ion-mica electrostatic interactions as well as hydration interactions between water molecules, ions and the mica. An ion located within 4 Å of the mica’s hydroxyl oxygen is considered adsorbed. The time-averaged interaction energies of the simulations runs are presented in Fig. 4.7D for each ion type in the three different starting configurations, always with a similar number of ions.
Fig. 4.7: Data from the molecular dynamics simulations of mica in aqueous solution. Three different starting configurations have been tested: with the cations randomly adsorbed (A), forming a row on mica (B) or a hexagon (C).

The average hydration (open square), electrostatic (open triangles) and total (open circles) free energy of the adsorbed ions is given for each type of ion at each starting configuration (D). This is a “potential” energy per ion. These energies can be arbitrary shifted and what actually matters is the true free energy difference between the states in solution and at the surface (not computed here). The numbers on the y-axis are actually mostly meaningless, while their relative positions and trends are the actual real data. The data in (D) is extracted from the evolution of the hydration energy per adsorbed ion throughout the simulations. The error bars in (D) are two standard deviations. In (E) a schematic depiction of the water surrounding adsorbed K⁺. A clear difference is visible between isolated ions or ions forming geometrical patterns where the location of shared water molecules is well defined. From MD-simulations, the density of oxygen atoms of the water molecules is also shown. In the case of single ion the value of the oxygen density is the radial average around the K⁺ ion. In the case of row of K⁺ the average oxygen density is obtained by considering a rectangle of 0.5 nm width aligned with the row of the ions and centred on them.

The grouping of ions in particular geometrical structures (in this case rows or hexagons) improves the overall stability. To obtain a more quantitative argument for this observation we computed the potential energies between several selected groups of atoms, based on the trajectory obtained from the MD-simulations. We selected the interactions between surface ions (less then 4 Å from the hydroxyl oxygen in the mica surface), between ions and the mica, and between ions and the water atoms. Only the non-bonded interactions are taken into account as there are no bonded interactions between the selected groups, and they comprise the Lennard-Jones and Coulomb interactions. The potential energies between each of the aforementioned groups are computed based on the non-bonded interactions as dictated by Lennard-Jones and Coulomb potentials. The total potential energy acting between two atoms $i$ and $j$ is given as:

$$V_{ij}(r_{ij}) = V^{LJ}_{ij}(r_{ij}) + V^{Coul}_{ij}(r_{ij})$$

$$= 4\varepsilon_{ij} \left[ \frac{(\sigma_{ij})^{12}}{r_{ij}} - \frac{(\sigma_{ij})^{6}}{r_{ij}} \right] + \frac{q_i q_j}{4\pi\varepsilon_0 \varepsilon_r r_{ij}}$$

(4.13)

where $r_{ij}$ is the distance between the two atoms. The Lennard-Jones parameters $\varepsilon_{ij}$ and $\sigma_{ij}$ are the interaction energy and collision diameter respectively, and the Coulomb charges $q_i$ and $q_j$ are dependent on the specific atom types. Both $\varepsilon_0$ and $\varepsilon_r$ are (dielectric) constants. For each surface ion the potential energy is computed with all the surrounding atoms (either in the mica, the water or the neighboring ions) by simply summing all the individual contributions. Long-range electrostatic effects are also taken into account (via particle mesh Ewald summation). We verified that this method gives exactly the same potential energy as the simulations output when not only selected atoms are taken into account, but all atoms in the system.
The computation of the potential energy as described above is repeated for every saved snapshot of the simulations trajectory (typically around 2000 for a 1 ns simulations run), which results in an evolution of the potential energy for each group with respect to time. A better approach would have been to compute the free energy difference between ions present on the surface or not, but we believe most of the effects can already be observed from the potential energy differences, computed as explained above. To verify this claim we conducted a separate set of simulations where we compute the free energy difference between a single ion on the surface or none (results not shown). When comparing this to the potential energy change, similar behavior was found, thus agreeing with our initial ideas.

A direct comparison between the simulations runs show that the overall free energy per ion is always higher when adsorbed in random configuration (Fig. 4.7D). The energy dependence of the ion configuration is largely dominated by the hydration energy. The latter is about an order of magnitude larger than the ion-ion electrostatic potential, and always largest for the random configuration regardless of the type of ions considered. In the case of K\textsuperscript{+} and Rb\textsuperscript{+}, the hydration energy (and the total free energy) per ions decreases with the number of immediate neighbours. This trend is however not as clear for the Na\textsuperscript{+} ions, mainly due to the particularly high mobility of Na\textsuperscript{+} and the presence of multiple solvation states leading to a rapid dissolution of the initial geometrical arrangements. This is not the case for K\textsuperscript{+} and Rb\textsuperscript{+} ions, which exist mainly in a single hydration state and tend to remain at the usual ion binding sites when adsorbed. They also exhibit little mobility throughout the simulations, hence allowing for a more direct interpretation of the influence of the adsorption configuration on the respective free energy.

The evolution of this hydration energy is shown for all nine possible configurations (different ions and arrangements) in Fig. 4.8A. The total number of surface ions at any given time in the simulations is shown in Fig. 4.8B, indicating that Na\textsuperscript{+} ions (dashed lines) tend to be substantially more mobile than K\textsuperscript{+} (dotted line) or Rb\textsuperscript{+} ions (full line).

![Fig. 4.8: In (A) the hydration energy per adsorbed ion throughout the final 250 ps of the simulations are shown. In (B) the evolution of the total number of adsorbed ions throughout the different simulations is shown. In each case, the simulations started with all ions adsorbed (8 ions for the “row” and “random” configurations and 7 ions for the “hexagonal” configuration). The number of Rb\textsuperscript{+} and K\textsuperscript{+} ions tend to remain constant throughout the simulations, indicating a relatively low diffusivity on the timescale investigated. Due to small spatial fluctuations of the ions around the binding sites, the total count of ions at the interface (i.e. within 4 Å from the hydroxyl oxygen in the mica surface) is always slightly lower than the number of ions in the initial configuration. The curves in both panels are a smoothed representation of the actual data (semi-transparent in the background).](image)

The fact that the interaction energy between surface ions is hardly affected by the arrangement they have on the surfaces indicates again that the driving force has to come from the water, specifically from the hydration energy.

The simulations confirm that K\textsuperscript{+} and Rb\textsuperscript{+} ions on the surface are more stable when they sit in geometrical arrangements like rows or hexagons. Although not all possible arrangements have been tested, the two extreme cases have been computed (with less and most neighbours) and we believe that our results, combined with simulations of random deposition of ions on the surface show that any ordered arrangement might be favoured over a random one.

One-way ANOVA analysis of the results demonstrated that the differences in total free energy between geometrical configurations are statistically meaningful for K\textsuperscript{+} and Rb\textsuperscript{+} (p < 0.01).
Simulations also show that correlating ions have 10-15% less neighbouring water molecules over the entire length of the simulations compared to randomly adsorbed ions. This shows indirectly that the system favours an ordered ionic arrangement, further supporting hydration as the mechanism driving the local structuring of ions. In Fig. 4.7E a simulations snapshot illustrating a possible mechanism is presented. Ions neighbouring each other can share coordinated water molecules and improve the hydration structure compared to a randomly adsorbed ion. It is however important to keep in mind that the MD-simulations discussed here only cover a small amount of real time in terms of AFM experiments (approximately 1 ns) and both K+ and Rb+ ions showed virtually no diffusion throughout the simulations. Furthermore, the AFM tip was not taken into account in the simulations and consequently the tip-effect cannot be directly assessed. Nonetheless, the good agreement between experimental and simulations trends gives us confidence in our interpretation of the results.

4.2.3 Different monovalent ions

In order to verify experimentally the MD-predictions for K+ and Na+ ions, we obtained AFM images of the surface of mica in KCl and NaCl solutions (Fig. 4.9A-C). As for RbCl, we imaged the mica surface in ultrapure water and progressively increased the concentration of the desired type of ion. In order to ensure consistency of the results, we performed all the experiments for a given type of ion on the same day and using the same tip. At least two concentrations were studied for each type of salt.

The AFM images presented in Fig. 4.10 show the mica surface at 0mM, 1mM and 5mM KCl concentration. At 1mM the surface appears already half covered while full coverage is reached at 5mM. As for Rb+, most of the imaged K+ ions are likely to be in the inner sphere hydration coordination, which is naturally prevalent for both ions at the interface with mica, hence allowing the high-resolution imaging. The images are however marginally noisier for K+ than for Rb+, probably reflecting K+ ions’ higher (albeit small) fraction of ions in the outer sphere configuration which starts to affect imaging (see section 4.2.2). Given the millisecond timescale of AFM
measurement, the tip encounters a time average of the two solvation coordinations which may destabilize imaging. This effect is much more pronounced for Na⁺ ions where the fractions of ions in each of the two main coordinations are comparable (see section 4.2.2). In such case, a clear interpretation of the AFM images become difficult since the water structure at the surface becomes irregular. The imaging also tends to become noisier (Fig. 4.9B).

The results are fully consistent with the simulations: the K⁺ ions appear similar to Rb⁺ ions, forming domains and rows on the surface and allowing imaging conditions almost as stable as in RbCl. In contrast, Na⁺ ions appear poorly defined and show no clear structural organisation on the surface. Furthermore the high cations mobility on the surface and the presence of multiple hydration states prevented stable AFM imaging.

Interestingly, the phase shift observed for images of K⁺ and Na⁺ is different despite using the same cantilever/tip and identical imaging conditions. This difference reflects that of the two ions’ hydration shells, suggesting that AFM can differentiate between adsorbed ions through the specific modification of the interfacial hydration structure (see Chapter 3). Differences between ions are likely to be enhanced in AFM measurements due to the momentary confinement of the interface by the AFM tip pushing water around the ions’ solvation shell. Previous studies have shown that the hydration structure of a particular ion often dominates on the interfacial behaviour under confinement\(^2\). In AFM measurements, although confinement effects are limited by the small surface of the tip effectively imaging and the slow confining speed (<50 μm/s), they may nonetheless enhance the observations of ion-ion correlations that would otherwise be difficult to capture. Indeed, previous RAXR measurements were unable to detect correlations between Rb⁺ ions within experimental uncertainty\(^2\). Present MD-simulations of the ‘free’ (that is unconfined) interface show that correlation effects constitute an intrinsic property of the system, which we believe is, at best, enhanced by the AFM measurements (see sections 3.5 and 3.6).

**Fig. 4.10:** AFM images of the surface of the mica in three different ionic concentration of KCl (0mM (A), 1mM (B) and 5mM (C) from left to right). The top images show topography and bottom images phase. The colour scales used are identical in each condition. The estimated ionic surface coverage at 1mM KCl is around 40%, while in the case of 5mM it is almost 100%.
4.2.4 General discussions on the system

Muscovite mica with the formula unit $\text{KAl}_2\text{Si}_3\text{Al}\text{O}_{10}\text{(OH)}_2$ can be easily cleaved to expose the [001] face. By the cleaving process a surface with hexagonal symmetry and lattice parameters of 5.2 Å and 9.0 Å is exposed (see Fig. 4.11)\textsuperscript{33,34}. Some residual $\text{K}^+$ ions are normally present on freshly cleaved surface and because of the hydrophilic properties, if the cleavage is performed in air, a layer of water is immediately formed on the surface. When immersed in water the hydroxyl groups of the basal plane are normally considered not reactive, and the surface is free from any pH-dependent charge (at list in the range of pH normally explored)\textsuperscript{35}. The only reaction that can take place is the substitution of the residual $\text{K}^+$ ions with $\text{H}_3\text{O}^+$ or the added ions (in our case $\text{Na}^+$ and $\text{Rb}^+$)\textsuperscript{36}. This is the reason why normally the surface, without taking into account the adsorbed ions (we consider hydronium as an adsorbed ion), is permanently negatively charged with a charge density of $\sim 1\text{e}^-$ per unit cell area. The adsorbed monovalent ions are normally found in the ditrigonal cavity of the distal layer as preferential inner-sphere complexes, in agreement with our AFM data and the MD-simulations\textsuperscript{23,26-31}. Meleshyn, using Monte Carlo Simulations, in three different papers\textsuperscript{34,37,38} found that, in the case of strongly hydrated cations ($\text{Ca}^{2+}$, $\text{Mg}^{2+}$, $\text{Sr}^{2+}$, $\text{Ba}^{2+}$), the preferred adsorption site as an inner-sphere complex is on the oxygen triad. Loh et al.\textsuperscript{39} conducted a FM-AFM study. They suggested that the oxygen triad is the preferential adsorption cites even for $\text{Li}^+$ and $\text{Na}^+$ ions. From our AFM measurements we cannot address the issue of the actual binding site of $\text{Na}^+$ ions due to the lack of single ion resolution (see Fig. 4.9) but our MD-simulations indicate clearly that the preferential adsorption of $\text{Na}^+$ is in the ditrigonal cavity as for $\text{Rb}^+$ and $\text{K}^+$. Beside the inner-sphere complexes, monovalent ions can adopt an outer-sphere adsorption, depending on the ionic hydration energy. Lee et al.\textsuperscript{26,27} found a relationship between the hydration enthalpy and the ratio between inner and outer sphere complexes on mica. This model seems to match with our MD-simulations were the $\text{Na}^+$ ions, with higher hydration energy\textsuperscript{14,40,41} are found to be more mobile and with two hydration states. Recently, Lee et al.\textsuperscript{42} with X-ray reflectivity measurement found out that both $\text{K}^+$ and $\text{Rb}^+$ ions can adsorb as outer-sphere complex even if in a minor extent compared to $\text{Na}^+$. That we do not observe this in our MD-simulations, probably due to the limited computational time, different ranges of concentration and model sensitivity.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image}
\caption{The tetrahedral sheets in the exposed mica surface contain a ration of 3:1 of Si and Al atoms. A priori it is not known where the Al and Si atoms are located. On the left hand side blue-gray circles graphically represent this 3:1 ratio. In the MD-simulations the Al and Si atoms are placed as shown on the right hand side. This leads to two possible hexagonal ring structures with two (A) or one (B) Al atoms.}
\end{figure}

The permanent negative charge of the mica surface is normally attributed to the substitution of one or two silicon atoms in the tetrahedral sheet with aluminum atoms. This substitution enables the creation of two kinds of hexagonal rings $\text{Si}_4\text{Al}_2$ and $\text{Si}_5\text{Al}$ on the mica surface\textsuperscript{34} as shown on the right hand side in Fig. 4.11 (where $\text{Si}_4\text{Al}_2$ is labeled (A) and $\text{Si}_5\text{Al}$ (B)). To be sure that all the possible inner-sphere complexes are equivalent as implicitly assumed in the Frumkin isotherm.
model used in the previous chapter, we performed some MD-Simulations were we calculate the energy of single or a couple of ions (both K⁺ and Rb⁺) placed in the possible different inner-sphere complexation sites (labelled (A) or (B) in Fig. 4.11). An additional adsorption site was tested: no charge difference between Si and Al atoms in the hexagonal ring is present. We achieve this by averaging the charges of all Al’s and Si’s in the hexagonal rings to create a more homogeneous surface charge distribution while keeping the overall surface charge constant (the original Al charge is from 1.575e to 1.96875e and similarly for Si the charge is changed from 2.10e to 1.96875e). For each of these additional systems we collected the hydration energies as before and compared them to the original data. A one-way ANOVA test of these new energy distributions with the previous ones showed with great significance (p<0.01) that these distributions are very likely similar, or, in other words, we have not found any evidence that the location of the Si or Al atoms in the hexagonal rings have influence on our MD-simulations. These additional results strengthen our observations that it is the hydration forces that drive the formation of ion correlations on the surface, as in this case local charge differences play no significant role.

The overall picture emerging from AFM measurements and MD-simulations highlights the importance of the interplay between the hydration properties of adsorbed ions and of that of the surface for ordering the ions. In the case of mica, chaotropic ions such as K⁺ or Rb⁺ appear mostly located within the first hydration layer with limited effect over the distal layers. This minimal disruption of the mica’s interfacial water structure allows the formation of stable ionic structures guided by the particular hydration landscape of mica. The self-assembly takes place within mica’s first hydration layer and is guided by a minimisation of the overall hydration energy of both the mica and the adsorbed ions. The resulting correlation effect does not require any specific interaction between the ions and the surface and can, in principle, occur at any interface which exhibiting an appropriate hydration landscape. The possible manifestation of this effect in other systems will be analysed in section 4.3.

4.3 Hydration correlation in other systems

In the previous section, we have shown that single metal ions can form ordered structures at solid-liquid interfaces through water-induced correlation effects. The effect, observed experimentally at the single-ion level by AFM, is driven by the interfacial water, and depends on the hydration properties of the ions considered. The simplicity of the system and the generality of the effect suggest that it may spontaneously occur in a large variety of systems, provided a well-defined hydration structure at the surface of the solid that can guide the adsorption of the ions.

In the light of the previous results we decided to explore different, more general systems such as self-assembled monolayer (SAM) on gold and supported lipid bilayers.

4.3.1 Self-Assembled-Monolayer on gold

To test the generality of our findings we assessed a series of experiments on a self-assembled monolayer (SAM) on Au(111) surface exposing polar but neutral alcohol headgroups (mercaptohexanol, inset Fig. 4.13C).

SAM on gold are widely studied and characterized both on flat surfaces and on spherical particles. SAMs are organic assemblies formed by the adsorption of molecular constituents from solution or gas phase onto the surface of solids. These molecules are called ligands. The adsorbates organize spontaneously (and sometimes epitaxially) into crystalline (or semicrystalline) structures. The ligands that form SAMs have a chemical functionality, or “headgroup”, with a specific affinity to a substrate being able to displace adsorbed adventitious organic materials. In the case of gold, the chemical group normally employed in the functionalization process is the thiol. The gold-thiol bond has a binding energy of 40-45 kcal mol⁻¹ and is more commonly known as a surface bound thiolate. If a linear molecule is used as a ligand, at the opposite side of the thiol there is the chemical functionality (e.g. amines, acids,
alcohols, sulfonates, phosphates, esters, methyl groups, etc.), which can interact with the solvent once the SAM is formed.

In ambient atmosphere, thiolated molecules on the gold surface form a highly dynamic monolayer that can rearrange and form different phases. The structural arrangement of the adsorbates plays an important role in determining the evolving macroscopic properties of the interfaces. There are several phases of the alkanethiols (CH$_3$($CH_2$)$_n$SH) molecules on the Au(111) surface: a low density two-dimensional gas of highly mobile, surface-bound molecules; a more dense phase which can coexist with the previous and undergo structural transitions as a function of coverage; and the densely packed ($\sqrt{3}$$\times$$\sqrt{3}$)R30° phase. The last one is normally associated to the structure of a completely formed monolayer. The molecular packing significantly influences the chemical and physical properties of the surfaces, such as the passivation efficiency, lubricity, and frictional coefficient.

Generally STM is the technique used to characterize the structure at the molecular lever of SAMs both in air and liquid (under electrochemical conditions). Recently AFM has been used to image SAMs in UHV or moderate vacuum environment and liquid.

**Structure of the SAM**

When the monolayer forms, holes usually appear on the gold surface (see Fig. 4.12E). They are known as etch pits and are caused by the thiol adsorption on the gold surface. They are generally associated with the formation of a more condensed adlayer. In Fig. 4.12 a monolayer of mercaptohexanol on gold imaged in water with AM-AFM is presented. The surface generally appeared inhomogeneous with holes and steps. The periodicity of the OH terminal groups is clearly distinguishable even at lower magnification (see Fig. 4.12B). At higher magnification ordered protruding features appeared on the surface (see Fig. 4.12F). We identified these features as the -OH terminal groups of the SAM. The distance between two neighboring protrusions, regardless of the apparent height, is about 0.5-0.6 nm, corresponding to roughly $\sqrt{3}$ times of the Au lattice constant. This lattice parameter suggests that the molecules in this case were in the condensed phase presenting a ($\sqrt{3}$$\times$$\sqrt{3}$)R30° pseudo-hexagonal lattice. Sometimes a modulation in the height of the protrusions is reported in literature reflecting the non-identical conformation.
of the adsorbed molecules. This generates a \( (4 \times 2) \) superlattice on the \( \sqrt{3} \times \sqrt{3} \) \( R30^\circ \) phase.\(^{46,53}\) In our experiment the surface was particularly non-homogeneous rendering hard the determination of the presence of the superlattice structure. Sometimes, increasing the magnification of the images caused the appearance of a different contrast (see Fig. 4.12A) more “rod-like” than “point-like”, as mentioned even in the work of Hiasa \textit{et al.}\(^{53}\). They associated this type of contrast to a pair of two mercaptohexanol molecules laid on the surface, suggesting that the actual monolayer density was lower than the \( \sqrt{3} \times \sqrt{3} \) \( R30^\circ \) phase. In our case the dominance of the pseudo-hexagonal packing suggests that the molecules were densely packed on the surface, as expected for a complete monolayer.

\textbf{Ion-correlation at the water-mercaptohexanol SAM interface}

The molecular packing of the SAM creates at the nanoscale a hydration landscape similar to that of the mica surface.\(^{53,55}\) Therefore ion-ion correlation effect is expected to occur even in this system.

The SAM-functionised gold surface develops a surface potential in aqueous solution. Previous reports indicate zeta-potentials ranging between \(-40\) and \(-50\) mV for gold nanoparticles coated with alcohol-terminated alkanes in an aqueous solution at a similar pH.\(^{18,56,57}\) The SAM surface potential is therefore weaker than that of mica. Significantly, the SAM surface in direct contact with the liquid is not charged and the polar alcohol groups interact with the liquid mainly through the formation of hydrogen bonds. The surface potential of the SAM can hence be seen as a diffused background creating an incentive for cations to form an EDL close to the SAM’s surface.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.13.png}
\caption{Comparison between mercaptohexanol SAMs imaged in water (A) and in a 10mM RbCl solution (B). In both cases, the SAM lattice can be identified. In the presence of the salt, Rb\(^+\) ions can be seen clustering at the SAM surface (arrows), creating a consistent darker contrast in the phase image. The ion clusters are however easily removed by the scanning tip, making them appear less clearly than on mica due to a weaker surface potential. (C) the chemical structure of a mercaptohexanol molecule. The colour scale bars are 0.7 nm for topography and 20° for phase.}
\end{figure}

Fig. 4.13 compares high-resolution AFM images acquired in ultrapure water and in 10mM RbCl. In presence of the salt Rb\(^+\) clusters can be identified at the surface of the SAM, yielding a phase contrast consistent with the results on mica. The clusters are however less clearly defined than on mica and can easily be removed by the tip. This can be explained by the relatively weak surface
potential of the SAM that limits the incentive for adsorbed ions to remain at the surface. We found that Rb⁺ clusters could be observed by AFM, confirming the presence of Rb⁺-Rb⁺ attractive correlations. Nonetheless, the result confirms that the surface chemistry of the solid is not critical, nor is the surface potential. The key ingredient is the surface hydration landscape, which imposes a particular disposition of the adsorbed ions, inducing ion-ion correlations for suitably hydrated ions.

4.3.2 Lipid bilayers

Given the ubiquity of K⁺ ion in biology, the type of water-induced correlation that has shown to play a fundamental role in the mica-water interface can be a commonplace even at the surface of biomembranes. Gel-phase phospholipid domains tend to adopt an arrangement with a similar periodicity as the mica lattice or the SAM. Moreover we have already seen in Chapter 2 that they have a peculiar hydration properties finely tuned in both lateral and vertical directions.58,59 Biological interfaces are however more complex: most of the interfacial properties depend strongly and locally on the surrounding pH and the conformational flexibility of the constituting molecules renders the surfaces highly dynamic and variable. Correlated ionic networks are however likely to play key roles in charge transfer50,61 and membrane shaping62. In this subsection I present the preliminary results obtained on two types of lipid bilayers supported on mica. The lipid molecules used in this study are the zwitterionic DPPC (1,2-dipalmitoyl-sn-glycero-3-phosphocholine) and the negatively charged DPPA (1,2-dipalmitoyl-sn-glycero-3-phosphate). By keeping the ionic concentration fixed at 10mM and changing the ionic species in solution we studied the specific interaction of NaCl, KCl and RbCl on the bilayers. We decided not to introduce any buffering agent in the water solution to prevent the possible interaction of unknown molecules with the lipid bilayers.59 This decision didn’t allow us to control the pH rendering the interpretation of the results challenging.

DPPC lipid bilayer

A DPPC lipid molecule has a zwitterionic phosphatidylcholine (PC) headgroup consisting of a negatively charged phosphate and a positively charged choline group. This PC group is characteristic of the major lipid component of cell membrane and of the pulmonary surfactants. DPPC molecules spontaneously form a bilayer in aqueous solution with the hydrophilic headgroups in contact with water and hydrophobic alkyl chains inside the bilayer. At room temperature, DPPC bilayer is in the gel phase. The alkyl chains are closely packed in a crystalline fashion and exhibit relatively small thermal fluctuation. The hydration properties of DPPC lipid bilayers at room temperature have been investigated with FM-AFM58,59,63, showing a fine tuning of the water density in both vertical and lateral directions. The hydration landscape of DPPC bilayers should be, in principle, ideal for hydration-driven correlation effects to occur. However, the headgroups exhibit large thermal fluctuation, even in the gel phase, due to the gap between them. This allows the ions present in solution to directly and specifically interact with the lipid headgroups by penetrating in the fluctuating surface.

The presence of the ions has shown to selectively affect the structure of the bilayer even at low concentration.64-66 Using MD-simulations, Pandit et al. 67 observed that the addition of salt to a DPPC bilayer slightly decreased the area per headgroup. The Na⁺ ions were found to be tightly bound to the lipids, creating ion-lipid complexes comprising on average two lipids per ion.65 The complexes were coordinated through phosphate and carbonyl portions of the lipid headgroups. Somewhat unexpectedly, Cl⁻ ions were only very slightly bound to the surface of the lipids. A similar result was obtained by Lee et al. 66. They observed extensive coordination of Na⁺ ions by DPPC carbonyl oxygens throughout the simulations, resulting in high densities of Na⁺ ions at the lipid carbonyl region of the membrane-water interface. Conversely, K⁺ showed significantly less coordination by lipid carbonyl oxygens and, as a result, was distributed more uniformly away from the carbonyl region of the lipid-water interface. Moreover Cl⁻ ions were largely excluded
from the interfacial region, particularly in the case of $K^+$ adsorption, while in the case of $Na^+$ they were distributed at the surface.\textsuperscript{66}

Different monovalent ions have proved to visibly modify the structural arrangement of the lipid head groups even in the work of Ferber \textit{et al.}\textsuperscript{64}. They investigated a DPPC bilayer in the gel phase in the presence of three cations $Ca^{2+}$, $Na^+$ and $K^+$ always using $Cl^-$ as anion. Their findings indicate that the area per unit cell does not significantly change in these three salt solutions. However the lipid molecules do reorder non-isotropically under the influence of the three different cations. They attribute this reordering to a change in the highly directional intermolecular interactions caused by a variation in the dipole-dipole bonding arising from a tilt of the headgroup out of the membrane plane.

Garcia-Celma \textit{et al.}\textsuperscript{68}, using electrochemical measurements, also found that different cations and anions have different interactions with the DPPC membrane. They measured the charge displacements on the lipid bilayer supported on a gold electrode. Different species of ions are characterized relative to a reference ($Na^+$ for cations and $Cl^-$ for anions) by monitoring the sign of the electrical current that develops as the ionic solution is exchanged. A positive charge displacement after a cation exchange or a negative charge displacement after an anion exchange (at constant concentration) imply that the average equilibrium position of the substituting ions is closer to the underlying electrode than that of $Na^+$ (for cations) or of $Cl^-$ (for anions). Alternatively more ions are allowed to reside close to the bilayer surface. In the experimental study Garcia-Celma \textit{et al.} found that chaotropic anions and kosmotropic cations were attracted to the surface independently of the membrane composition. In particular, the same behavior was found for lipid headgroups bearing no charge, like monoolein. In the case of DPPC and uncharged molecules, the translocated charge showed an approximately linear dependence on the hydration energy of the ions (the anion is always $Cl^-$ for the cation series) yielding the following series (for PC): $La^{3+} > Ca^{2+} > Mg^{2+} > Ba^{2+} > Sr^{2+} > Li^+ > Na^+ > K^+, Rb^+, Cs^+$. The anions showed the reverse behavior with respect to the free energy of hydration.

\textbf{Fig. 4.14:} DPPC ($E$ molecular structure) lipid bilayer on mica imaged in 10mM NaCl (A and B) and 10mM RbCl (C and D). The phase images corresponding to the topographic ones are presented as an inset with the blue color scale. The images have not been drift corrected, hence the lattice appearing square at time in the higher resolution frames. Height color scale corresponds to 0.8 nm. Phase color scale corresponds to 30°.
Using high-resolution AFM, we investigated the surface of DPPC bilayers in aqueous solutions containing NaCl, KCl and RbCl. Results in KCl were inconclusive, probably affected by some contaminations on the AFM tip, and will hence not be considered. The AFM images revealed some clear protrusions coinciding with the position of lipid headgroups and that can be ascribed to adsorbed ions (Fig. 4.14). From the above discussion, we expect Na+ to penetrate the bilayer in the headgroup region, while K+ (and consequently Rb+) is expected to remain mostly on the surface.68 Cl− ion can, in principle, also be located in the vicinity of the surface and hence render the interpretation of the results challenging. The protrusion visible in the images of Fig. 4.14 cannot be univocally identified as a specific ionic species and more careful experiments should be performed by changing, for example, the anion in solution. It is reasonable to assume that the protrusions are caused by the ions adsorbed on the surface and not by ions that penetrate inside the bilayer, unless the latter are able to locally modify the hydration properties around the surface groups. Under this assumption, the protrusions appearing in RbCl can be linked to the Rb+ ions that ‘sit’ on the bilayer surface. However, being AM-AFM measurements performed in a non-buffered solution, a local pH variation cannot be excluded. Any local fluctuation of pH could in principle propagate at the surface of the membrane and modify the charge of the headgroups adding an extra complication to the interpretation of the experimental results. Summing up all these considerations, it becomes difficult and risky to attribute the eventual ordered structures on the bilayer surface to a hydration-correlation effect.

It is interesting to compare the images obtained in FM-AFM on DPPC bilayer by Fukuma et al.69 and Ferber et al.,44 with those obtained here in AM-AFM in the same conditions. Following the interpretation provided in this thesis on the imaging contrast formation, FM-AFM should be able to see more clearly the ionic distribution in the compact headgroup region and hence be more sensitive to ions like Na+. On the contrary AM-AFM images should reflect the distribution of ions such as K+, Rb+ and Cl− that are able to affect the hydration layer at the membrane’s surface. The complementary information gained from the two operation modes will thus provide a more complete comprehension of the ionic distribution at the membrane-water interface.

**DPPA lipid bilayer**

Phosphatidic acid (PA)-terminated lipid is a phospholipid with a small, highly negatively charged headgroup located close to the glycerol backbone (see Fig. 4.15G). PA is the precursor for the biosynthesis of many other lipids and is known to influence membrane curvature, playing an important role in both vesicles fusion and fission.20,71 Even in the case of DPPA, the structure of the water molecules in close proximity of the lipid membrane is substantially modified by the presence of the surface, as shown by Faraudo et al.72 using MD-simulations. They showed that the mean number of hydrogen bonds per water molecule strongly decreased near the phospholipids. The perturbation was appreciable even at distances of 1.5 nm from the membrane’s surface. The density of water, however, remained similar to the bulk value almost up to the interface. This implies the presence of a region near the interface where water shows bulk density values but with a different hydrogen bond structure.72

The charge of the DPPA molecule depends on environmental conditions such as pH and the concentration of cations in solution.72 Isolated PA molecules can have three protonation states: PA, PA− and PA2−. The first pKα1 is 2.1 and the second pKα2 is 7.1.72 This implies that, at the experimental pH of 6.8 (un-buffered ionic solutions used here), the lipid molecules could have either a single or a double negative charge. The situation is, however different in a membrane in contact with aqueous solution containing counterions. Counterions compete with the hydronium for the oxygen binding sites, modifying the overall charge of the phospholipids membrane. This effect is already observed for monovalent ions73,74, but becomes more drastic for divalent72 or trivalent ions.

Our experimental results (Fig. 4.15) clearly showed differences between 10mM NaCl, KCl and RbCl. In RbCl, bigger and more frequent protrusions appeared on the surface of the DPPA bilayer. Given the negative charge of the surface it is possible to associate the differences of the surface topography to the monovalent cations. However, the flexibility of the headgroups and possible local variations of pH render the information possible to extract more qualitative than
quantitative. A more careful characterization in a controlled pH is required, possibly in alkaline solution with $\text{pH} > \text{pK}_a$. Results would help modeling the system in a more quantitative manner and draw a parallel with the mica surface.

So far, we can say that a correlation between adsorbed $\text{Rb}^+$ ions seems to take place, as visible in the Fig. 4.15E and F. The origin of this correlation has to be further investigated but the similarities in terms of hydration properties with the surface of mica suggest that the hydration landscape is again playing an important role in the ordering of the ions at the Stern Layer.

![Fig. 4.15: AFM imaging of DPPA ((G) molecular structure) in different ionic solutions: (A, B) 10mM KCl; (C, D) 10mM NaCl; (E, F) 10mM RbCl. For a given ionic solution, higher and lower resolution images are presented in the upper a lower frame respectively. The corresponding phase images are presented as insets in the blue color scale. The presence of adsorbed ions induces consistently a darker phase contrast. The images have not been drift corrected, hence the lattice appearing square at time in the higher resolution frames. Height color scale corresponds to 0.6 nm while phase color scale to 20°.](image)

### 4.4 Materials and Methods

#### 4.4.1 Atomic Force Microscopy experiments on mica

All the AFM data were acquired on a Multimode Nanoscope IIIa (Digital Instruments). The sample and the scanning tip were fully immersed into the imaging solution. Before each experiment, the AFM liquid cell was thoroughly washed by consecutive sonication in isopropanol and ultrapure water and then dried under nitrogen flow. A cantilever was then mounted on the cell and engaged over clean mica in ultrapure water. After the AFM had reached thermal equilibrium, the ultrapure water was removed and the desired solution was injected into the cell. We used standard silicon nitride cantilevers (Olympus RC800 PSA, Olympus, Tokyo) with two different lever length but identical tip design. The nominal spring constant of the levers were $k_s=0.1 \text{ N/m}$ (softer lever) or $k_h=0.76 \text{ N/m}$ (stiffer lever). Cantilevers from a same wafer were used to allow for better comparison of the results. The cantilever were calibrated using the thermal spectra after each experiment and found to have typical stiffness and Q-factors of $k_h\sim0.5 \text{ N/m}$ and $Q_h\sim4.4$ (stiffer lever), and $k_s\sim0.1 \text{ N/m}$ and $Q_s\sim2.5$ (softer lever). The cantilever was driven acoustically in a liquid cell, close to the resonance frequency. Typical working amplitudes $A$ were kept between 0.8 nm and 1.5 nm with the setpoint ratio $A/A_0$ as large as possible where $A_0$ is the free vibration amplitude of the lever in the liquid far from the mica surface. When operated in these conditions, atomic-level resolution topographic and phase images could be routinely achieved. We found that
too small amplitudes (<0.5 nm) resulted in no apparent surface coverage by the ions due to the tip ‘sweeping’ the ions sideways.

Generally, since the AFM tip can mechanically remove ions from the surface, we always carefully balanced the imaging setpoint so as to keep it as large as possible. Nonetheless, minute setpoint variations were sufficient to introduce variations in the apparent surface coverage; this is the main source of error in our statistical analysis.

High quality muscovite mica (grade V) was purchased from SPI supply (West Chester, PA, USA) and used in all the experiments. The mica was freshly cleaved with adhesive tape and rinsed copiously with ultrapure water (18.2 MΩ, Merck Millipore, Billerica, MA, USA) before use. All the solutions were prepared in ultrapure water with 99.9% pure salts purchased from Sigma-Aldrich and used as received.

4.4.2 MD-simulations on mica

Based on the previously reported crystal structure of muscovite we constructed for the molecular dynamics (MD) simulations a crystal measuring approximately 41x55x40 Å with the (001) plane set parallel to the xy-plane of the simulations referential. The locations of the Si and Al atoms in the tetrahedral sheets of the mica crystal are depicted in Fig. 4.11. This positioning results in the creation of two different hexagons A and B, with either 2 or 1 Al atoms (see Fig. 4.11). The exposed plane naturally contains potassium ions and depending on the required starting configuration all, none or a selected number of these ions were removed or replaced with a different ion species, resulting in either a random, row or hexagon configuration for the surface ions. When building the entire simulations system one of our main goals is to keep the overall charge of the system neutral (charge neutrality is a prerequisite for accurate long-range electrostatic computations using Ewald methods). Initially both mica surfaces (on either side of the crystal) are covered with K⁺ ions. This system, however, has a total net charge equal to exactly the number of ions on one side of the surface when fully covered. Since we want to study patterns of ions on the surface we focus on one side only and can ignore the other exposed surface on the other side of the crystal. On this particular side, we remove all ions that are not needed to achieve the desired pattern. On the other side of the mica crystal (the surface we are not interested in) we remove exactly the number of ions necessary to create the desired pattern. In this way, the correct number of ions has been removed from both sides (i.e., exactly the number necessary for one fully covered surface) to make the system charge neutral. This setting-up method allow us to ignore counter ions (like Cl⁻) at this stage, even though they appear in the experiments, as without them the system is already neutral. This fully atomistic model of muscovite is centred in a periodic simulation box and solvated in the direction perpendicular to the exposed plane, ensuring a water thickness on top of the mica of at least 5 nm.

To describe the interactions between all atoms, two force fields are used. For the muscovite mica interactions and all ion interactions we used the CLAYFF force field, which is a general force field suitable for the simulation of hydrated and multicomponent mineral systems and the interfaces with aqueous solutions. The interactions between water molecules were described by the TIP3P model of the CHARMM force field. Recently it has been shown that the CLAYFF and CHARMM force fields are compatible and can be used together. All simulations have been performed using the MD-code NAMD. For visual inspection VMD was used and most of the analysis was performed using the Python library MDAnalysis.

Three different surface arrangements were examined for each type of ion: (i) a row of ions along the (100) direction, (ii) a hexagon and (iii) ions randomly placed. In the case of the row and the random distributions, 8 ions were placed at the surface, while 7 ions (a full hexagon) were used in the hexagonal configuration.

For each of the nine different MD-simulations a similar protocol is followed. This includes an initial minimisation of the energy associated to the water only (allowing bad contacts to be removed), followed by a short dynamics run of 5 ps to equilibrate the entire system at ambient conditions, and finally the production run of 1 ns. Only the latter is used for analysis. The current simulations set-up and protocol is similar to the setup used previously to study the interaction
between calcite, water and ions, but in the current work all simulations are performed in duple to improve statistical accuracy and to account for individual aberrations. In order to verify our muscovite model we computed basic properties such as water residence time near the muscovite surface and around the ions in solution, as well as the hydration numbers for these ions. We found all of the measured properties to be in good agreement with previously reported data.

For instance, the hydration numbers computed from our simulations are 5.8, 7.1 and 7.9 for Na⁺, K⁺ and Rb⁺, respectively in bulk water. As rubidium is a less common ion to encounter in mineral force fields like CLAYFF or organic force fields like CHARMM, the properties for this ion were checked more carefully and found comparable to experimental values reported.

4.4.3 Synthesis of the self-assembled monolayers

The SAM of mercaptohexanol where created on gold substrates. The substrates, commercially available (PHASIS, Geneva, Switzerland) consisted of gold evaporated on mica packaged in a sealed nitrogen atmosphere. Upon opening the substrates were immediately placed in vials containing 10 ml of ethanolic solution of 6-mercaptohexanol-1-ol (mercaptohexanol, MH) (TCI America, Portland, Oregon, USA). The thiol concentration was 0.01 mM. The substrates were left in the solution in dark at room temperature for a period of 7 days, at which point they were rinsed with ethanol seven times and dried under a gentle argon-flow.

All the solutions were prepared in ultrapure water with 99.9% pure salts purchased from Sigma-Aldrich and used as received.

4.4.4 Lipid bilayer preparation

1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) and 1,2-dipalmitoyl-sn-glycero-3-phosphate (DPPA) were purchased from Avanti Polar Lipid (Avanti Polar Lipids, Alabama, USA). All the solvents were purchased from Sigma Aldrich unless specified. For all the experiments we used ultra pure Milli-Q water (18.2 MΩ, Merck Millipore, Billerica, MA, USA). The lipids were stored in chloroform at a temperature of -20°C. Two days before the experiment an ampule containing 50 mg of the desired lipid (DPPC or DPPA) in chloroform was opened and we transferred the entire content directly into a glass vial previously clean (see for the cleaning procedure section for the glassware). We added extra chloroform to the ampule and wash out to the glass vial so as to remove all the lipids. The chloroform was then evaporated completely under a gentle stream of nitrogen until visibly dry (approximately 20–30 min) and then left under vacuum overnight to dry completely. Then we added 10mL of Milli-Q water to the 50mg of lipids to obtain a final concentration of 10mg/mL in water. The solution was first vortexed for 10 min and then sonicated at 50°C for 30min. The final result of this procedure was a milky solution that we transferred into several 2mL Eppendorf and stored in the -20°C freezer if not used immediately.

The method used for the formation of the supported lipid bilayer was the vesicles fusion. We added 100µL of the lipid solution in Milli-Q previously prepared to 900µL of 20mM NaCl in Milli-Q. The final lipid concentration was 1mg/mL. 1mL of this solution was extruded more than 21 times (but always an odd number of times) at 70°C for DPPA and 55°C for DPPC through a membrane with 100 nm pores (PC Membranes 0.1 µm, Avanti Polar Lipids, Alabama, USA). The lipid vesicles obtained were left to cool down at room temperature and then diluted with 20mM NaCl solution to a final lipid concentration of 0.1mg/mL (10mL in total).

High quality muscovite mica disks (grade V) were purchased from SPI supply (West Chester, PA, USA) and used in all the experiments. The mica was freshly cleaved with adhesive tape and positioned on the bottom of a low-form cylindrical weighing bottle with a ground glass cup previously cleaned with the procedure described in the cleaning procedure section. The lipid solution was then added on top of the substrates and everything sealed with the glass cup to avoid evaporation.
The jar was put in the oven preheated at 80°C for DPPA and 50°C for DPPC. The transition temperature from liquid to gel state of DPPA is reported to be 67°C and for DPPC 41°C. The initial temperature of the oven has to be set at a temperature higher than the transition temperature and the phase transition has to happen very slowly to give time to the system to reach the thermodynamic equilibrium. We decreased the temperature of the oven from the initial value to 5°C below the transition temperature by lowering 1°C every half an hour. Then, we simply left the oven to cool down at room temperature overnight.

The samples were rinsed copiously with the imaging solution (10mM NaCl, 10mM KCl and 10mM RbCl respectively) before the transfer to the AFM stage. The samples were dried on one side with a precision wipe (KIMTECH) and glued on a metallic disk with carbon tape. The samples were mounted on the AFM stage and a drop of the imaging solution was injected on top of the sample.

4.4.5 Cleaning procedures

The cleaning procedure for the glassware was the following: the glass containers and vials were sonicated for 10 minutes in Milli-Q water, 10 minutes in isopropanol, 10 minutes in Milli-Q water again and then dried in the oven at 60°C. Afterwards, they were put in the UV-ozone cleaner for 30 minutes and immediately rinsed with isopropanol and sonicated again in it for 10min. Finally, the glass containers were rinsed with Milli-Q water, immersed in it for 15 minutes while sonicating, and dried in the oven again.
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Chapter 5

The dynamic interface between calcite and ionic solutions

In this chapter, I will examine the molecular surface topography and properties of the calcite (10$ar{1}$4) surface (section 5.1.1) in presence of aqueous ionic solutions. First, a discussion on the hydration landscape of the surface and the development of a surface charge will be presented (section 5.1.2). A study of the interaction of specific ions such as Na$^+$, Rb$^+$, Cl$^-$ and Ca$^{2+}$ with calcite’s surface by means of high-resolution AFM and MD-simulations (section 5.1.3) will follow. I will show that the hydration properties of the flat areas prevent the ions, which constitute the crystal and are dissolved in solution, to directly contact the surface’s groups. However, dissolution and growth are well-known and documented phenomena that require the exchange of ions between the surface and the solution. These processes take place at the step edges (section 5.2.1) where the hydration properties are different from those of flat areas and are specific to the type of step considered. I will finally present a series of experiments in which the growth and dissolution of the crystal is monitored in real time as a function of the ionic composition and concentration of the solution (section 5.2.2). The results demonstrate how specific ionic effects can modify the shape of the newly grown steps depending on the type of ions.
5.1 Interaction of ions with the (10\bar{1}4) surface of calcite

Calcite (calcium carbonate, chemical formula CaCO₃) is among the main components of the earth’s crust where it can primarily be found in sedimentary rocks such as limestone. It is also the main constituent of the shells of marine organisms, and the relative abundance is largely linked to bio-mineralization processes. Calcite can grow or dissolve rapidly depending on the environment and plays a fundamental role in preserving the biosphere through the ability to regulate the acidity of oceans. The dynamical physico-chemical transformation occurring at the surface is also key to countless industrial processes, for example in the polymer industry, cement manufacturing, nuclear waste storage, waste water treatment and the petroleum industry. The large majority of these processes strongly depend on reactions occurring at the interface between the surface of calcite and a surrounding aqueous environment. Water molecules, ions, biomolecules or organic components (see also Chapter 6) can all interact with calcite’s surface and influence the morphology, crystal growth and dissolution as well as the structural properties.

Most experimental investigations rely on surface- or interface-sensitive techniques, such as low-energy electron diffraction, X-ray reflectivity, photoelectron spectroscopy, and AFM. Most AFM studies are primarily focused on the reactions and surface dynamics occurring out of equilibrium at calcite’s atomic step-edges (see section 5.2). Furthermore, investigations providing an atomic-level description of both the calcite surface and the interacting molecule or ion considered are scarce, particularly in conditions near equilibrium. Although experimentally more challenging, this type of investigation can provide valuable insight into slowly evolving systems such as oceanic floors and oil reservoirs, where water, ions and organic molecules are in contact mainly with calcite’s surface.

Here, I present different means of interaction between single metal ions and the (10\bar{1}4) surface of calcite (subsection 5.1.1). Away from steps, the crystallographic alternation of the calcium atoms and carbonate groups at the (10\bar{1}4) surface (Fig. 5.1A) induces strong local variations in rock’s surface charge. This charge distribution is particularly suitable for adsorbed water molecules that can orient the oxygen atom towards the calcium and the hydrogen atoms toward the carbonates (see section 5.1.2). As a result, the surface is hydrophilic, and if the calcite is exposed to standard atmospheric humidity, several nanometers of water condense on it. Most small charged molecules or ions have to pay a substantial energetic penalty to reach calcite’s surface. This penalty represents the cost of stripping the molecule from the hydration shell as it traverses the surface-bound water layers. Given the peculiar hydration properties and the surface structure of the (10\bar{1}4) calcite surface, the adsorption of a particular ion depends on the hydration energy and charge (see section 5.1.3).

5.1.1 Surface structure of the (10\bar{1}4) cleavage plane of calcite

Numerous theoretical and experimental studies have focused on the (10\bar{1}4) cleavage plane of calcite, the most stable and abundant facet. The crystalline structure of bulk calcite and of the (10\bar{1}4) cleavage plane is presented in Fig. 5.1A. Calcite possesses a trigonal-rombohedral bulk unit cell (R \bar{3}2/m space group). The bulk-truncated, unreconstructed (10\bar{1}4) surface of calcite has a rectangular unit cell with dimensions of 4.99\times8.10 Å² comprising two calcium ions and two carbonate (CO₃) groups. The unit cell vectors are oriented along the [010] and [\bar{4}21] crystallographic directions. The carbonate groups, in the bulk, are tilted by an angle of 44.63° with respect to the (10\bar{1}4) plane, with one oxygen atom protruding above the plane and the others lying below (Fig. 5.1A). Additionally, these two carbonate groups are rotated with respect to each other, causing the topmost oxygen atom to point either to the left or to the right in a zigzag fashion along the [\bar{4}21] direction (Fig. 5.1A-B) as often reported in AFM studies.
Fig. 5.1: (A) Crystal structure of calcite. The atomic arrangement of the calcium and carbonate ions is shown for the bulk crystal (right) and the (10\(\bar{4}\)) surface (left), together with the main crystallographic directions and the unreconstructed unit cell. The zigzag patterns of the protruding oxygen atoms of the (10\(\bar{4}\)) surface are marked with thin dotted lines. (B) Typical AM-AFM image of the (10\(\bar{4}\)) surface equilibrated in ultrapure water. Both the topography and phase image are shown. The zigzag structure is indicated by a dotted line in both images. The contrast obtained is the V\(_1\) according to the classification of Rahe et al.\(^{30}\) (see text).

The (10\(\bar{4}\)) surface belongs to the plane symmetry group pg, which contains glide reflections as the only symmetry element. A glide reflection is a combination of a reflection with respect to a given line and a translation along it. For CaCO\(_3\) only one glide reflection axis oriented along the [\(\bar{4}21\)] direction with a shift of half unit cell along that direction is found.\(^{39}\) Early AFM and low-energy electron diffraction (LEED) experiments have indicated the existence of two surface reconstructions. One reconstruction is known as the “row-pairing” reconstruction, and the other has been identified as a (2\(\times\)1) reconstruction. While the (2\(\times\)1) reconstruction has now been observed with techniques different from AFM such as LEED\(^{16}\) and is, thus, considered a real surface property, the “row-pairing reconstruction” has so far only been identified by AFM.

The results of these reconstructions on the image contrast obtained in high resolution images was thoroughly analyzed by Rahe et al.\(^{30}\) in UHV. They propose a classification of the type of contrast obtained in FM-AFM, depending on modulation of the “vertical” (\(V_1\), modulation of the protruding height of the surface features) or the “lateral” (\(L_1\), lateral disposition of the surface features) contrast of the base contrast B (see Fig. 5.2). Even if the conditions of image acquisition in our experiments differ from those by Rahe et al.\(^{30}\) (we use AM-AFM in liquid, they carried out FM-AFM in UHV), the proposed classification is nonetheless useful to qualitatively discuss our results and I will use it to categorize our AFM images whenever possible. Interestingly, the presence of the ions in the imaging solution induces deviation from the ‘standard’ imaging contrast that can be characterized by this classification.

The (2\(\times\)1) reconstruction

The (2\(\times\)1) reconstruction consists in a modulation of the contrast along the [010] direction, resulting in the appearance of one spot every two as higher. First experimental indication for a (2\(\times\)1) reconstruction has been observed by Stipp et al. using LEED.\(^{16,27}\) Later, this reconstruction...
has directly been revealed by different research groups using both contact mode AFM in liquid\cite{15} and FM-AFM in liquid\cite{33} and vacuum\cite{29,30}. However, similar AFM studies by other groups did not reveal this reconstruction, prompting a debate in literature whether the (2×1) reconstruction is a true surface property. A possible explanation of this contradiction was given by Stipp et al.\cite{16} proposing an adsorbate-induced effect due to the presence of water molecules. Subsequently, computer simulations showed that this reconstruction is a structural phenomena and not simply a result of surface hydration.\cite{40,41} Akiyama et al.\cite{42} used density-functional theory simulations to show that the energy difference between the reconstructed and unreconstructed surface is small and that the formation of cleavage steps, which occasionally appear on the surface, could change the relative stability between the two. These experimental and theoretical works suggest that the (2×1) reconstruction is a real feature of the calcite surface, even if not always present or observable with AFM.

**The “row-pairing” reconstruction**

The “row-pairing” is a reconstruction within the surface unit cell. It has been observed only with AFM, both in liquid\cite{31,33} and vacuum\cite{29,30,39}. The contrast observed in the high-resolution AFM images consists in the variation of the height of the two protruding feature within the unit cell. The result is an alternation along the \([\bar{4}21]\) direction of rows of ‘prominent’ and ‘sunken’ protrusions. For the sake of clarity these terms (‘prominent’ and ‘sunken’) will be used throughout this thesis for designating the respective rows of protruding features when the ‘row-pairing’ is visible. If the AFM contrast is given by the protruding oxygen atoms, which is still under debate\cite{30}, they should be equivalent and no contrast variation is expected in the bulk truncated surface. Physically, the difference could arise from a rotation of the CO\(_3\) groups as proposed by Jin et al.\cite{43} or any other structural or electronic reconfiguration. The other possibility is the existence of a tip-induced effect that creates a difference in interaction between the probe and the two carbonate groups. In our experimental images this type of reconstruction is often present. The “row-pairing” is well visible in the topographic image of Fig. 5.2 with every other row of oxygen atoms along the \([\bar{4}21]\) direction appearing more prominent. Since no other techniques than AFM have been able to detect this controversial reconstruction, the same existence is still under debate and the hypothesis of an intrinsic measurement artifact is currently preferred.

![Classification scheme proposed by Rahe et al.\cite{30} describing the FM-AFM contrasts on the calcite (10\bar{4}) surface. Up to four interaction maxima are present within the (2×1) surface reconstructed cell. The difference in these maxima lateral positions and intensities gives rise to three classes of contrast: (i) ‘base’ contrast mode B, (ii) vertical contrast modes \(V_i\) and (iii) lateral contrast modes \(L_i\). Figure adapted from Ref. [30].](image-url)
5.1.2 Hydration properties and surface charge of the calcite

The surface charge of oxide minerals results from a charge excess that develops as the surface equilibrates with the contacting solution. In a conceptual model, the termination of an oxide bulk structure results in dangling bonds on the outer-most oxygen and metal atoms. These atoms, once in contact with the water solution, react with the H\(^+\) and OH\(^-\) ions that can adsorb on the oxygen atoms or on the metal ions respectively. Each mineral has a characteristic surface charge that is a function of the activity of the potential-determining ions, typically H\(^+\) and OH\(^-\). The pH at which particles of the considered oxide have no surface charge is defined as the point of zero charge (pH\(_{\text{pzc}}\)). This should, in principle, be independent from other ionic species in solution. The case of calcite is much more complex. Stipp\(^{16}\) suggested that the differences between calcite and the other oxides result from the particular character of oxygen atoms in the crystal. In oxides, oxygen coordinate directly with metal cations, whereas in carbonates, it is covalently bonded in CO\(_3\)\(^2-\) groups. As a result, the resultant charge on the dangling O site should, in the case of calcite, be independent from other ionic species in solution. Stipp\(^{16}\) also suggested that the differences between calcite and the other oxide minerals is the fact that as soon as it is in contact with the water solution desorption or adsorption of Ca\(^{2+}\) and CO\(_3\)\(^2-\) start to take place. This process mainly happens at the step edges because of the specific hydration properties of the flat (10\(\bar{1}\)4) surface (see subsection 5.2.1). The thermodynamic processes of calcite dissolution and growth in aqueous solutions is described by Eriksson et al.\(^{44}\). Calcite dissolves in water according to the following reaction:

\[
\text{CaCO}_3 (s) \rightleftharpoons \text{Ca}^{2+} (aq) + \text{CO}_3^{2-} (aq)
\]  

(5.1)

At equilibrium, the pH and distribution of different ionic species are dependent on the partial pressure of CO\(_2\) in solution. In other words, the species distribution can be controlled by modifying the pH and the concentration of CO\(_3\) in the solution. The governing reactions are:

\[
\text{H}_2\text{CO}_3 (aq) \rightleftharpoons \text{H}_2\text{O} (l) + \text{CO}_2 (g)
\]  

(5.2)

\[
\text{HCO}_3^- (aq) + \text{H}_2\text{O} (l) \rightleftharpoons \text{H}_2\text{CO}_3 (aq) + \text{OH}^- (aq)
\]  

(5.3)

\[
\text{CO}_3^{2-} (aq) + \text{H}_2\text{O} (l) \rightleftharpoons \text{HCO}_3^- (aq) + \text{OH}^- (aq)
\]  

(5.4)

\[
\text{Ca}^{2+} (aq) + \text{H}_2\text{O} (l) \rightleftharpoons \text{Ca(OH)}^+ (aq) + \text{H}^+ (aq)
\]  

(5.5)

\[
\text{Ca}^{2+} (aq) + \text{HCO}_3^- (aq) \rightleftharpoons \text{CaHCO}_3^+ (aq)
\]  

(5.6)

Once in solution desorbed ions can react with H\(^+\), OH\(^-\) and CO\(_2\) according to the Reactions 5.1-5.6. An equilibrium between the dissolved species and the external CO\(_2\) pressure occurs at a certain pH called ‘equilibrium pH’, which generally differs from the initial pH value of the non-equilibrated ionic solution. The term ‘equilibrium pH’ is rather ambiguous for calcite dispersions, since it is a very dynamic system as pointed out by Eriksson et al.\(^{44}\). Somasundaran et al.\(^{45}\) studied pH changes in calcite dispersions as a function of time and concluded: “upon addition of the calcite particles the change in pH is ‘immediate’ and after the initial change in pH, it may slowly drift (in one direction, maximum around one pH unit) for a period of several weeks”. Even for calcite we can define, similarly to other metal oxides, the pH\(_{\text{pzc}}\) at which the surface charge is zero. However for calcite, pH\(_{\text{pzc}}\) varies considerably depending on the sample’s source, history, and dissolved Ca\(^{2+}\) and carbonate species.\(^{16}\) This suggests that potential-determining ions are bonded differently than on the other oxide mineral. Foxall et al.\(^{16}\) showed that the potential-determining ions for calcite are Ca\(^{2+}\) and CO\(_3\)\(^2-\), not H\(^+\) and OH\(^-\). They stated that the role of pH is only to control whether the carbonate ion species that dominate in solution are CO\(_3\)\(^2-\), HCO\(_3^-\) or H\(_2\)CO\(_3\). They showed that when pCa is constant, the zeta-potential, is also constant, independent of pH. The results suggest that the concept of pH\(_{\text{pzc}}\) for this system is not a meaningful parameter but rather of pCa\(_{\text{pzc}}\) and pCO\(_3\)\(_{\text{pzc}}\) should be used in the case of calcite, an argument also supported.
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by Stipp et al.\textsuperscript{16}.

The main controversy, in the case of the surface charge of calcite, arises from the indisputable, molecular-scale evidence for the presence of strongly bound water molecules on the surfaces that do not enable the direct contact between the potential-determining ions and the surface. In fact, Ca\textsuperscript{2+} and the other negatively charged ionic species are generally shown to not form inner-sphere complexes on the calcite surface as expected from the ions that regulate the surface charge in the classical picture of the Stern Layer. To solve this discrepancy, both Stipp\textsuperscript{16} and Heberling et al.\textsuperscript{19} proposed to place the slip plane further apart from the actual calcite surface to include the layers of structured water, the ions at the OHP and even some ions that reside in the diffuse layer. For Stipp, the dangling bonds at the surface satisfy themselves with chemisorbed H and OH. Because of their chemical nature, this surface- H and OH bonds are much stronger than the surface-potential determining ions interaction energy. Thus, the terminated calcite surface is hydrolyzed with a layer of H and OH to satisfy the local charge imbalance.\textsuperscript{16} Heberling et al.\textsuperscript{19} combined surface diffraction techniques and zeta potential measurements of calcite suspensions in equilibrium (and not) in a varying ionic solution. They again found that carbonate and calcium ions are the charge-determining ions and changes in pH have only a weak effect in non-equilibrium solutions. However, the data cannot be explained with a full hydrolysis layer: they found that the reaction of the water molecules with the surface produces a negative charge at the surface level in a range of pH varying between 5 and 11 (from the non-equilibrium data). Ions such as Ca\textsuperscript{2+} and CaCO\textsubscript{3}\textsuperscript{2−} (or the other possible ionic species) adsorb in the OHP that is spaced from the surface by two water molecule layers. In this case, the zeta potential is mainly determined by outer-sphere adsorbed ions similarly to Stipp\textsuperscript{16}. In reality the situation is even more complex since the calcite surface reactivity is controlled even by the topography.\textsuperscript{47,48}

What is generally accepted and reported by most of the surface diffraction technique are two well-ordered layers of water molecules at the calcite surface. MD-simulations of the calcite-water system, performed by our collaborator Peter Spijker, showed a strong ordering of water near the calcite surface (see Fig. 5.3A), as expected from the experiments and literature.\textsuperscript{16,19,49} The computed density profiles (see Fig. 5.3B) perpendicular to the surface was in good agreement with comparable X-ray scattering measurements\textsuperscript{17} and other numerical simulations.\textsuperscript{50,51} Two main peaks of oxygen density at the calcite surface are individuated (see Fig. 5.3B). The ordering of the layers can be seen not only in the direction perpendicular to the surface. In fact, water molecules of the first layer are preferentially located above the surface calcium ions with the oxygen atoms pointing toward the surface. Even the water molecules of the second layer are preferentially located above the surface carbonate ions with one hydrogen atom pointing towards the oxygen of the carbonate group (see Fig. 5.3A).

\textbf{Fig. 5.3:} (A) Snapshot of the simulated calcite-water interface. The calcium (orange) and carbonates (red/blue) of the calcite crystal are visible. The oxygen and the hydrogen atoms of the water molecules are depicted in red and white, respectively. Ions in solution have been omitted for clarity. (B) Water density perpendicular to the calcite surface, representing the density oxygen atoms (red) and hydrogen atoms (blue). The density is normalized with respect to the density in the bulk water phase and the surface calcium atoms are used as a reference for the distance measurement.
The peaks in oxygen density reflect a 2D ordered structure of water molecules parallel to the surface. The lateral density variation of the oxygen atoms in the first and second layer (Fig. 5.4A) showed the typical structure observed in AFM experiments (e.g. Fig. 5.1B), including the zigzag structure described previously. Although a density profile cannot be directly compared with the topography and phase images obtained from AFM measurements, the striking resemblance provides at least qualitative insight. A more careful examination of the lateral arrangement of the water density presented in Fig. 5.4A, revealed two vertical rows (around 1 nm and 7 nm) where the zigzag structure is broken. Analysis of the trajectory of the simulations revealed that, during the minimization and relaxation of the crystal structure, one carbonate molecule in each of these two rows is spontaneously rotated, subsequently forcing the entire carbonate row to rotate as well. Although not of direct significance in the present results, the actual rotating process is interesting and deserves some more detailed analysis in the future, considering the current debate about the reconstruction of calcite’s surface (see subsection 5.1.1).

5.1.3 Ion adsorption on the calcite surface

Calcite (10\(\bar{4}\)4) exhibits peculiar hydration properties. Here we examine the consequences for the arrangement of adsorbing ions at the surface. I first present the MD-simulations and then the corresponding AFM experiment of the calcite surface at equilibrium with different ionic solution.

**MD-simulations of ion adsorption: Na\(^+\), Cl\(^-\) and Ca\(^{2+}\)**

Our collaborator Peter Spijker performed a series of MD-simulations of a flat calcite surface in contact with two ionic solutions in which either NaCl or CaCl\(_2\) were dissolved. The concentration of ions used in the MD-simulations is high (~250 mM) when compared to the experiments. This strategy was applied in order to get sufficient statistics in the short time scale of the simulations. Combining the results of ten independent runs for each ion-pair allowed for the computation of a clean density distribution perpendicular to the surface (see Fig. 5.4B). These density distributions are in good agreement with previous numerical simulations of similar systems\(^{52,53}\) and showed that none of the ions manage to penetrate the final water layer to reach the calcite surface.

**Fig. 5.4:** (A) Density distribution for oxygen atoms (H\(_2\)O) in the first and second structured layer parallel to the calcite surface. The zigzag structure ascribable to the calcite surface is indicated with the blue line as well as the [010] direction (white arrow). The inset shows schematically sodium ions closest to the surface being typically located above the nearby oxygen of the carbonate group. (B) Density profiles (mol/l) for three different ions (Na\(^+\), Ca\(^{2+}\) and Cl\(^-\)) perpendicular to the calcite surface. The density of the water atoms is given at the bottom for comparison (see also Fig. 5.3B).

Sodium gets closest but remains on top of the first water layer. Calcium ions mostly remain outside calcite’s structured water as well as Cl\(^-\). This is in good agreement with the model proposed by both Stipp\(^{16}\) and Heberling et al.\(^{29}\). To clarify these results a 2D-density distribution of water perpendicular to the surface is shown (Fig. 5.5), where the locations of several arbitrary but representative ions are indicated. In the inset of Fig. 5.4A the location of the sodium ions when closest to the surface is presented: above the oxygen atoms of the carbonate groups.
protruding above the surface plane. These ions take the place of one of the water molecules of the second hydration layer.

**Fig. 5.5:** Two-dimensional density distribution of the hydrogen (top) and oxygen (bottom) atoms of water molecules perpendicular to the calcite surface reconstructed from MD-simulations. The brighter colors (yellow) represent higher densities for a given location. A clear multilayered structure is visible (up to three hydration layers are easily identifiable). Sites corresponding to high concentrations of ions (Na⁺, Ca²⁺, Cl⁻) are indicated by the colored circles (orange Ca²⁺, green Na⁺, and purple Cl⁻). Sodium ions get closer to the surface than any of the other ions. The dotted white line indicates the plane containing the calcium atoms of calcite’s surface. This plane is used as the origin of distance measurements on the z-axis.

**AFM imaging of calcite in Sodium Chloride**

The (10$ar{1}$4) surface of calcite imaged in the presence of added NaCl is shown in Fig. 5.6. At 1mM NaCl (pH 8.0±0.1, see Fig. 5.6E), as well as at 5mM NaCl (pH 7.9±0.1), the calcite surface appeared very similar to the images obtained in equilibrated pure water (pH 8.4±0.1, Fig. 5.1B). The “row-pairing” reconstruction can be recognized.

At 10mM NaCl (pH 7.8±0.1), the prominent oxygen rows sometimes appeared locally broader (Fig. 5.6A, red arrows) because of the additional protrusions located on the surface. These protrusions were, however, unstable and could easily be removed by increasing the force exerted by the AFM tip on the surface. By decreasing the imaging setpoint it was possible to recover the alternated oxygen rows (Fig. 5.6B), similarly to those obtained at lower salt concentration or in water.

Using gentle scanning conditions, we were able to obtain higher resolution images of the salt-induced protrusions (Fig. 5.6C, red arrow). These showed the occasional adsorption of ~3 Å wide objects adjacent to the prominent oxygen atoms and opposite to the underlying surface calcium ions. We attributed these objects to hydrated Na⁺ ions (Fig. 5.6D). This is particularly clear when the surface unit cells are highlighted as in Fig. 5.7A (red arrows point to Na⁺ ions). This observation is compatible with MD-simulations results apart for a small deviation: the AFM results showed the hydrated Na⁺ adjacent to the prominent carbonate oxygen while the MD-simulations showed the Na⁺ exactly on top of the oxygen (see Fig.5.4A). This small discrepancy may be explained in two different manners. First, the AFM is perturbing the system during the imaging process. The imaged ion is confined between the calcite surface and the AFM tip. Thus, the resulting potential minimum may not necessarily be located exactly on top of the considered oxygen atom. This effect is expected to strongly depend on the imaging conditions such as the tip shape and average pressure on the sample. Second, the oxygen “row pairing”, visible in the AFM, may shift the equilibrium position of the monovalent cations with respect to the MD-simulations where this surface reconstruction is not visible. Moreover, by repeating the experiment several times, we occasionally observed a height modulation of the most prominent oxygen atoms instead of the usual adjacent Na⁺-induced protrusion. This is visible in Fig. 5.7B where a profile taken
over the prominent oxygen row (red) is compared to a profile obtained over the adjacent sunk oxygen row (yellow). In the red profile, some of the protrusions appeared unusually high compared to the neighboring oxygen atoms, suggesting that they were effectively induced by a Na$^+$ ion, forming a complex hydration structure on the surface. These unusually high protrusions appeared randomly distributed along the [010] direction and did not follow any particular surface reconstruction pattern. Although only occasionally observed, this picture is fully consistent with the MD-simulations predictions and further support the hypothesis that adsorbed Na$^+$ ions explore several minima of the energy landscape when imaged by the AFM tip.

Fig. 5.6: Calcite’s (10\(\overline{4}\)) surface imaged in NaCl. The topography appears in blue and the phase is shown as inset in yellow color scale. The phase images provide an indication of the local interfacial energy with darker regions corresponding to local energy minima. At 1mM (E), no significant difference with the equilibrated water case can be seen. The contrast in (E) is L$$_x$$+V$$$_z$$, according to Rahe et al.$^{30}$. At 10mM (A, C) new protrusions appear on the surface, locally broadening the prominent oxygen rows along [010] direction (red arrows). Decreasing the scanning setpoint (larger tip-sample pressure) removes the protrusions (B) and the surface appears again similar to when imaged in water. The contrast in (B) is V$$$_z$$, according to Rahe et al.$^{30}$. (C) Higher resolution imaging over the protrusions suggests that Na$^+$ ions are located next to the protruding oxygen atoms of the carbonate group. The contrast in (C) is a modulated V$$$_z$$, according to Rahe et al.$^{30}$. (D) Cartoon representation of the presumed location of adsorbed Na$^+$ ions at 10mM NaCl. Increasing the NaCl concentrations to 100mM (F) shows a surface almost covered with ions (upper part), which can be removed using harsher imaging conditions (red arrow, lower part). In all images, the white arrow indicates the [010] direction.

At 100mM (pH 8.2±0.1) considerably more protrusions were visible (Fig. 5.6F) and the “row pairing” was less clear, probably due to the adsorbed ions. Lowering the setpoint did still induce a transition (Fig. 5.6F, red arrow) but a direct interpretation of the images becomes more difficult. Firstly the surface is expected to have much higher ion coverage; therefore Cl$^-$ ions may have to be considered to ensure charge neutrality. Secondly the surface charge of the tip could have artificially increased the apparent ionic coverage (see section 3.6 for the tip effects during AFM imaging). This second effect becomes evident in CaCl$_2$.

In order to further confirm the presence of adsorbed ions at 10mM NaCl, we acquired simultaneous amplitude and phase versus distance curves (spectroscopy) in conditions identical to those used for imaging. A selection of ten representative curves is presented in Fig. 5.8 and compared with the same results obtained in water. In each case, one curve has been highlighted in red. In water, both the amplitude and phase were well reproducible and the curves show little variation. In 10mM NaCl, the curves showed a much larger variation with two distinct populations. The first was very similar to the curves obtained in water. The second population
(red curve in Fig. 5.8) showed a distinctive but poorly reproducible step (white arrow in Fig. 5.8) visible in both amplitude and phase. Note that due to our detection limit, no long-range forces (distance > 2 nm), were observed in water or 10mM NaCl.

![Image](image1.png)

**Fig. 5.7:** Calcite (10T4) surface imaged by AFM in 10mM NaCl. The topography appears in blue and the phase is shown as inset in yellow color scale. In all images, the white arrows indicate the [010] direction, the scale bar is 2 nm and the white parallelepipeds indicate the unreconstructed unit cell. In the image (A) the red arrows indicate the location of the sodium ions. In the image (B), the white box of the inset presents two line profiles corresponding to the prominent (red) and sunken (yellow) rows of the oxygen atoms. In the prominent row not all the atoms have the same maximum height and this modulation cannot be associated with the 2x1 reconstruction. The contrast in both images is a modulated V1, according to Rahe et al. Note that the unit cells, determined using the SPIP analysis software, appear distorted due to imaging drift.

We attributed these steps to the presence of adsorbed Na⁺ ions that are removed by the tip as it approaches the surface. The poor reproducibility between different curves in 10mM NaCl is expected to be due to the weak adsorption of the ions on the surface, leading to different trajectories of the tip as it expels them from the tip-sample gap. The ease with which the Na⁺ ions could be removed suggests that they are not directly adsorbed onto the calcite surface, but separated by at least one layer of water molecules, consistent with the idea of a strongly hydrated calcite surface. Hydrated Na⁺ ions would have to pay a significant energy corresponding to the partial loss and restructuring of the hydrations shell in order to penetrate calcite’s solvation structure.

![Image](image2.png)

**Fig. 5.8:** Amplitude and phase vs. distance curves (10 curves in each case) obtained in ultrapure water and 10mM NaCl. The curves were acquired immediately after imaging. One representative curve is highlighted in red in each case.
**AFM of calcite in Rubidium Chloride**

In order to further substantiate our findings, we repeated the previous experiments using RbCl as salt. The choice of RbCl is motivated by the large cation size and the loose hydration shell. The dehydration argument developed for the Na\(^+\) ions, if true, should allow Rb\(^+\) ions to sit even closer to the calcite’s surface. Moreover, AFM results obtained with Rb\(^+\) ions may provide a point of comparison for future X-Ray reflectivity experiments where Rb\(^+\) ions are usually preferred.\(^{17}\) The main results are presented in Fig. 5.9.

![Fig. 5.9: Calcite’s (1014) surface imaged in RbCl. The color scales and image presentations are as for Fig. 5.6. At 10mM (A), additional protrusions in the unit cell of the calcite crystal are visible along the [010] direction (red arrows). When increasing the RbCl concentration, the protrusions progressively merge together and the interpretation of the height contrast becomes difficult. At 100mM (B), a reconstruction of the surface is visible with a lattice periodicity doubled in both the [010] and [101] directions. White arrows indicate the [010] direction.](image)

The evolution of the imaging contrast of the calcite (1014) surface as a function of the RbCl concentration is presented in the Fig. 5.10. In each case, several unit cells are superimposed to the image. The unit cells appear sometimes distorted (parallelogram) due to uncorrected imaging drift. At low RbCl concentration (<5 mM) the surface of calcite was similar to the situation in equilibrated pure water (Fig. 5.10A). In the absence of added salt (see e.g. Fig. 5.1B), the unit cell of calcite (1014) usually contains two protrusions when imaged by AFM. When adding RbCl a consistent deviation from the “classical height contrast” could be observed with the appearance of an extra protrusion within the unit cell (pointed with red arrows in both Fig. 5.9 and 5.10).

![Fig. 5.10: AFM imaging of calcite (1014) surface in RbCl. The topography appears in blue and the phase in yellow color scale. The white arrows indicate the [010] direction, and the white parallelograms indicate the unit cells. The images were taken in 1mM (A), 10mM (B and C), 50mM (D) and 100mM (E and F) RbCl solutions. Occasional extra protrusions in the surface unit cells are indicated with red arrows. The scale bar is 2 nm in every image.](image)
At 10 mM RbCl (Fig. 5.10B and C), this effect was already visible on the surface. The new protrusions, attributed to Rb\(^+\) ions, were not always observed and it was generally possible to find unaffected unit cells within the same image (Fig. 5.10B and C). These Rb\(^+\) ions were visible at low concentration when the ‘row pairing’ contrast was still detected. The location of Rb\(^+\) coincided with that of Na\(^+\) ions in the previous experiments (Fig. 5.9A, red arrows) following the reconstructed surface and adsorbing every other oxygen row along the [010] direction. However, in this case, the cations induced a clearer and better-defined contrast. Adsorbed Rb\(^+\) ions were also more resistant to the scanning AFM tip, consistent with the dehydration argument in which ions possessing a looser hydration shell reside closer to the calcite surface.

At 50 mM (Fig. 5.10D) the image contrast became difficult to interpret and harsh imaging conditions were necessary to reveal the underlying calcite structure. The extra Rb\(^+\) protrusions were still visible within the unit cell (red arrows in Fig. 5.10D). Interestingly, the protrusion often appeared to merge with one of the neighboring oxygen atom, effectively becoming a unique larger hydration structure.

Finally, at 100mM RbCl (Fig. 5.10E and F) the unit cell appeared completely different and substantially larger (almost doubled in size). This observation indicates that a reconstruction is occurring at higher salt concentration, making it difficult to identify the structure of the calcite surface underneath, regardless of the imaging conditions (Fig. 5.10F). Generally, for all the images obtained in RbCl (beside at very low concentrations) it is very difficult to apply the categorization proposed Rahe et al.\(^{30}\) to describe the AFM contrast. This suggests that the ions in this case have a strong effect on the imaging process.

These results confirm the trend observed with NaCl and support the idea that hydration effects dominate the energy required for ions and charged molecules to approach the surface of calcite.

![Fig. 5.11: Schematic representation of the calcite (10\(\overline{4}\))–water interface structure in the presence of Rb\(^+\). Image taken from Ref. [49]. Vibrational ellipsoids show 50% probability regions (Ca – blue, O – red, C – grey, oxygen of the 1\(^{st}\) water layer – orange, oxygen of the 2\(^{nd}\) water layer – yellow, Rb – different shades of turquoise). The calcite (10\(\overline{4}\))–water interface is shown from two perspectives. The left side shows a projection along the [010] direction and the right side shows a projection along the [\(\overline{4}\overline{2}\)1] direction. Both perspectives contain the Rb\(^+\) adsorption species according to models presented in Ref. [49]. The right image additionally contains the Rb\(^+\) species corresponding to single complexation model that was later refined with the three complexation-model as described in the text.]

Recently, after the publication of our results in RbCl, Heberling et al.\(^{49}\) performed a resonant anomalous X-ray reflectivity (RAXR) measurement of the (10\(\overline{4}\)) calcite surface in 10mM and 5mM RbCl solutions. Interestingly, these results confirm our AFM data. They found that Rb\(^+\) ions could form inner-sphere complexes on the calcite surface. There are though three distinct Rb\(^+\) adsorption species: one is located 1.2 Å above the surface, the second associated with surface adsorbed water molecules at 3.2 Å above the surface, and the third adsorbed in an outer-sphere fashion at 5.6 Å distance (see Fig. 5.11). Accordingly to the data, the different contrast observed
in the AFM images of Fig. 5.10 could be explained as the predominance of one of the three complexation sites on the other on the specific location imaged by the AFM tip. In particular a different effect can be expected in the contrast formation between the two closest complexation sites at the calcite surface reflecting the two possible contrasts observed in the Fig. 5.10.

**AFM of calcite in Calcium Chloride.**

High concentration of calcium can be found in seawater as well as in certain rivers, prompting us to investigate the surface of calcite in presence of CaCl₂. Furthermore, when at equilibrium in water, calcium ions dissolve from the calcite, typically reaching concentrations of 0.4 mM under normal atmospheric conditions. Since Ca²⁺ is a divalent ion, the solvation shell is bigger and more strongly bound than that of monovalent cations. Ca²⁺ can therefore be expected to pay a larger energy penalty of dehydration than Na⁺ and Rb⁺ to reach the surface of calcite. AFM images of the calcite surface in CaCl₂ are presented in Fig. 5.12.

At 1 mM CaCl₂ (pH 8.1±0.1), the ionic strength of the solution is higher than the corresponding one in monovalent salts but still comparable to that naturally present in ultrapure water after equilibration. At this concentration the surface do not show significant deviations from the contrast observed in equilibrate water (Fig. 5.12A).

![Fig. 5.12: Calcite’s (10̄4) surface imaged in CaCl₂. At 1mM (A), the surface of calcite appears similar than in water. The contrast in (A) is a modulated L₆⁵+V₁, according to Rahe et al. At 10mM tip-induced effects become important and two consecutive AFM images acquired from top to bottom (B) and bottom to top (C) can look different, although the underlying symmetry is preserved. The full white arrows indicate the [010] direction and the large dotted arrows in (B) and (C) indicate the direction of the slow scan axis.](image)

At 10 mM CaCl₂ (pH 7.7±0.1), the calcite surface appeared different, with lines following the crystal lattice instead of distinct surface atoms (Fig. 5.12C). Although the imaged structure is correlated with calcite’s lattice, it is clearly influenced by the scanning tip in fact two images acquired consecutively show different structures (Fig. 5.12C). In Fig. 5.12C, the familiar ‘row pairing’ is recovered toward the end of the image acquisition (upper part). This result indicates that the divalent Ca²⁺ ions interact more weakly with the surface of calcite than the monovalent Na⁺ and Rb⁺ ions, which is consistent with a dehydration-dominated interaction. As a result, the AFM tip can easily push the loosely adsorbed but strongly hydrated Ca²⁺ ions as it scans across the surface. It is important to note that in the same locations also Cl⁻ ions are supposed to adsorb which complicates the interpretation of the results. The charge distribution at calcite’s surface then becomes a guiding potential landscape for the ions, which tend to follow preferential directions (the lines) when confined between the tip and the crystal. The negative surface charge of the SiN tip will also affect divalent Ca²⁺ ions more than monovalent ions. This suggests that the resulting images can be seen as maps of calcite surface potential probed by tip-bound hydrated Ca²⁺ ions.

**5.1.4 General Discussion of the system**

The calcite-ionic solution interface is more complex than the systems examined so far in this thesis. The surface is dynamic and the ions can reside on different complexation sites. Proper coverage quantification like that performed in Chapter 3 would be much more challenging here
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and our analysis is therefore rather qualitative than quantitative. Despite these complications we were able to extract valuable information on the system. Moreover the results were recently confirmed by independent experimental measurements. The MD-simulations were in good agreement with the experimental results, particularly when taking into account the difference in the hydration shell of Na\(^+\) and Ca\(^{2+}\) ions. The coordination numbers of water molecules (around 6 for Na\(^+\) and 8 for Ca\(^{2+}\)) showed a larger hydration shell for Ca\(^{2+}\). This is consistent with the fact that a higher energy barrier has to be overcome in order to get closer to the calcite-water interface. The simulations results also indicated two highly ordered water layers at a distance of 222 pm and 330 pm from calcite’s surface. These water layers prevent the ions in solutions to approach the surface over flat areas; the main mechanism originates from the energy penalty that the ions have to pay for the removal of the hydration shell as they traverse the ‘ice-like’ water layers. A second mechanism may also play a role: the ordering of the water layers creates an alternation of positive and negative charges in the direction perpendicular to the surface, due to the oxygen and hydrogen atoms of the oriented water molecules. This alternation creates a modulation of the free energy barrier experienced by ions that are approaching the surface. The barrier, observed in simulations studies, depended mainly on the ion charge density. Monovalent cations experienced a lower free energy barrier compared to divalent ions, but the nature of the considered ions has to be taken into account when considering the dehydration energy penalty. Our AFM results suggested that sodium and rubidium ions are favorable in the interaction with the calcite surface compared to calcium and could approach closer to the surface. Our images also provided preferential locations for these ions to adsorb on calcite. These findings were confirmed by MD-simulations in the case of sodium and calcium.

Based on the MD-simulations, we were able to compute the residence time of the different ions within a certain distance from the calcite surface (vertical mobility). The distance was selected to match maxima in the density peak of the considered type of ion (see Fig. 5.4B). Although the derived numbers must be considered cautiously, they provide a good point of comparison for differences in mobility between the considered ionic species close to calcite’s surface. Calcium ions resided approximately 750 ps at their density peak (\(~550\) pm from the calcium atoms of the calcite surface). For chloride ions the residence was around 475 ps at the first peak (\(~480\) pm from the calcium atoms of the calcite surface) while sodium ions remained for more than 5 ns at their first density peak (\(~290\) pm from the calcium atoms of the calcite surface), which exceeds the duration of the entire simulations run. Estimation of the ions lateral mobility when ‘trapped’ in the first water layers of the calcite surface were difficult to derive. We estimated that the diffusion coefficient for sodium ions was decreased by at least a factor 200 with respect to the bulk value. In the case of calcium ions the lateral diffusivity was only of one order of magnitude lower than that of the bulk value and 1 order of magnitude larger than the lateral diffusivity of sodium ions in the first density peak. These observations are consistent with the differences observed in the AFM images where the possibility to distinguish single ions seems to be a prerogative of the monovalent Na\(^+\) and Rb\(^+\).

Our results also bring new insight into the important problem of the electrical double layer at the surface of calcite. This model defines the Stern layer as the plane where the outer-sphere complexation of ‘adsorbed’ ions is located (see Chapter 4). The determination of the thickness of the Stern layer, and particularly the position of the OHP is essential for the modeling of the EDL. Our results showed that the position at which the complexation with the calcite surface takes place depends substantially on the type of ion. The Na\(^+\) ions are able to come closer to the surface while Ca\(^{2+}\) and Cl\(^-\) ions stay further away. It is important to note that continuum classical theory often falls short in the explanation of interfacial phenomena at the nano-scale, thus highlighting the necessity to consider the aforementioned specifics of hydration. In this section we explored the interface between calcite (10T4) and different ionic solutions combining AFM experiments and MD-simulations. The surface of calcite is strongly hydrated and the approaching ions have to pay a substantial energy penalty incurred by the loss or restructuring of the hydration shell when traversing calcite’s ice-like hydration layers. In the next section I will concentrate on edge effects where calcite’s solvation structure is known to break down and where
different ions can interact directly with the surface.55,56

5.2 Growth and dissolution process of calcite

AFM’s ability to probe samples locally with atomic-level resolution and in liquid has established the technique as a tool of choice to study calcite growth and dissolution in different saline and pH environments.23,24,31,33,36,57-60 In-situ real-time AFM experiments have explored the nucleation and kinetics of surface kinks and steps40 as a function the Ca\(^{2+}\) to CO\(_3\)\(^{-}\) concentration ratio, a factor often used to characterize oceanic and continental waters that are super-saturated with calcite.61 The presence of different background electrolytes62 as well as particular ions such as Li\(^+\), Sr\(^{2+}\), Mg\(^{2+}\) and Ba\(^{2+}\) have been shown to influence the progression of acute or obtuse steps, sometimes even specifically.18,24,56,58,63-65 Organic molecules can have similar effects on the surface of calcite,4,66 with obvious consequences for bio-mineralization and oil extraction (see Chapter 6).

In this section I will examine the hydration properties of two types of steps present on the (10\(\overline{4}\)) calcite surface (subsection 5.2.1). I will then present the real-time growth and dissolution processes of the surface observed by AFM in ionic solutions at different concentrations (subsection 5.2.2). I use the term ‘brine’ to refer to ionic solutions with compositions and concentrations that mimic seawater. The use of this term, as opposed to simple ionic solutions, stresses the geochemical relevance of the processes examined. I will explore the effect of brines on the growth and dissolution of the calcite’s surface, with particular attention to the role of specific ions in this process (subsection 5.2.3).

5.2.1 Hydration properties at the calcite’s steps

The hydration properties of the calcite (10\(\overline{4}\)) surface along flat areas prevent the direct interaction of Ca\(^{2+}\) and carbonate ions with the surface. The growth and the dissolution processes are nonetheless observed experimentally and well documented. This indicates that the ionic constituent of the crystal must somehow leave the crystal or be reabsorbed on the surface. This happens at step edges, where the water adsorbed has significantly different properties from the ones of flat terraces. This difference is directly visible in the AFM image presented in Fig.5.13 obtained in equilibrated water. A step on the (10\(\overline{4}\)) calcite surface is visible and the atomic structure is recognizable. An area of several nanometers with a higher crystal-water affinity is clearly evident in the phase image (Fig.5.13B), related to the effective work of adhesion between solid and liquid molecules.

![Fig. 5.13: AM-AFM of a calcite step in aqueous with atomic-level details. (a) topographic image, (b) water-calcite affinity (effectively work of adhesion) extracted from the AFM data (see Section 1.4). The scale bar corresponds to 5 nm. Images and data analysis done by Kislon Voitchovsky and published in Ref. [67].](attachment:fig513.png)
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The surface chemistry and crystal structure have a direct influence on the restructuring behavior of calcite, including the mechanisms by which trace elements are incorporated and released. To reach equilibrium, the crystal restructuring itself through growth and/or dissolution processes. A mineral dissolves if the contacting solution is undersaturated and crystallizes if the solution is supersaturated with respect to the solid phase. The surface changes can be predicted by calculating the brines saturation indices (using for example the PHREEQC software,\(^\text{68}\)). The saturation index (SI) is defined as the logarithm of the ratio between the ion activity products and the equilibrium constant of a certain mineral. Negative SI corresponds to an unsaturated solution respect to the specific mineral; positive values correspond to a supersaturated solution. Situations where SI=0 correspond to the equilibrium. The commonly used conceptual model for dissolution and growth of calcite starts with the nucleation of kink/antikink pairs on the step, followed by lateral retreat and formation of the individual kinks along it until they annihilate or reach a corner terminating the step.\(^\text{60,69}\) The typically observation by AFM that dissolving steps remain straight, suggests that the single kinks propagate along the step much faster than new kink/antikink pairs form; otherwise a wavy step would be produced.\(^\text{40}\) Different is the situation when impurities are present in solution, as we will see in subsection 5.2.3.

During growth and dissolution, the (10\,\overline{4}) calcite surface contains four types of step edges that reflect the rhombohedral symmetry of the crystal. These steps are parallel to the [44 1], [4 8 \,\overline{1}), [\overline{4} \,4 \,1]_+, and [4 \,8 \,\overline{1}]_+ directions (Fig. 5.14A). The subscripts + and - follow the convention used by Agudo et al.\(^\text{18}\). These steps differ in local atomic arrangement and are named obtuse (+) and acute (-) depending on the angle they form with the underling surface layer. The structurally equivalent [4 \,4 \,1]_+ and [4 \,8 \,\overline{1}]_+ steps intersect the bottom of the lower crystallographic plane at an angle of 78\(^\circ\), whereas the [\overline{4} \,4 \,1]_+ and [4 \,8 \,\overline{1}]_+ steps at an angle of 102\(^\circ\) (Fig. 5.14B).\(^\text{18}\) Non-equivalent steps show a remarkable kinetic anisotropy during the restructuring processes\(^\text{18,57}\) that reflects differences in structural and hydration properties.

![Fig. 5.14: Sketch showing non-equivalent steps on the calcite (10\,\overline{4}) surface along the [4 \,4 \,1]_+, [4 \,8 \,\overline{1}]_+, [\overline{4} \,4 \,1]_-, and [4 \,8 \,\overline{1}]_- directions. Obtuse (+) and acute (-) steps form respectively an angle of 102\(^\circ\) and 78\(^\circ\) with the lower surface plane.](image)

After cleavage, relaxation changes the atomic structure of the surface: ions constituting the crystal are drawn into the bulk, further opening each step. For the obtuse step, the two distinct CO\(_3\) anions rotate such that the orientations with respect to the surface plane become very similar, contrarily to acute step, where the orientations remain different. The calculated step energies show that the obtuse step is energetically favored and imply that they are more abundant on freshly cleaved surfaces.\(^\text{40}\) The difference in the energy between the two types of steps translates into a different interaction with the water molecules once the surface is put in contact with an ionic solution. Lardge et al.\(^\text{70}\) found that water molecules bind more strongly to acute than to obtuse steps, confirming that the latter are more stable. Moreover, water molecules were found to exhibit very strong binding to surface vacancies.\(^\text{70}\) Wolthers et al.\(^\text{47}\) found subtle differences in hydrogen bonding around acute versus obtuse edges and corners. These subtle differences translate into markedly different charging behavior versus pH. Therefore the results show that the reactivity of calcite’s surface is directly related to surface topography. Similar results were found by Andersson et al.\(^\text{48}\). These
differences in hydration properties between acute and obtuse steps play a fundamental role when the calcite surface and the contacting ionic solution are out of equilibrium.

**Dissolution process**
The dissolution process consists in the progressive erosion of material from the preexisting steps or from the newly formed etch-pits nucleated at dislocations. The result is a layer-by-layer removal of material from the mineral surface. Mineral dissolution rates can be controlled by the kinetics of the surface reactions and/or by the mass transport of the dissolved species from the crystal surface. The slowest of these processes controls the kinetic. Mass transport is commonly important at acidic pH, whereas surface reaction kinetics generally control calcite dissolution in far-from-equilibrium conditions (highly undersaturated, SI << 0) at neutral or slightly alkaline pH values. During dissolution, the local pH of the solution may vary even non-homogenously from the surface to the fluid. The maintenance of this gradient would also depend on the flow rate of the solution. The steps’ retreat velocities are extremely sensitive to experimental conditions: pH, the degree of supersaturation, the solution composition, Ca$^{2+}$ to CO$_3^{-}$ concentration ratio, ionic strength and the presence of organic matter adsorbed on the surface (see Chapter 6). Generally obtuse steps have higher retreat velocity than acute steps, but even this phenomenon is highly system and condition-specific.

**Growth process**
In-situ observations by AFM have confirmed that calcite growth takes place by the spreading of pre-existing steps, or by two-dimensional surface nucleation. Teng *et al.* showed that the crystal growth mechanism depends on how far from equilibrium the calcite crystal and the ionic solution are. Close to equilibrium, growth takes place by the advancement of steps emerging from surface defects, including screw dislocations. However, once a threshold supersaturation is exceeded, two-dimensional nucleation becomes an increasingly important mechanism of the growth process. Perdikouri *et al.* found moreover that, for a given supersaturation, the maximum calcite growth rate occurs in a non-stoichiometric solution with a calcium/carbonate activity ratio close to two. These observations suggest that calcium ions have lower integration frequencies than carbonate ions during growth. The cation attachment is the rate-limiting process since they dehydrate at slower rates than carbonate ions. Recent studies by Larsen *et al.* have shown that the velocities of acute and obtuse step spreading have different sensitivities to solute activity ratios. This anisotropy in obtuse and acute step kinetics is most probably due to differences in step hydration and the processes controlling the kink formation and spreading. Obtuse step advancement may be controlled mainly by the availability of calcium in solution, whereas acute step advancement may be governed by kink-site nucleation and ultimately by the hydration of carbonate groups at the surface. This effect is important when ionic species other then Ca$^{2+}$ and CO$_3^{-}$ are present in solution, thus competing with them during the restructuring process (see section 5.2.2).

### 5.2.2 Growth and Dissolution process
If the ionic solution and the calcite crystal are out of equilibrium the surface restructures by growing or dissolving. We experimentally monitored these effects by creating 3 types of brines with different concentrations and compositions.

<table>
<thead>
<tr>
<th></th>
<th>Brine1 (g/l)</th>
<th>Brine2 (g/l)</th>
<th>Brine3 (g/l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaCl</td>
<td>126.41</td>
<td>164.64</td>
<td>164.64</td>
</tr>
<tr>
<td>KCl</td>
<td>-</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>CaCl$_2$ × 2 H$_2$O</td>
<td>53.19</td>
<td>60.81</td>
<td>60.81</td>
</tr>
<tr>
<td>MgCl$_2$ × 6 H$_2$O</td>
<td>27.17</td>
<td>18.63</td>
<td>18.63</td>
</tr>
<tr>
<td>SrCl$_2$ × 6 H$_2$O</td>
<td>-</td>
<td>-</td>
<td>3.96</td>
</tr>
<tr>
<td>Na$_2$SO$_4$ × 10 H$_2$O</td>
<td>0.35</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>NaHCO$_3$</td>
<td>0.22</td>
<td>0.12</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Table 5.1: Salt composition of the different brines.
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Throughout the text, I will consistently refer to these brines as Brine1, Brine2, etc. The composition of the brines was suggested by Shell petroleum in the framework of a collaboration. All these brines have a positive SI for the calcite, hence promote the growth once in contact with the crystal. To explore the effect of the dissolution process, the brines have been diluted several times during the course of an experiment, until reaching negative SI. Thoughout the text I will refer to diluted brines as e.g. Brine1_×20 for a 20 times dilution of Brine1.

In this subsection I will present the experiments in which the evolution of the calcite crystal is monitored in real time in Brine1 as a function of the concentration. The brine was injected into the fluid cell of the AFM and the sample was subsequently imaged in liquid. Using a syringe system it was possible to exchange the liquid on the sample and progressively dilute the concentration while following the topological evolution of the same area of the sample (Fig.5.15).

**Growth and dissolution in Brine1**

In Table 5.2 we present the values of pH and ionic strength of Brine1 as measured and calculated with the program PHREEQC. In the first row we present the measured values of pH for the different brine dilutions. In the second row are listed the pH values calculated with PHREEQC for the different dilution of the Brine1 before the equilibration with the calcite crystal while in the third row the same values obtained after the equilibration process.

<table>
<thead>
<tr>
<th></th>
<th>Equilibration with Calcite</th>
<th>Brine1</th>
<th>×2</th>
<th>×5</th>
<th>×10</th>
<th>×20</th>
<th>×50</th>
<th>×10²</th>
<th>×10³</th>
<th>×10⁴</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>measured</td>
<td>no</td>
<td>6.8</td>
<td>7.3</td>
<td>7.7</td>
<td>7.5</td>
<td>8.1</td>
<td>7.3</td>
<td>7.4</td>
<td>6.3</td>
</tr>
<tr>
<td>pH</td>
<td>calculated</td>
<td>no</td>
<td>7.8</td>
<td>7.8</td>
<td>7.6</td>
<td>7.4</td>
<td>7.2</td>
<td>6.9</td>
<td>6.6</td>
<td>5.8</td>
</tr>
<tr>
<td>pH + calcite calculated</td>
<td>yes</td>
<td>7.0</td>
<td>7.2</td>
<td>7.4</td>
<td>7.6</td>
<td>7.7</td>
<td>7.8</td>
<td>7.9</td>
<td>8.2</td>
<td>8.2</td>
</tr>
<tr>
<td>Ionic strength</td>
<td>no</td>
<td>3.6</td>
<td>1.8</td>
<td>0.73</td>
<td>0.36</td>
<td>0.18</td>
<td>7.3 ×10⁻²</td>
<td>3.6 ×10⁻³</td>
<td>3.7 ×10⁻⁴</td>
<td></td>
</tr>
<tr>
<td>Ionic strength + calcite</td>
<td>yes</td>
<td>3.6</td>
<td>1.8</td>
<td>0.73</td>
<td>0.36</td>
<td>0.18</td>
<td>7.4 ×10⁻²</td>
<td>3.7 ×10⁻³</td>
<td>5.0 ×10⁻³</td>
<td>1.8 ×10⁻⁴</td>
</tr>
</tbody>
</table>

**Table 5.2:** pH values (measured and calculated with PHREEQC) and ionic strength (expressed in molality, calculated with PHREEQC) of different dilutions of Brine1 equilibrated or not (see second column) with a calcite crystal.

Calculations with PHREEQC indicate that, at equilibration with ultrapure water, the concentration of the ions in solution at atmospheric pressure is 1.5 ×10⁻³ molal of ionic strength and pH 8. This means that the highest dilution had a lower starting concentration of ions than at equilibrium with calcite. The composition of the 1,000 and 10,000 times diluted brine after the equilibration is dominated by ions dissolved from the calcite.

<table>
<thead>
<tr>
<th>Phase/SI</th>
<th>Brine1</th>
<th>×2</th>
<th>×5</th>
<th>×10</th>
<th>×20</th>
<th>×50</th>
<th>×10²</th>
<th>×10³</th>
<th>×10⁴</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aragonite CaCO₃</td>
<td>1.61</td>
<td>1.08</td>
<td>0.27</td>
<td>-0.39</td>
<td>-1.08</td>
<td>-2.03</td>
<td>-2.79</td>
<td>-5.12</td>
<td>-6.44</td>
</tr>
<tr>
<td>Calcite CaCO₃</td>
<td>1.76</td>
<td>1.22</td>
<td>0.41</td>
<td>-0.24</td>
<td>-0.93</td>
<td>-1.89</td>
<td>-2.64</td>
<td>-4.98</td>
<td>-6.30</td>
</tr>
<tr>
<td>Dolomite CaMg(CO₃)₂</td>
<td>3.41</td>
<td>2.25</td>
<td>0.59</td>
<td>-0.75</td>
<td>-2.14</td>
<td>-4.07</td>
<td>-5.58</td>
<td>-10.25</td>
<td>-12.90</td>
</tr>
</tbody>
</table>

**Table 5.3:** Saturation Indices of different dilutions of Brine1 calculated with PHREEQC program.
As visible in Table 5.3, Brine1 is promoting the growth of the calcite crystal up to a \( \times 5 \) dilution. As soon as in contact with Brine1\(_{\times 10}\) the calcite crystal is expected to dissolve. The trend is confirmed experimentally in Fig. 5.15: the surface of the crystal is growing until in contact with Brine1\(_{\times 5}\) where the surface is almost microscopically stable in time. As soon as Brine1\(_{\times 10}\) is injected the surface starts to dissolve: the steps recede and the classical etch-pits appear the surface. The fact that the calculated SI and the experimental observation coincide so well is probably to be attributed to the extremely stable and well-sealed liquid cell of the Cypher-ES used for this experiment (see section 5.3). Experiments conducted with other AFM systems such as the Veeco Multimode did not allow such a good agreement between the experiments and the theoretical SI.

**Fig. 5.15:** Real time dissolution and growth of the calcite surface exposed to different dilutions of the Brine1. Images from (A) to (D) correspond to different moments after the injection of Brine1. Images (E) and (F) were acquired after the injection of Brine1\(_{\times 2}\), images (G) and (H) after the injection of Brine1\(_{\times 5}\); (I) and (J) after injecting Brine1\(_{\times 10}\); (K) after the injection of Brine1\(_{\times 20}\) and (L) after the injection of Brine1\(_{\times 50}\). The acquisition time relative to the respective brine injection is indicated on the right-bottom of the image. From image (A) to (H) the growth process is monitored while for Brine1\(_{\times 10}\) (I) dissolution of the surface starts to take place instantaneously after injection. The scale bar in the images correspond to 1 µm while the color scale is 3.5 nm. The images are not drift corrected.

### 5.2.3 Influence of different ions on the growth-dissolution process

In Fig. 5.16 the same area of the sample is presented at two consecutive times when exposed to Brine2 (Fig. 5.16A and B) and Brine3, respectively (Fig. 5.16D and F). In the case of Brine2 the growing monoatomic steps appear more regular compared to the one of Brine3 in which simply SrCl\(_2\) was added in solution.
At high concentrations \((c > 2 \times)\), not only calcite but also Aragonite \((\text{CaCO}_3)\), a mineral polymorphic to calcite, Dolomite \((\text{CaMg(CO}_3)_2)\) and in the case of Brine3 also Strontianite \((\text{SrCO}_3)\) can grow due to positive SI. We believe that the presence of a calcite crystal in contact with the solution favors growth of calcite on the surface, but we cannot exclude the presence of some \(\text{Mg}^{2+}\) and \(\text{Sr}^{2+}\) ions in the newly formed crystal.\(^{68}\)

The presence of impurities can have two possible effects on the growth process, depending on the model considered: the ‘impurity-incorporation’ model assumes that the impurities are incorporated into the crystal during the growth process, while the ‘step-pinning’ model predicts a decrease of the advancing velocity of steps due to impurities adsorbing at step-edges.\(^{18}\)

The ‘impurity-incorporation’ model predict that the impurities incorporated into the calcite structure decrease the solubility of the solid phase (compared to the pure calcite crystal) since the ‘foreign’ ions destabilize the lattice.\(^{68}\) As a result, the supersaturation of the aqueous solution with respect to an impurity mixed-surface layer will be lower thus implying that the growth step velocity will always be below that in the pure system. \(\text{Mg}^{2+}\) has shown to obey to this model.\(^{68}\)

This is the reason why we noticed in our experiment that the freshly grown material (calcite mixed with impurities) dissolves first and fast when the saturation index decreases. At sufficient dissolution, the surface will appear as it was before the growth process had taken place.

The step-pinning model assumes that impurity adsorption at kink sites on step edges causes the pinning of the steps hindering further advancement. If the impurity concentration is high enough, steps fail to advance and no growth occurs, thus producing a dead zone. Impurity adsorption is a reversible process in this model. When a threshold supersaturation is reached, adsorbed impurities are removed from the mineral surface, allowing growing steps to rapidly reach the velocity characteristic of the pure solid at this concentration. Unlike \(\text{Mg}^{2+}\) ions, \(\text{Sr}^{2+}\) ions follow the step-pinning model, resulting in a highly irregular growth process as seen in Fig. 5.16D and F. We attribute the appearance of these flowery-shaped steps in Brine3 to the introduction of this \(\text{Sr}^{2+}\)
ion. Incorporation of Mg$^{2+}$, and to a certain extent Sr$^{2+}$ in the newly formed crystal cannot be excluded, but Sr$^{2+}$ ions show a drastic effect on the morphology of the calcite steps. In our experiments we noticed that the two directions of faster dissolution (for all the brines) correspond to the acute steps, while the obtuse steps dynamic is much slower. This kind of behavior is anomalous and contradicts the usual reported trend for calcite dissolution, although the similar observations have previously been reported in the presence of Mg$^{2+}$, even at very low concentrations. Other ions such as K$^+$ have been reported to increase the spreading rate of both acute and obtuse steps. While SO$_4^{2-}$ is known to induce elongation of the each pits, Mg$^{2+}$ dominates ionic effects on the morphology of the crystal (rounding of the obtuse/obtuse corner of etch pits and determines of the preferred dissolution directions. Studies have also shown that magnesium has a strong preference for acute steps if surface reactivity is the growth-limiting factor, as shown by morphological changes of the grown features in the presence of this ion. In contrast, when calcite growth is controlled by mass transport, magnesium tends to preferentially incorporate at obtuse steps.

5.3 Materials and Methods

5.3.1 MD-simulations of ions on calcite

From previous experiments and simulations, the coordinates of the atoms were obtained within a single unit cell in the calcite crystal with the (10$\bar{4}$) plane exposed. A calcite crystal of 14x14x14 unit cells was constructed with a final dimension of 105x64x40 Å$^3$. As the molecules that make up the calcite-water system (carbonate, calcium, water and ions) are of biological nature, the empirical force field CHARMM was used in all computations, which were carried out using the molecular dynamics code NAMD. After the creation of the initial calcite crystal, several short minimization and relaxation simulations were performed to stabilize the system. Once a stable calcite crystal was obtained, the system was solvated on the side of the (10$\bar{4}$) plane, keeping the periodic boundaries in mind. Approximately 68,000 water molecules were introduced to the system, enlarging the z-dimension to 108 Å. Besides water molecules, also 100 ion-pairs (either NaCl or CaCl$_2$) were added to the water phase of the system, giving a molarity of ~250 mM. For each ion-pair 10 different set-ups were constructed to improve statistical accuracy, each with the 100 pairs placed at different random locations and different initial velocities. Besides short minimization and equilibration runs, the production run covered 5 ns in real time at ambient conditions (310 K and 1 bar). The simulations were run in parallel on a typical Linux commodity cluster. Analysis of the simulations were performed either visually using VMD or numerically using the Python library MDAnalysis and Matlab.

5.3.2 Sample preparation for AFM in the experiments of ion adsorption at flat surfaces

Optically clear Island Spar calcite samples were used for this study. The samples were cleaved with a razor blade and incubated in ~15ml of the relevant aqueous solution for more than 24 h before being used so as to allow the system to equilibrate. All the solutions were prepared with ultrapure water (18.2 ΩM, < 4 ppm organics, Merck-Milipore, Billerica, MA, USA) and a solution-specific type of salt, NaCl, CaCl$_2$ or RbCl. In order to ensure that equilibrium was effectively reached, we measured the pH of the solution after equilibration and found to be in agreement with corresponding theoretical calculations (by the software PREEQC). The samples were then mounted onto a stainless steel support and loaded into the AFM. Attention was paid to always keep the surface of calcite in contact with liquid from the equilibrated solution. More solution (~150 µl) was added prior to imaging.
When calcite is equilibrated with ultrapure water, the ionic strength of the resulting solution is typically $1.5 \times 10^{-3}$ in normal atmospheric conditions, mainly due to the presence of dissolved calcium and carbonate ions in the solution. Although the AFM images obtained under these conditions (Fig. 5.1) appear comparable to results achieved in ultra high vacuum, the dissolved ions may still play a role in the imaging and interact with the negatively charged AFM tip. In order to avoid any ambiguity in the interpretation of the AFM results, we systematically varied the ionic concentration of the salt so as to identify consistent trends. This strategy also allows a more robust comparison of the results in the different salts.

All the AFM measurements were carried out in liquid with a commercial Multimode Nanoscope IIIA (Digital Instruments, now Brucker, Santa Barbara, CA, USA) equipped with an external lock-in amplifier. We used standard silicon nitride cantilevers (RC800-PSA, Olympus, Japan) with a nominal stiffness $k_c = 0.76$ N/m. The cantilevers were mounted in a fluid cell and fully immersed into the liquid for the experiment. The system was allowed to thermalize at room temperature (24±2°C) for 30 to 60 minutes before acquiring any data so as to minimize drift. The liquid cell was equipped with an O-ring to limit evaporation of the liquid and imaging conditions were routinely kept stable for several hours without need for adding liquid into the cell. The AFM was operated in amplitude-modulation mode (‘tapping’ in the AFM commercial software) with free amplitudes $A_0$ typically smaller than 1.5 nm and imaging amplitudes $A$ so as to keep the setpoint ratio $A/A_0$ as high as possible (typically $A/A_0 \geq 0.8$). Operated in these conditions, the AFM tip mostly probes the interfacial liquid interacting with the surface of the solid, without directly and significantly interacting with the solid itself. The images therefore represent the solvation structure formed by the water and the adsorbed ions at the surface of calcite. The phase images provide an indication about the local solvation free energy with darker contrasts revealing local maxima.

Image analysis was performed using SPIP (Image Metrology, Denmark). The images were flattened and lightly low-pass filtered. Amplitude and phase versus distance curves were acquired in each experiment and subsequently analyzed using routines programmed in Igor Pro (Wavemetrics, Lake Oswego, OR, USA).

5.3.3 Sample preparation for AFM in the experiments of growth and dissolution

Optically clear natural calcite samples were used for this study. The samples were cleaved with a razor blade to expose the (104) surface. Immediately after cleaving the samples were imaged in the desired brine concentration. The calcite samples were attached on a metallic disk (SPIP supply) to be mounted on the AFM stage. Two strategies were normally used: in the first case the bare samples were cleaved and in a second moment attached to the magnetic disks with some carbon tape. In the second case we attached the samples on the metallic disk using 5 min epoxy glue (Araldite, Denver, USA). After complete curing of the glue, the samples were cleaved to expose a fresh surface. This strategy avoided contamination of the surface and provided a good stability during the imaging process. We generally suggest the use of the second method if possible because it provides a better stability during the imaging process.

The supersaturated solutions reflect some typical brines’ compositions used for reservoir flooding and were suggested by Shell. The desired amount of different salts (Sigma Aldrich, St Louis, MO 63103, USA) was dissolved in ultrapure water (Milli-Q, 18.2 MΩ, <4 ppm TOC, Merck-Milipore, Billerica, MA, USA) and are listed in Table 5.1.

All the experiments were performed at room temperature. The experiments performed with Brine2 and Brine3 were carried out with a commercial Multimode Nanoscope IIIA (Digital Instruments, now Brucker, Santa Barbara, CA, USA) equipped with an external lock-in amplifier. For these experiments we used standard gold coated silicon nitride cantilevers (RC800-PSA, Olympus, Japan) with a nominal stiffness $k_c = 0.76$ N/m. The cantilevers were mounted in a fluid cell. The desired brine was injected into the fluid cell and the sample imaged in liquid in tapping mode. Using a homemade syringe system it was possible to exchange the liquid on the sample.
and progressively dilute the concentration of the brine. The evolution of the same area of the sample was followed in real time. During the liquid exchange process, the tip was lifted a few microns above the surface (z-piezo retraction) but not disengaged. Using the same machine was possible to obtain routinely high resolution on the calcite surface using the same procedure and imaging conditions as described in our previous works.\textsuperscript{21,85,87,88} We have seen that the surface changes can be predicted by calculating the brine’s saturation indices. We performed this calculation for Brine2 and Brine3 as a function of the brines dilutions. The saturation indices of the two brines are positive for the calcite until 2× dilutions and then become negative. Our experimental results show that the dissolution process starts to take place only when the 20× brine is injected despite having a negative saturation index already at 5×. We can explain this discrepancy by the lack of stability of our system; evaporation is taking place during the experiment and changes the true concentration of the brine. Unfortunately this effect cannot be controlled with the setup employed, inducing a systematic error on the concentration of the brine during imaging. This limitation may be overcome with suitable equipment, such as a sealed environmental chamber, but was not used for these two brines.

The experiments with Brine1 were performed on a Cypher ES (Asylum Research, Oxford Instrument, Santa Barabara, USA). For these experiments we used the same type of cantilevers used on the Multimode Nanoscope IIIA (RC800-PSA with a nominal stiffness $k_c = 0.76$ N/m). The perfect sealing of the environmental scanner eliminates any evaporation issue, apart from a short initial transient time when the vapor in the chamber equilibrate with the liquid. This ensures consistent brine concentrations throughout the experiment. To obtain high-resolution images in the brines, like the one presented in Fig.5.16C and 5.16D the operating conditions were similar to the one described in subsection 5.3.2.

In the other AFM images obtained in AM-AFM in liquid, different working conditions have been used to enable a better tracking of the very rough surface: a bigger free amplitude (>2 nm) was employed and the ratio $A/A_0$ was lower (normally<0.8). Generally, the phase contrast in AM-AFM has been related to the energy dissipated due to non conservative tip-sample interaction forces.\textsuperscript{85,89-93} Depending on the imaging conditions (environment, free amplitude, set-point, specific tip-sample interaction, etc.), the channels affecting the dissipation of energy can vary even with the same tip and sample so that a correct interpretation of the phase images becomes a challenging task. In these conditions it is complicated to determine the actual mechanism of energy dissipation and so interpret correctly the phase contrast. Supposing that in this case the energy dissipation is mainly dominated by the contact mechanic between the tip and the sample, the phase contrast reflects a variation of stiffness and viscosity of the material.\textsuperscript{91,93-95} Image analysis was performed using Gwyddion (http://gwyddion.net) and SPIP (Image Metrology, Denmark).
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Chapter 6

Interaction of organic molecules with the surface of calcite in ionic solutions

In the previous chapter, the properties of the calcite (10\(\bar{1}4\)) surface in presence of ionic solutions have been explored. In this chapter, I will add one more ingredient to the system: fatty acid organic molecules (subsection 6.1.1). These molecules are known to strongly interact with the calcite surface creating an organic monolayer that renders the initially hydrophilic surface more hydrophobic. This process is relevant for several industry-related processes, particularly for petroleum industry. AFM will be used to explore the heterogeneous system composed by water, ions, calcite surface and organic molecules. All these components are interacting together in an out-of equilibrium environment.

In the first section (section 6.1) I will examine the dynamical changes occurring at the surface of calcite in the presence of adsorbed stearic acids (SA), one the main polar component of crude oil. I will first characterize the mechanical properties of the organic patches in air and in liquid (subsection 6.1.2). Then I will explore how these patches modify the restructuring dynamic of the crystal surface when exposed to several brines with different concentrations (subsection 6.1.3). The growth and dissolution processes at a higher degree of organic coverage will also be studied (subsection 6.1.4).

In the last section (section 6.2) I will study how the carboxylic functional group, responsible for the anchoring of the SA to the surface, changes the affinity with the calcite surface as a function of the ionic environment and pH. To explore this effect, a series of adhesion force measurements between a carboxylic-terminated functionalized AFM tip and the surface of calcite will be presented. I will explore different functionalization strategies (subsection 6.2.1), to finish with the critical analysis of the data (subsections 6.2.2- 6.2.4).
6.1 Interaction of carboxylic acids with the (10\overline{1}4) surface of calcite

In Chapter 5, we showed that high-resolution atomic force microscopy (AFM) in liquid\textsuperscript{12} was able to provide a molecular description of the specific interaction that ions, such as Na\textsuperscript{+}, Cl\textsuperscript{-}, Ca\textsuperscript{2+} and Rb\textsuperscript{+}, have with the (10\overline{1}4) surface of calcite. The results, recently confirmed by X-ray reflectivity\textsuperscript{3}, showed that the ordered layer of water molecules that naturally hydrates the calcite surface, is controlling the ionic adsorption. Depending on the hydration properties and density of charge of the ion, different complexation sites are possible but, generally, the ions that constitute the crystal cannot physically approach the flat regions.\textsuperscript{4} In this description, the Ca\textsuperscript{2+} ions, can only reach the surface at singularities such as step edges where the surface hydration properties are altered.\textsuperscript{5,6} These observations reconcile the experimental evidence of growth and dissolution of the calcite crystal.

We will now examine a more complex situation in which fatty acids are attached on the surface of the crystal. This more complex system is relevant for the petroleum industry.

In petroleum-related applications, calcite occupies a central role given the natural abundance; calcareous rocks enclose more than 40% of known oil reserves. Important research efforts have hence been dedicated to the study of the calcite in contact with oil,\textsuperscript{7,8} in particular under conditions that mimic natural reservoirs.\textsuperscript{9,10} Understanding the molecular interactions between heavy organics and the surface of calcite is not only essential for efficient oil recovery, but also for predicting the geological fate of emptied reservoirs and optimizing remediation in the case of spills. In all these processes, calcite is generally out of equilibrium with the surrounding causing a rapid evolution of the surface morphology. So-called water-flooding is one of the most common secondary oil recovery methods for oil extraction. Water-flooding consists of the injection of saline water in a pre-existing oil reservoir in order to extract further oil after the primary production which uses the reservoir’s natural energy. Since 1967\textsuperscript{11} the use of saline solutions with low ionic strength during the water-flooding has shown to increase the efficiency in the recovery process if compared to high salinity brine injection.\textsuperscript{12-14} To date, convincing evidence demonstrates that recovery from sandstone reservoirs can be improved in this manner (see e.g. Morrow et al.\textsuperscript{15}). It is generally believed that the mechanism driving this low ionic strength phenomenon in sandstones is related to wettability alterations of the minerals that compose the reservoir, from an oil-wet towards a more water-wet state.\textsuperscript{16,17} Recently, studies have attempted to extend the findings to carbonate reservoirs, with experimental evidence suggesting that the wettability of carbonate rock can also be altered by a reduction of the ionic strength of the brine.\textsuperscript{9,12-14} However, much less is known about effects in low ionic strength involving carbonated rocks and a consistent molecular-level explanation of the wettability alteration mechanism has not yet emerged. This is largely due to the fact that calcite is a highly dynamic surface when wetted by an aqueous solution. The interfacial phenomena occurring at the calcite’s surface depend on a complex interplay between the mineral itself, the composition of the contacting ionic solution and the organic components that are naturally present. At the molecular level, structural changes occur within seconds, rendering any relevant study particularly challenging.

Substantial research efforts have addressed the question of how different ionic species that are naturally present in the water phase can influence the growth and dissolution of calcite during biomineralization processes.\textsuperscript{18-20} A large amount of literature has also focused on the interaction of organic molecules with the rock surface, and the resulting alteration of the kinetic process of calcite restructuring.\textsuperscript{20-32} However, the inherent complexity of the system and the large number of variables that influence the surface dynamics of calcite often result in conflicting findings.\textsuperscript{21,33} This is partly due to the fact that most of the results lack of molecular-level description of the interaction process of organics with calcite.

Here, we apply a similar AFM approach as described in Chapter 5 to study the dynamical changes occurring at the surface of calcite in brine solutions with different ionic composition and concentrations, and in the presence of adsorbed fatty acids.\textsuperscript{34} Oil-soluble fatty acids with long carbon chains such as stearic acids (SA) play an important role in altering the wettability of the
calcite. They adsorb to the surface and expose the hydrophobic components to the aqueous/oily mixture.\textsuperscript{35,36} As a result the surface of the rocks becomes more hydrophobic.

6.1.1 Fatty acids-calcite surface interaction mechanism

Fatty acids are organic molecules composed by a carboxylic (COOH) acid with an aliphatic chain. The shortest fatty acid is formic acid (HCOOH) and the longest chain can be longer than 22 carbon atoms. The solubility in water is inversely related to the length of the aliphatic chain, the shorter the fatty acid the higher the water solubility. The solubility depends also on the protonation state of the molecule; a protonated and electrically neutral molecule has a lower solubility than in the dissociated state. However, once the fatty acids reach a solid surface and start to form a monolayer, longer carbon chain molecules achieve a higher gain in energy when creating a densely packed layer, which is associated to a more stable configuration. Osman et al.\textsuperscript{37} found that the longer the alkyl chain of the fatty acids the higher the degree of ordering on the calcite surface. This was also associated with a larger population of trans molecules, i.e. carbon chains that align vertically on the surface with a lower degree of freedom, as expected in the case of a densely packed monolayer. In particular the stearic acid (18-carbon chain) monolayer was found to form an ordered solid-like phase that, at the highest density, corresponds to 0.20 nm\textsuperscript{2} per molecule. This corresponds exactly to the area occupied by one calcium atom on the (10\text{I}4) calcite surface. In general, reported experimental results varied in terms of packing and density and were largely affected by both the preparation method (dry or wet preparation in organic or water solvents) and conditions in which the measurements were performed.\textsuperscript{38,39} Another aspect to be considered is the strong interaction between the organic molecules themselves. This interaction is stronger between molecules with longer alkyl chains, as in the case of SA. When increasing the amount of organic molecules on the surface, bilayers or multilayers may form. It has been reported that a bilayer formation can even begin before completion of the monolayer.\textsuperscript{40} The second layer was found to be weakly attached onto the surface and hence considered physisorbed. The formation of bilayer also depend on the surrounding environment and has been shown to occur particularly in water-based media.\textsuperscript{38,39}

We have seen in Chapter 5 that some hydroxyl groups are bound to the calcite-water interface at the >Ca sites, even in ambient humidity.\textsuperscript{41,42} >Ca denotes a surface calcium site. Fenter et al.\textsuperscript{43} observed, using X-ray reflectivity, that the stearate molecular coverage matched, within measurement error, with the density of >Ca sites. They also noticed the removal from the surface of the -OH groups upon monolayer formation. Accordingly to these observations they concluded that the stearate molecules are bound to the surface through a site-specific Ca–O bond, and thus, likely to be chemisorbed. On the basis of these observations, the adsorption reaction may be described as:

\[
>\text{CaOH} + \text{HOOC-R} \rightleftharpoons >\text{Ca-OOC-R} + \text{H}_2\text{O} \quad (6.1)
\]

where R indicates the hydrocarbon chain of the fatty acid molecule.\textsuperscript{43} A similar conclusion was obtained by Osman et al.\textsuperscript{37} by a combination of various techniques, including TGA, NMR and FTIR.

The situation where fatty acid molecules are in water solutions of variable pH and different types of ions is even more complicated. In this case a competitive absorption between protons as well as monoalcal and divalent ions, possibly with specific affinity, affects the functional group of the organics even before they reach the surface of the mineral. This specific effect will be discussed in section 6.2.

Here, we start from a monolayer or bilayer already formed on the surface of a calcite crystal in air (see section 6.3.1 for the preparation method). We first characterize properties of the SA coated surface in air and then expose the surface to a supersaturated ionic solution which is able to trigger the growth process of the calcite surface. We will use the same brine solutions and notation as listed in section 5.2.2.
6.1.2 Structure of the SA patches at the surface of calcite in air and in liquid

Before studying the structural changes occurring at the calcite surface in the different brines, it is necessary to establish a reference experiment to correctly interpret the AFM images. The interpretation of the results can be challenging due to the embedding of SA patches into the calcite crystal after growth. It is therefore necessary to use a technique that is able to differentiate organic SA patches from the inorganic calcite surface, regardless of topography or imaging conditions. This was achieved with PeakForce Quantitative Nanomechanical Property Mapping (QNM). QNM can simultaneously map the adhesion force experienced by the scanning tip when touching the sample. The results are presented in Fig. 6.1 on the sample of calcite first in air (Fig.6.1A and B) and then in Brine3 (Fig.6.1C and D).

![QNM measurements on a calcite surface partially covered with SA molecules.](image)

Irregular patches that appear brighter in topography are visible at calcite steps in air (see Fig. 6.1A). They preserve shape and are stable in time upon scanning. These SA patches present a lower mean adhesion (~18nN) compared to the rest of the calcite surface (~22nN). We attribute the main contribution of the adhesion force to the capillary force occurring between the tip and the sample in air. Consistently, the hydrophilic calcite surface presents a higher adhesion force than the hydrophobic organic patches. The change in adhesion force can be related to the tip radius, the surface tension of the liquid and the wetting properties of the tip and the sample. The apparent height of the organic patches varied between 1.1 nm and 1.4 nm over different samples and different imaging conditions. This value is significantly lower than previously reported for a densely packed SA monolayer in standing up phase (2.3-2.4 nm). Several causes may lead to a reduction of the expected SA monolayer height. Some of them are related to a real physical property of the organic layer, like a loose packing of the SA molecules. Others are related to an artifact of the AFM measurement, like the mechanical indentation of the soft SA patches by the AFM tip. In order to discard the latter, we quantified the maximum tip indentation with QNM (see Fig. 6.2) and were able to rule out tip-induced effects, confirming a maximum SA thickness of the order of 1.1-1.4 nm. We therefore explain the reduced SA higher by a loose packing of the organic molecules on the surface, as previously reported by Sauthier et al. and...
on different substrates. Mihajlović et al.\textsuperscript{47} even reported some inhomogeneity in terms of coverage on the SA-modified calcite surface, using the ‘dry modification method’. They suggested that the alkyl chains can be partially arranged horizontally or tilted on the surface. This does not imply that the patches are composed by a lying down phase of SA, which would result in an even lower apparent height. We rather believe that the SA patches are formed by a disordered phase of organics (schematically depicted in Fig. 6.1E).

**Fig. 6.2**: QNM measurement on a magnified area of the sample presented in Fig. 6.1 performed in air. The height channel (A) and the deformation channels (B) are presented. The scale bars in the images correspond to 200 nm. The height color scale is 3.5 nm while the deformation color scale is 0.55 nm.

Immersing the sample into Brine\textsubscript{3}×2 (twice diluted to limit calcite growth) revealed taller patches whose height is consistent with densely packed SA multilayers (generally between 2 to 4 layers, see Fig. 6.3). This result supports the idea of a water-induced reorganization of the SA molecules that minimizes hydrophobic exposure. The observed adhesion forces between the tip and the sample do not showed much contrast between SA and calcite, confirming that most SA regions exposed the hydrophilic heads to the liquid. A few exceptions could be identified (Fig. 6.1D) in which thinner patches appeared to still expose the hydrophobic alkyl chains to the ionic solution. The general trend found confirm that, in the presence of a highly polar solvent like water, the structure of the steric acid layer tended to rearrange to minimize the hydrophobic exposure. This means that SA in water arranges into taller bi- and multilayer patches, even before the first chemisorbed layer of stearic acid is completely formed (see also Fig. 6.3 and 6.9).

In the Fig. 6.3 we report a different experiment with a slightly higher amount of organics on the surface being exposed to Brine2. On the surface there were several patches of different dimensions and height. In the related histogram (Fig. 6.3) it is possible to distinguish 4 different peaks, where the peak centered at 0 nm in height corresponds to the substrate. There are 3 additional peaks: the first one at 4.7 nm corresponds to the bilayer configuration of the SA; the last one at 10 nm can be attributed to 4 layers of SA while the second one at 6.5 nm can be attributed to 3 layers of SA. It is surprising that in this case the height of the third layer is roughly 1.8 nm and not 2.3-2.4 nm as expected in a conventional standing up phase of densely packed SA. The patches in liquid were generally taller than the single layer observed in air and two layers were normally observed consistently with a bilayer structure, each one of roughly 2.3-2.4 nm. The presence of the bilayer conformation is known to happen at a higher organic coverage when the first monolayer is completely formed, but it has been shown that the final structure of depends considerably on the preparation method. Shi X. \textit{et al.} characterized the property of the stearic acid layer obtained with different preparation methods and in different solvents in two consecutive papers\textsuperscript{38,39}. They showed that the bilayer conformation can be found even if the first monolayer of chemisorbed stearic acid is not completely formed. They attributed the presence of the bilayer to the applied water-coating method, which involved mixing calcium carbonate particles with a stearin soap emulsion. In this case they couldn’t reach the expected maximum chemisorbed coverage even when increasing the amount of organic in solution.\textsuperscript{38} Although our preparation method is different, we found that in the presence of a highly polar solvent like water, the structure of the SA layer tends to rearrange to minimize the hydrophobic exposure to water. This
means that SA forms taller bilayer patches when immersed in water even if the chemisorbed layer of stearic acid is not completely formed (see also Fig. 6.9).

**Fig. 6.3:** Multilayer formation upon immersion of the calcite covered with SA into Brine2. Left: AM-AFM image of the surface of calcite covered with stearic acid immediately after the immersion of the sample in the Brine2 ×2. On the surface there are several patches of different dimensions and height. Right: Histogram, where the height distribution of the image is presented. The scale bar in the image corresponds to 2 µm and the color scale to 16 nm.

### 6.1.3 Dissolution and growth of calcite in the presence of low SA coverage

When a sample partially covered with SA was immersed into a supersaturated brine, the calcite crystal grows. The organic patches initially appeared as protruding features on the surface (light colored in Fig. 6.4), but with proceeding crystal growth the surface level of the calcite exceeded the patch high. Protruding patches thus became holes in the surface (dark colored, Fig. 6.4). The process can be reversed upon dilution of the brine (see Fig. 6.5), exposing to the solution the same organic patches that had been embedded inside the rock (see Fig. 6.4). Similarly to the dilution and growth experiments presented in Chapter 5 for organic-free calcite, it was possible to follow in real time the morphology of the surface (see section 5.4.3). The results are presented in the series of time-lapse images of the region of interest as a function of the time and Brine2 concentration. It was evident that the presence of the organic molecule on the surface slows down the dynamical changes of the calcite surface.

**Fig. 6.4:** Following the growth and dissolution process of calcite covered with patches of SA in Brine2. In images (A), (B) and (C) the same area of the sample is followed in time at different concentrations of Brine2. Image (A) is taken immediately after the injection of Brine2 ×2 and image (B) at the end of the growth process, immediately after the injection of Brine2 ×10. Image (C) is captured after several hours from the injection of Brine2 ×50. Images (D) and (E) are magnification of the respective images (A) and (B). Images (F) and (G) follow the dissolution process in Brine2 ×50 (F) and immediately after the injection of Brine2 ×100 (G). Arrows with different colors indicate the same patch of SA at different times of the growth and dissolution process. The scale bars are 1 µm (A-C) and 250 nm (D-G). The color scale bars are 20 nm (A-E) and 10 nm (F, G).
Fig. 6.4 shows the growth and dissolution of the calcite surface in Brine2 at different concentrations in the presence of SA patches. The organic patches were stable throughout the process (Fig. 6.4A, B and C). The growth phase tended to level the surface of calcite, which became flatter and more regular. As a result, protruding patches that were initially located on highest steps could not be reached by the growing crystal and embedded into solid (compare green arrows in Fig. 6.4A and B and in Fig. 6.4D and E), while other patches got easily incorporated. The subsequent brine dilution recovered a more irregular surface (compare Fig. 6.4B and C) and the organic patches embedded in the newly formed crystal turned again into protrusions on the calcite surface (compare Fig. 6.4B and C, Fig. 6.4F and G). In Fig. 6.5, the same experiment is presented focusing on the variation of the surface morphology. When Brine2_x2 was injected the calcite surface started to grow around the organic patches and reached a final equilibrium with the solution after almost 1 hour. Note that no surface rearrangement is visible on the time scale of the measurement (several minutes). The injection of Brine2_x5 and Brine2_x10 did not exhibit comparable growth kinetics and the restructuring process was much slower. Finally, when Brine2_x20 was injected the inverse process occurred and patches previously trapped in the holes built up by the calcite crystal reemerged on the surface.

In Brine3 a very similar trend was observed in terms of calcite growth and dilution around the stearic acid patches (we show only the dilution part of the process in Fig. 6.6).
Fig. 6.6: Dissolution process of calcite with patches of SA in Brine$_3$×20. The acquisition time was as follows: Image (A) – 0 min; (B) – 4 min; (C) – 8 min; (D) – 13 min; (E) – 21 min. The green arrows in (A) indicate the preferential directions for calcite dissolution, while the typical etch pit structure (example in the blue box of image (B)) is presented as a sketch on the left of the same image. The obtuse and acute steps are indicated respectively as (o) and (a). The blue arrows indicate pinning points. The scale bar and is 250 nm. The color scale bar corresponds to a height variation of 2 nm.

Similarly to Sr$^{2+}$ ions, adsorbed SA slowed the growth and dissolution of calcite with patches acting as pinning points. This is visible in Fig. 6.6, where consecutive images of the same area of the surface in Brine$_3$×20 show that the organic patches are pinning the step (see blue arrows in Fig. 6.6). This result is consistent with previous findings that organics act as growth inhibitor for calcium carbonate.$^{31,48}$ De Leeuw et al., found, using MD-simulations, that the carboxylic acid is a growth inhibitor by replacing water molecules at calcite steps, thus blocking the access to new growing material.$^{49}$ The pinning effect of the adsorbed organic patches further complicates the dissolution process: when the step edge reaches the SA patch, it needs to first dissolve laterally to avoid the protective organic layer. By doing so, it exposes crystallographic directions that dissolve more slowly, hence creating a residual step behind the organic patch (white arrow in Fig. 6.6D). The anchoring point of the organic patch on the calcite surface remains intact, allowing the formation of stable calcite terraces despite the dissolution (see red arrow in Fig. 6.6E). The same process is found to happen in Brine2 as shown in Fig. 6.7 for a comparison.

Fig. 6.7: Dissolution of the calcite surface covered by patches of SA in the Brine$_2$×100 (A) or Brine$_2$×50 (B and C). Image (A) represents an example of an etch pit formation on the surface that enable us to identify the orientation of obtuse and acute steps on the calcite surface. Images (B) and (C) exhibit the identical region of interest at two consecutives times. The directions of fast dissolution are indicated with the green arrows. Even in this case they correspond to the acute steps (see Fig. 6.6). Image (A): scale bar 100 nm, color scale 4 nm. Images (B) and (D): scale bars 250 nm, color scale 17 nm.
6.1.4 Higher SA coverage on calcite

Experiments presented in the previous sections indicate that organic molecules can act as a protecting layer on the surface of calcite and substantially slow down the restructuring dynamic. To confirm our finding, we repeated the experiments described in the previous section on samples presenting a higher SA coverage.

Fig. 6.8 shows the surface of calcite imaged in air one day after the deposition of the organic (see even Fig. 6.10A). Usually, when imaged in air immediately after cleaving, the calcite surface presents monoatomic steps with the characteristic triangular shape. The ambient humidity induces surface restructuring\(^{50-52}\) and at intermediate surface coverage in air (Fig. 6.1A), higher calcite domains could be seen around the organic patches at step edges. These domains presented the height of a calcite step (~0.3 nm) and could be seen several hours after the sample being exposed to ambient atmosphere. In the case of the sample presented in Fig. 6.8 (and then in Fig. 6.10) this restructuring process was not observed even after 1 day of exposure to atmospheric humidity. We believe that the presence of a high content of SA organic molecules was able to substantially slow down the reconstruction process, leaving the triangular-shaped steps still visible after a full day exposure to ambient atmosphere. Additionally, the surface appeared homogenous, suggesting a uniform SA coverage. This further supports the idea that when densely packed, the adsorbed organics act as a protective layer precluding reconstruction of the calcite surface.

**Fig. 6.8:** Calcite surface covered by a higher amount of organic molecules imaged in air. From the phase image (B) it is possible to see that the surface is homogeneous and the steps straight and linear like if the standard reconstruction of calcite in air due to the exposure to humid environment is inhibited. The scale bars correspond to 100 nm. The height color scale corresponds to 7 nm while the phase color scale (blue) to a total phase shift of 20°.

Immersion of the sample in Brine\(^3\) triggered an immediate restructuring of the organic layer (see Fig. 6.10B and C). Two main regions could be identified, both in the phase and in the topography. This is particularly clear in the phase image (Fig. 6.10C), where the organic layers show a brighter contrast. These big patches are stacked multilayers of SA molecules, as evident from the line profiles presented in Fig. 6.9. Kumar *et al.*\(^{46}\) noticed a restructuring process for a SA monolayer deposited on a silicon oxide surface when in contact with an aqueous solution. They reported the formation of multilayers in the presence of Ca\(^{2+}\) in the aqueous phase. Our findings concur with the work of Kumar *et al.*\(^{46}\) even if the substrate and related binding mechanisms of the SA are different.

After more than an hour in Brine\(^3\), the height contrast was completely reversed and the areas protruding from the surface in Fig. 6.10B had become holes in Fig. 6.10D. This can be explained as follows. Initially darker regions in the phase (Fig. 6.10C) corresponded to the free calcite surface, which started to grow as soon as in contact with the supersaturated brine. In the other regions, the presence of the organic molecules slowed down the calcite growth. As a result the areas covered with organic appeared as holes on the surface in Fig. 6.10D, acquired one hour after the injection (see also Fig. 6.11).
Fig. 6.9: Line profiles and corresponding images showing the height of the Stearic Acid patches before (A and B) the growth process of calcite in Brine3 and after (C and D) the dissolution of the surface in Brine3 x20. The scale bars represent 100 nm (A) and 1 nm (C), respectively. The color scale of image (A) corresponds to a height variation of 26.5 nm while the one of image (C) of 42.1 nm.

Fig. 6.10: Growth and dissolution of calcite in Brine3 at a higher coverage of SA. The surface is first imaged in air (A) and then after 2 min of immersion in Brine3 ((B) height and (C) phase images). The phase contrast in (C) reveals the presence of two distinct areas: one covered by an organic layer and the other composed by the standard calcite surface. The same area of the sample in then followed in time and as a function of the dilution of Brine3. The image (D) is acquired after 67 min from the first injection of Brine3. In (D) the blue box represents the area presented in (B) and the red box the area presented in Fig. 6.11. Images (E) and (F) are acquired after 5 min and 77 min respectively from the injection of Brine3 x20. The length scale bars represent 1 μm (A), 500 nm (B, C) and 2 μm (D-F), respectively. The color scale bars are 50 nm (A, B, D-F) and 45° (C).

We followed the evolution of an area close to edge between an organic patch and the free calcite surface during the growth process (see Fig. 6.11). While it was possible to see the calcite steps advancing fast in the sample region exposed to the ionic solution, only a few calcite steps were proceeding in the lower area covered with the organic. These steps ‘pushed’ the SA molecules in the central area, far from the edge of the patch, concentrating them in a more confined space and thus enhancing the formation of multilayers of SA (see Fig. 6.9 and 6.11). This phenomenon is
particularly evident by observing the same surface when the unsaturated solution (Brine3 × 20) was injected and the dissolution process started to take place. In Fig. 6.10E and F, the newly formed crystal dissolved and exposed the organic patches to the solution (see Fig. 6.10F and G and Fig. 6.9C). In Fig. 6.10F the taller patches correspond to concentrated multilayers of SA on the calcite surface. In this case the growth and dissolution processes have affected the organization of the organic layer by concentrating the SA into confined regions.

![Image]

**Fig. 6.11**: Zoom in the Fig. 6.10E on the border area between the free calcite surface (upper one) and the stearic acid covered region (lower one). (A) and (B) are the actually same AFM image with two different color scale to enhance the contrast between the calcite steps. (C) is taken 5 min after (B). It is possible to notice the calcite steps advancing in the upper part of the image and starting to grow from the border of the organic patch (white arrows). Scale bars in (A) and (B) correspond to 200 nm, while in C to 400 nm. All the color scales refer to a height variation of 9 nm.

### 6.1.5 Conclusions on the dynamic restructuring of the calcite in the presence of SA molecules on the surface

Our results show a rearrangement of the stearic acid layer aimed at minimizing the hydrophobic contact with the solution. The formation of bilayers or multilayers was observed even at low organic coverage. We saw calcite restructuring around the organic patches that were slowly trapped into a well, which was formed by the crystal during the growth process. At higher organic coverage, the growth process concentrated the SA in a confined area where big multilayer patches appeared on the surface. Calcite tended to restructure around the organic patches, incorporating the impurities present in solutions during the growth process. Subsequent dilution in brine with low ionic content removed the freshly grown calcite and exposed the previously incorporated organic layer. The presence of the organic on the calcite surface slowed down both the growth and dilution processes, with organic patches acting as pinning point for receding calcite steps. Organic patches acted as pinning points on the calcite surface, precluding crystal growth and dilution along preferential crystallographic directions, similarly to other organics. Our time-lapse images provide real-time, molecular-level insight of the calcite restructuring dynamics in a relevant environment. Significantly, we showed that the restructuring of the calcite surface in the presence of low and high salt brine, and not the desorption of the organic molecules from the surface, is one of the main mechanisms affecting the wettability alteration of the SA-modified calcite’s surface. These results provide insight on important, yet often overlooked changes that occur during the brine dilution: the surface of the carbonate rocks is not a static object but constantly restructures depending on the environment. These observations could contribute in explaining the high variability observed in imbibition experiments but even provide a molecular-level insight into different bio-mineralization processes where the growth of calcite is happening in the presence of organic material. Our results suggest that, in the case of oil recovery, the history of the reservoir is as important as the ionic strength of the injected brine. Moreover the dissolution of calcite may expose some organic material previously trapped inside the rock.
6.2 Chemical affinity of the carboxyl functional group with the calcite surface in different ionic solutions

In this section we will try to understand how the affinity of the carboxyl functional group with the surface is changing as a function of the ionic environment in which the organic molecules are immersed. I will focus on the effect that the dilution of the Brine1 (see section 5.2) has on the interaction between the carboxyl group and the calcite (10\(^4\)) surface. The carboxylic group is responsible for the anchoring of the fatty acids to calcite (see section 6.1.1). To explore this effect we performed adhesion force measurements between the calcite surface and an AFM tip functionalized with molecules that expose a terminal carboxylic acid. We follow similar work by T. Hassenkam et al.\(^8,17\) who used the same strategy to measure the adhesion between -COOH and -CH\(_3\) terminated tips on different surfaces of silicates (illite, mica and SiO\(_2\)). Hassenkam et al.\(^8,17\) claim to be able to detect a clear signature of low salinity effect with a decrease of adhesion between a carboxylate tip and the SiO\(_2\) surface in the case of low ionic content. Here we attempt to perform the same study on the calcite surface.

The measurement relies on AFM force spectroscopy: the direct measurement of the tip-sample interaction forces as a function of the distance between them (Fig. 6.12 and section 6.3.3 for a description of the experimental procedure). In this specific case we are interested in the adhesion force between our sample (freshly cleaved calcite crystal) and the functionalized AFM tip (see Fig. 6.12A and sections 6.2.1 and 6.3.4). The adhesion force is defined as the minimum force obtained during the retraction curve of the force curve (see Fig. 6.12C). A series of force curves were performed (force mapping) on the calcite surface immersed in the desired brine while scanning the surface (Fig. 6.12B). The adhesion force value can be extracted from each retraction curve (see Fig. 6.12C), and an adhesion map like the one presented in Fig. 6.12D is automatically created. The AFM tip was then withdrawn from the sample and the solution exchanged. The results are summarized in histograms, exemplarily shown in Fig. 6.12E, to facilitate the quantification of the adhesion force and the comparison between different experiments.

The complexity of this type of experiment, though, does not enable to draw clear conclusions with respect to the possible variation of adhesion between the carboxyl terminated AFM tip and the calcite surface as a function of the ionic strength of the injected brine (section 6.2.3). We will see how the functionalization method can change both density and stability of attached ligand molecules. At the same time the ions of the brine that are in contact with the tip and the calcite
surface can specifically affect both of them. A restructuring of the calcite is taking place, causing a variation of the roughness of the surface and a variation of the ionic composition of the brine as soon as the equilibrium is established. All these contributions create a very dynamical system and increase the variability of the results. To carefully rule out different aspects of the problems, we conducted a series of control experiments (section 6.2.1 and 6.2.2) that will be presented in this section together with a first set of mostly inconclusive preliminary results (section 6.2.3). We explored two different functionalization procedures (section 6.2.1 and 6.3.4) to understand the stability of the grafted molecules on the surface of the AFM tip (“ageing effect”). We suppose in fact that the repetitive contact of the tip with the sample can cause the detachment or degradation of the carboxylated molecules. At the same time the freshly cleaved surface of calcite has a roughness that depends on the cleaving procedure and is highly irreproducible. We also used probes with different radii to see if by changing the contact area more reproducible results could be obtained but it appears that the roughness is dominating effect in the adhesion process. Moreover the inequivalence from a chemical and hydrational point of view between the flat areas and the different steps of the surface is expected to play a role in the interaction between the functional groups and the local properties of the surface. All these effects will be discussed in section 6.2.2. The specific effect of the degree of protonation of the carboxylic acid will be explored in section 6.2.4 as we vary the pH of the ionic solutions.

6.2.1 Tips/surfaces functionalization strategies

Choosing a proper functionalization strategy for the AFM tips is extremely important. Different types of chemistry can be used to link the relevant molecules to AFM tips of various material compositions. The most widely used tips are made of silicon nitride and are known to present a natural thick layer of silicon oxide on them. This is due to the standard oxidation process taking place at the surface when exposed to atmospheric conditions. In this case the silane chemistry is generally preferred to form a SAM of ligand molecules on the surfaces. The driving force for this self-assembly is the in situ formation of polysiloxane, which is connected to surface silanol groups (-SiOH) via Si-O-Si bonds. The other possibility is to use gold-coated tips. In this case, SAMs are formed by using thiol-terminated molecules as described in Chapter 4.

The two functionalization strategies briefly mentioned before were employed, using either (i) thiol-terminated carboxylates for gold tips (protocol 1) or (ii) silane-terminated carboxylate (protocol 2) for the silicon oxide tips (see schematic illustration of Fig. 6.12A and subsection 6.3.4 of Materials and Methods). This last procedure has first been characterized on flat silicon oxide surfaces with high-resolution AFM to ensure a positive outcome of the functionalization process. The results of the two functionalization protocols in terms of stability and reproducibility are examined in subsection 6.2.2.

Functionalization of silicon oxide surfaces with silane molecules

The functionalization protocol 2 (6-(trimethylsilyl)hexanoic acid on silicon oxide surfaces) was examined with AFM to see whether the ligand molecules were attaching on the surface in different solvent environments (methanol of toluene). We performed a series of high-resolution AFM images in Milli-Q water on the silicon wafer surface before and after the functionalization to identify the presence of the ligands. The bare surface of the silicon wafer appears contaminant-free and homogeneous as shown in Fig. 6.13A-C, where we present different magnifications of the same area of the sample. There are some features with a periodicity of 3-4 nm, which may be associated to the amorphous silicon oxide surface. Figs. 6.13D-F present the surface of the silicon wafer after the functionalization with the 6-(trimethylsilyl)hexanoic acid dissolved in toluene, while Fig. 6.13G-I present the functionalization with the same molecules in methanol. The effect of the molecule deposition on the surface is evident. In the case of methanol organic patches appear on the surface, thus providing a brighter contrast in the phase images. In the case of the functionalization in methanol,
there are probably even loosely attached or physisorbed ligands on the surface that interact with the AFM tip and render the imaging process more complicated. These results indicate the presence of the molecules on the surface of silicon oxide. For a better and more reliable result, we decided to rinse the surface more carefully and use the procedure of MeOH functionalization.

Fig. 6.13: High resolution images in Milli-Q water of a silicon wafer substrate before and after the functionalization process with –COOH terminated silanes. Images (A), (B) and (C) are different magnifications of the bare substrate before the functionalization. Images (D), (F) and (G) are different magnification of the silicon wafer after the functionalization in toluene. (H), (I) and (J) are different magnification of the silicon wafer after the functionalization in methanol. The height color scale correspond to 1.5 nm for images (A-G), to 20 nm for image (H) and to 5 nm for images (I) and (J). The phase color scale correspond to a phase difference of 20° for images (A-G) and to 40° for images (H-J). The images are not drift corrected.

6.2.2 Control experiments

“Ageing” effect of the functionalized tips
If we suppose that the material of the tip (gold or silicon oxide) is not contributing (or is a constant contribution) to the adhesion force between the tip and the sample, it is reasonable to assume that the functionalization strategy (gold or silane chemistry) can affect the final results through both different densities and stabilities of the –COOH terminated molecules on the surface of the AFM tip. Different surface densities of reacting molecules result in different values of adhesion forces on the same sample and in the same brine concentration. This can be considered as a systematic error in the measurement. We aim to eliminate this source of error by always referring to the variation of the adhesion force as a consequence of the ionic content of the brine, thus reporting the
adhesion relative to the initial value. A similar systematic error may arise from variation in the contact area in case of tip apex of different sizes. Even in this case a relative measurement can, in principle, solve the problem.

The stability of the ligand molecules on the surface of the tip is one of the major concerns in the experiment, after possible contamination. If the ligands are loosely attached on the surface of the tip, we may progressively lose part of the interacting molecules by repeating contact between the tip and the surface and, thus, register a lower value of adhesion in time. This phenomenon is what we identify as one of the “aging” effects of the measurement. Another aging effect is related to the tip blunting due to the pressure exerted during the contact part of the force curve. This effect is causing an increase of the contact area with time and, assuming no other physical parameters are changing in the system, should cause a systematic increase of the adhesion force.

Control experiment with Au-Coated tips
In order to test the reproducibility of the thiolated carboxylate-Au tips functionalization, we compared measurements conducted by a same tip directly after functionalization and after multiple measurements on the same region of the sample. In Fig. 6.14 two force maps are compared (Fig. 6.14E standard AFM image obtained in AM-AFM). The tip was functionalized accordingly to protocol 1 and immersed in Brine1. We obtained the two histograms presented in Fig. 6.14E from the two adhesion maps (Fig. Fig. 6.14A and C). The histograms were then fitted with a Gaussian distribution and the results in terms of mean value and standard deviation are presented in the inset of Fig. 6.14E.

It is possible to notice how with this functionalization strategy the mean adhesion value obtained in the second map is barely 50% of that of the first map. This experiment is a clear example of what we define as aging effect: upon the interaction of the tip with the sample, part of the organic molecules can desorb from the tip surface, leading to a decrease of the mean adhesion force on the exact same area of the sample (compare Fig. 6.14B, D and F) in the exact same conditions. Possible detachment of the gold coating from the tip apex under the excessive stress further complicates the ageing.

![Fig. 6.14: Example of “ageing effect” in the case of functionalization protocol 1. The first adhesion map (A) was obtained immediately after the immersion of the TR400PB functionalized tip in Brine1. After the force map 1 a standard AM-AFM image was obtained (F). Finally, the Adhesion Map 2 (C) was acquired. (B) and (D) are the height images reconstructed respectively from the force maps (A) and (C). In (E) the histograms of the two adhesion maps are presented with the relative Gaussian distribution fit. The results of the fits are indicated in the inset of (E) in terms of mean value ± standard deviation. The AFM images are flattened but not drift corrected. The scale bars correspond to 1 μm.](image-url)
As an alternative second functionalization strategy we considered the silane chemistry (protocol 2). This approach helps estimating the contribution of the tip itself on the total adhesion force. We further performed a series of control experiments using similar but non-functionalized tips.

Fig. 6.15: Example of “ageing effect” in the case of functionalization protocol 2 on calcite in milli-Q water. A series of RC800PSA AFM tips were functionalized (A) or not (B) using the protocol 2. With the same tip we performed consecutive adhesion maps on the same sample and in the same area. Then we changed the tip and repeated the same procedure. After the exchange of the tip we were sometimes not able to relocate the same area of the sample. From the force maps (not presented here) we extract the histograms presented in (A) and (B) respectively for functionalized and non-functionalized tips. The data are summarized in (C) were the mean adhesion value for each force maps and each tips is presented as a function of the number of consecutive force maps performed.

Control experiments with Silicon nitride tips
A similar experiment as that just described for the gold-coated tips was conducted to estimate the ligand stability in the second functionalization protocol and test the reproducibility of the adhesion maps. We performed on a freshly cleaved calcite surface in milli-Q water consecutive force maps on the identical sample area. We used different functionalized and unmodified silicon nitride tips with protocol 2. From each of the force maps we obtained a histogram similar to those presented in Fig. 6.15A and B from which we could extract the mean adhesion force values summarized in Fig. 6.15C. First of all, a significant variability between different tips is evident. This effect may be related to several causes:

1. differences in the ligand density on the AFM tip
2. differences in the radius of curvature of the tip
3. attachment of contaminants on the AFM tip
4. sample roughness variation between different areas of the sample (see discussion next section)
5. presence of nanoasperities on the AFM tip

The trend in terms of aging with a progressive reduction of the mean adhesion force by increasing the number of force maps can only be clearly extracted for tip 2, shown in in Fig. 6.15C. Assuming a successful functionalization process, this suggests that the molecules on tip are
relatively stable and do not detach in time. Another noticeable effect is the big variations of the adhesion force values between different force maps with sudden increase of the adhesion. This can be explained by either the absorption of contaminants on the surface of the AFM tip or by a sudden removal of a nanoasperity from the AFM tip with the consequent uncontrolled variation of contact area between tip and sample. Unfortunately, these effects cannot be easily controlled.

Generally, there is not a significant difference between the adhesion of the functionalized and non-functionalized tips. If the ligand molecules interact specifically with the calcite surface, a significantly higher adhesion value is expected compared with the bare non-functionalized surface. As it is not the case, either the functionalization process has not succeeded or the molecules are not contributing significantly to the adhesion between tip and sample. Generally, we obtained a similar trend with the other functionalization protocol.

**Surface roughness**

An important effect that we noticed throughout this experimental series was a general non-homogeneity of the adhesion force on the surface of the sample. In particular, in proximity of defects like step edges or possible etch pits, a variation of the adhesion force was detected. In Fig. 6.16 the same calcite sample was first immersed in Brine1 (Fig. 6.16A and B) and then in acidic Brine1 (Fig. 6.16C and D). Two adhesion maps (Fig. 6.16A and C) were obtained and we consistently noticed an increase of the adhesion force at step edges on the surface (Fig. 6.16B and D).

![Fig. 6.16: Example of morphological effect of the adhesion force on the calcite surface in proximity of step edges. Two force maps were acquired in the same area of the sample with a TR400PSA tip functionalized with the protocol 2. The adhesion (A) and height (B) images were obtained first in the standard brine and then in the acid brine (adhesion in (C) and height in (D)). White lines serve as guide to the eyes and to recognize different areas that appear clear in topographic images (C) and (D) on the related adhesion maps (A) and (C).](image)

We identified two main causes as possible explanation of this effect. The first is related to the actual physical/chemical interaction of the carboxylic group with the calcite surface. The nature of this interaction has been debated for a long time. Generally it is accepted that the –COOH group react with the OH groups absorbed in proximity of the calcium atoms on the calcite surface, forming in this way a new complex >CaOOC-R.\(^47\) Inhomogeneity of the sample can influence the adhesion of the -COOH terminated tip with the surface: Usher *et al.*\(^53\)
showed a preferential interaction of formic acid at step edges and de Leeuw et al. reported a preferential attachment of the carboxylic group to step edges. We can thus expect to have variation in adhesion between different areas of the samples and in particular an enhancement of the adhesion at step edges.

The second cause, less exciting, is related to the presence of asperities on the tip and/or on the surface (considered as roughness effect). The presence of these asperities modifies the contact area between tip and sample even locally. The fact that the roughness is playing a major role in these kinds of experiments on calcite can be easily inferred by the results obtained with the colloidal probes (see Fig. 6.17A for gold colloidal probe and Fig. 6.18C for silica colloidal probe): from the different theories of contact region, a linear dependence between adhesion force and radius of contact is expected. The nominal radius of the gold colloidal probe is 1.5 µm and for silica 2 µm. Considering that the tip radius of standard AFM tips is of the order of 20-40 nm, an adhesion force 2 orders of magnitude higher is expected with the colloidal probes. However, we observed an adhesion force of the same order of magnitude with gold colloidal probes respect to the standard gold tip (Fig. 6.17A) while in the case of the silica tips we measure an enhancement of 1 order of magnitude (Fig. 6.18C). We attribute this discrepancy to the roughness effects.

Brine dilution experiments also suffer from the influence of roughness on the measured adhesion force: by diluting the brine, the surface of the calcite is modified locally and the surface roughness increases. We cannot completely rule out that observed variations of the adhesion as a function of the brine dilution are actually induced by a roughness effects.

**Fig. 6.17:** Summary of the “progressive” dilutions experiments performed with gold tips that were either functionalized and not with -COOH terminated ligands. In (A) we present the absolute values of the mean adhesion force obtained from the Gaussian fitting of the histograms. Different colors represent different tips as possible to see in the legend presented as an inset in (A). In the y-axis the absolute value of the adhesion force is presented, while in the x-axis the data are divided accordingly to the dilution of Brine1 in which the experiments were performed. In (B) the same data are presented as values relative to the adhesion measured in the first force map, corresponding to undiluted Brine1. If two points per tip and brine dilution are present, it implies that the histogram was fitted with the superposition of two Gaussian distributions.
6.2.3 Dilution experiments in Brine1

In this section, we present the results obtained with functionalized and unmodified gold and silicon oxide tips and colloidal probes as a function of the Brine1 dilutions.

In Fig. 6.17 the summary of an experimental series of progressive dilution in Brine1 is presented. In these experiments the brine was progressively diluted down to equilibrated water. We present the adhesion values of three different gold tips on the same sample: a standard TR400PB functionalized (orange), a TR400PB unmodified (blue) and a colloidal probe functionalized (red).

In Fig. 6.17A the absolute values of the mean adhesion force are plotted as a function of the brine concentration. The error bars do not represent the error of the measurement but the variation in adhesion values measured on the sample. In Fig. 6.17B we plot the adhesion values relative to the first force map performed in Brine1 to better follow the eventual trend of adhesion force as a function of the brine dilutions. Occasionally, we could clearly recognize two distinct peaks in the histograms. In this case we fitted the distribution with a convolution of two Gaussian peaks, resulting in two points in the dataset (see for example the orange data set in Fig. 6.17).

From the data presented in Fig. 6.17, it is not possible to identify a clear trend. The only remarkable difference between the control and the functionalized tips is the occasional appearance of the second peak at higher adhesion values, which seems to be exclusively associated with the functionalized tips.

Generally was very tricky to restore the same adhesion values in undiluted Brine1 at the end of the experimental series, which would typically considered as an indication for a reliable set of measurement. After the previous discussion we may not be surprised by this fact.

To limit what we previously individuated as aging effect, we performed a new series of experiments in which we alternated the Brine1 with Brine1_×10 without adding more dilutions in between. The results, plotted with the same strategy adopted in the previous graph are presented in Fig. 6.18. While we could occasionally restore the initial adhesion values on the same sample, we were again not able to identify a simple trend related to the brine concentration.

![Figure 6.18](image.png)

**Fig. 6.18:** Summary of the “short” dilutions experiments performed with gold (A, B) and silicon oxide (C, D) tips functionalized with –COOH terminated ligands. In (A) and (C) we present the absolute values of the mean adhesion force. Different colors represent different tips (legend in the inset in A and D). In (A) and (C) the y-axis correspond to the absolute value of the adhesion force, while in the x-axis the data are divided accordingly to the dilution of the Brine1. In (B) and (D) the same data as (A) and (C) are presented as values relative to the adhesion measured in the first map (Brine1).
6.2.4 Dilution experiments in Brine1 and acidic Brine1

The last set of experiments were aimed at individuating the effect of the pH of the solution on the adhesion between the ligand molecules and the calcite surface. By lowering the pH of the brine we can expect an higher amount of protonated carboxylate and so explore the effect of the actual carboxylic acid on the surface.

In the range of pH explored with Brine1 and the dilutions (see Table 5.2), the carboxylic acid terminal group, exposed on the AFM tip, is partially dissociated. The $pK_a$ of the carboxylic acid is 5.6 for a Langmuir Blodgett monolayer at the air-water interface, 4.8 in the bulk and, of particular relevance, 4.9 for a siloxane-anchored carboxylate monolayer on silicon oxide. As soon as the tip is immersed in the brine, part of the ions in solution will condensate on the surface and some of them will associate with the $-COO^-$ groups, competing with the naturally associated protons. Calvez et al. showed that the balance between the acid and salt species in Langmuir Blodgett monolayer at the air-water interface is obtained for a pH subphase that is different from the carboxylic acid $pK_a$ and that strongly varies with the counterions type. They obtained a half-neutralization at subphase pH values of 6.2, 6.8, and 9 for the Ca$^{2+}$ (3mM), Mg$^{2+}$ (3mM), and Na$^+$ (10mM) counterions, respectively. In our case we have a higher concentration of these ions (the concentration of Ca$^{2+}$ is in the mM range simply by equilibrating the calcite crystal in Milli-Q water), thus we can expect to have more than half of the acidic groups ionized or forming a ionic complexes in the experimental pH.

To explore the actual interaction of the carboxylic acid group with the calcite surface, we decided to decrease the pH of Brine1 to 3-4 by adding HCl, a value below the $pK_a$ of the acid (what we refer as “acidic Brine1”). In this case we can assume that, transiently, a higher percentage of the carboxylic acid on the AFM tip is protonated. The final pH after the equilibrium with the calcite is expected to be between 7 and 8 for the acidic Brine1 and acidic Brine1_x10 (we focused on these two concentrations). However it is still possible to assume that at the beginning of the measurement the effect of the lower pH is active. Such a pH variation suggests even a strong restructuring of the surface.

The results of the typical experiment are presented in Fig. 6.19, where the histograms obtained from the force maps are plotted. We proceeded in the following order: we first performed a force map in Brine1 (functionalization protocol 2), then we replaced the solution with the acidic Brine1. As third step we injected the Brine1_x10 to conclude with the two control restoring force maps in acidic brine Brine1 and Brine1.

![Fig. 6.19: Example of histograms obtained from adhesion maps between silicon oxide tips functionalized and the calcite surface. The adhesion maps were performed in the following order in Brine1, acidic Brine1, acidic Brine1_x10, acidic Brine1 and Brine1. On the histograms the Gaussian fitting are superimposed.](image)

The results seem to consistently indicate a higher adhesion force in the case of the acidic brine diluted 10 times. This trend was noticed even for another functionalized tip (see Fig. 6.10) and seems to be absent in the case of the unfunctionalized tips (blue curves in Fig. 6.10). Unluckily, I
had to stop to do experiments and start to write this thesis otherwise I would have never been able to eventually graduate. Under ideal circumstances we should have been able to reproduce the results with a gold-functionalized tip to rule out the possible tip surface effects and further do a real-time dilution to determine the morphological variation of the calcite surface in acidic environment. Nevertheless we believe that this result is due to an actual interaction between the ligands and the surface that can be both related to a higher affinity between the functional group and the calcite surface at this concentration or simply by an increase of reacting point (e.g. steps) on the surface due to the lower ionic concentration and the low acidity.

In general with this spectroscopic technique and in the sampling space (temperature, ionic composition, ionic concentration and pH) explored in our experiments we could not detect any low-salinity effect and actually the opposite effect seems to appear in acidic environment.

**Fig. 6.20**: Summary of the dilutions experiments performed with silicon oxide tips in Brine1 and acidic Brine1 depending on the tip functionalization with –COOH terminated ligands. In (A) we present the absolute values of the mean adhesion force obtained from the Gaussian fitting of the histograms deriving. Different colors represent different tips as possible to see in the legend presented as an inset in (A). In the y-axis, the absolute value of the adhesion force is presented, while in the x-axis the data is divided accordingly to the dilution in which the experiments were performed. In (B) the same data are presented as values relative to the adhesion measured in the first force map corresponding to the Brine1.

### 6.2.5 Conclusions on the carboxyl group-calcite surface affinity

In this section, the methodology to obtain information on the affinity between a specific chemical group and a surface by functionalizing the AFM tip is described. The interpretation of the results may be challenging and special care has to be taken by doing several control experiments. In the case of calcite and carboxylic acid functionalized the functionalization process is extremely
important and in general the comparison between different functionalization strategies are recommended. Upon repetitive contact between tip and sample, the grafted molecules can desorb and the tip can change shape or even material in the case of gold-coated tips. If comparative measurements are performed by changing parameters, as in our case the ionic strength and pH, this effect has to be taken into account because it may induce a systematic error into the measurement. The effect of the roughness has to be considered especially if it is an evolving parameter, as in this case.

Our results do not show a significant variation of the adhesion force between the carboxylated tips and the calcite surface by reducing the ionic strength of Brine1. The variability of the measurements does not allow to draw significant conclusions. On the other hand, an effect at lower pH and low ionic strength is detected. In particular, it appears that the adhesion force is increasing when the carboxylated molecules are immersed into an acid brine at lower ionic concentration. Though more experiments are necessary to confirm this result, it is indicating that the protonation state of the carboxylic acid is extremely important in the interaction mechanism with the surface.

6.3 Materials and Methods

6.3.1 Samples preparation for the experiments of organic patches on calcite surface.

Optically clear, transparent iceland spar crystals were used for this study. The samples were cleaved with a razor blade to expose the (10\(\overline{4}\)) surface. Immediately after cleaving, the samples were exposed to the vapor of Stearic Acid (Sigma Aldrich, St Louis, MO 63103, USA). The SA was deposited with various degree of surface coverage by hot vapor treatment prior to immersion into the brine. 2 mg of SA in a glass vial of 2 ml were heated to 120\(^\circ\)C for at least 15 minutes. The vial was capped with a Teflon tape that was previously punctured and subsequently brought to the desired temperature. The calcite crystal was positioned above the hole to expose the freshly cleaved surface to the SA hot vapor. We were able to obtain different coverage of SA on calcite by tuning the exposure time of the crystal to the vapor. The coverage could be controlled through temperature, the dimension of the hole in the Teflon tape, the depth of the glass vials and the exposure time. Calibration of the coverage could be achieved by setting temperature and hole size, and imaging a samples series in air for various exposure times.

The calcite samples were attached on a metallic disk (SPI Supplies, West Chester, PA 19380, USA) and mounted on the AFM stage. We found that the best strategy to attach the calcite to the metal disks was with 5min epoxy glue (Araldite, Denver, USA). After complete curing of the glue, the samples were cleaved to expose a fresh surface. This strategy avoided contamination of the surface and provided a good stability during the imaging process.

6.3.2 AFM and QNM measurements on the calcite restructuring

All the experiments were performed at room temperature. The QNM measurements were performed on a Veeco Multimode 5 system equipped with a 10\(\times\)10\(\times\)2.5 \(\mu\)m scanner. The cantilever (Scansysyrs-fluid, Bruker, Santa Barbara, CA, USA) deflection sensitivity was calibrated before the experiment and the spring constant was obtained by using the cantilever thermal spectrum in air.\(^5\) Samples were first imaged in air and subsequently in Brine3.

The experiments presented in Figs. 6.3-6.5 and Fig. 6.7 were carried out with a commercial Multimode Nanoscope IIIA (Digital Instruments, now Brucker, Santa Barbara, CA, USA) equipped with an external lock-in amplifier. For these experiments we used standard gold coated silicon nitride cantilevers (RC800-PSA, Olympus, Japan) with a nominal stiffness \(k_c = 0.76\) N/m. The cantilevers were mounted in a fluid cell. Initially a series of images were taken in amplitude-modulation mode (‘tapping’ in the AFM commercial software) in air to estimate the coverage of
The experiments were conducted using the following general procedure:

1. The AFM tips were functionalized with the relevant molecules (see Fig. 6.12A and section 6.3.4).
2. After the functionalization, the tips were mounted on the tip holder of a commercial AFM (MFP-3D or Cypher-ES, Asylum Research, Santa Barbara, CA, USA).
3. A freshly cleaved calcite crystal was attached on a standard glass slide using carbon tape and immediately a drop of the brine was placed on the crystal. To limit the spreading of the liquid drop on the glass slide a PDMS ring was used. The glass slide was fixed on the MFP-3D scanner using two magnets. Alternatively the freshly cleaved calcite crystal was superimposed to enable a better tracking of the very rough surface. This is possible to probe directly adhesive properties of the sample. The adhesion force is defined as the minimum force obtained during the retraction curve (see Fig. 6.12C). The source of the adhesion force can be any attractive force between the tip and sample. In air, van der Waals, electrostatics, specific chemical bonds formation and forces due to the formation of a capillary meniscus may all contribute to the total adhesion. The relative strengths of the contributions depend on parameters such as the Hamaker constant, surface charges, and hydrophilicity. If either sample or the probe surface is hydrophilic, a capillary meniscus will typically form, leading to a higher adhesion that extends nanometers beyond the surface. In liquid the capillary meniscus is not present, so it is possible to probe directly adhesive properties of the two surfaces in contact that are more chemically specific. The theory describing the adhesion force as a function of the surface-tip properties is described by the contact mechanic theories (see Chapter 2 and Ref. 54).

The experiments were performed on a Cypher ES (Asylum Research, Oxford Instrument, Santa Barbara, USA), equipped with photothermal excitation (BlueDrive). For these experiments, we used the same type of cantilevers as on the Multimode Nanoscope IIIA (RC800-PSA with a nominal stiffness $k_c = 0.76$ N/m). Similarly to previous experiments, the samples were first imaged in AM-AFM in air and then in different brine concentrations. The perfect sealing of the environmental scanner eliminates any evaporation issue, apart from a short initial transient time when the vapor in the chamber equilibrates with the liquid. This ensures consistent brine concentrations throughout the experiment.

For AM-AFM in liquid, different working conditions than for high-resolution AFM have been employed to enable a better tracking of the very rough surface: a bigger free amplitude ($>2$ nm) was used and the ratio $A/A_w$ was lower (normally $<0.8$). In these conditions it is complicated to determine the actual mechanism of energy dissipation and thus interpret correctly the phase contrast. Assuming, that in this case the energy dissipation is mainly dominated by the contact mechanic between the tip and the sample, the phase contrast reflects a variation of stiffness and viscosity of the material. Image analysis was carried out using Gwiddion (http://gwyddion.net) and SPIP (Image Metrology, Denmark).

6.3.3 General procedure for force spectroscopy measurements.

In a force spectroscopy measurement, the AFM tip is extended towards the sample and subsequently retracted from the surface, while monitoring the static deflection of the cantilever as a function of the $z$ piezoelectric displacement. By knowing the spring constant of the cantilever and supposing that it is responding with a linear deformation to the force applied (Hook’s law), it is possible to directly obtain the value of the force acting between tip and sample. Forces on the order of a few piconewtons can be routinely measured with a vertical distance resolution smaller than 0.1 nm. It can also provide information about mechanical proprieties of the sample. The adhesion force is defined as the minimum force obtained during the retraction curve (see Fig. 6.12C). The adhesion force can be any attractive force between the tip and sample. In air, van der Waals, electrostatics, specific chemical bonds formation and forces due to the formation of a capillary meniscus may all contribute to the total adhesion. The relative strengths of the contributions depend on parameters such as the Hamaker constant, surface charges, and hydrophilicity. If either sample or the probe surface is hydrophilic, a capillary meniscus will typically form, leading to a higher adhesion that extends nanometers beyond the surface. In liquid the capillary meniscus is not present, so it is possible to probe directly adhesive properties of the two surfaces in contact that are more chemically specific. The theory describing the adhesion force as a function of the surface-tip properties is described by the contact mechanic theories (see Chapter 2 and Ref. 54).
attached with carbon tape on a magnetic disk and mounted on the environmental scanner of the Cypher-ES.

4. The tip was immersed in the solution and left to stabilized for 20-30 minutes. The cantilever was then calibrated obtaining first the “Inverse Optical Lever Sensitivity” (InvOLS) from the contact curve region and then the force constant with the thermal spectra methods.

5. The actual measurement was conducted by performing a series of force curves (force map) in defined region of the sample. This procedure is normally called “Force Map” and consists in performing a series of force curves to map the mechanical properties of the desired area of the sample. The z-piezo is extended in a specific point till the tip first touch the surface and successively reaches a maximum a maximum repulsive force that can be set by the operator (typically in our experiment between 600pN and 1nN). Then the piezo is retracted and the retraction curve measured. The final value of the deflection is normally similar to the initial one, suggesting that after the extension-retraction cycle the tip is again not touching the surface. The user can set the mean velocity of the tip in this cycle by choosing the rate (1Hz) of force curves acquisition and the extension range (normally 100 nm). After the first force curve, the x-y piezos move the sample in a different location and another force curve is performed. This procedure in automatized and the user can choose the total scanned area (typically 5-20 microns in our experiments) as well as the number of force curves per line (32) and the number of rows (32).

6. The AFM tip was withdrawn from the sample and the solution exchanged. Point 5 was repeated for the new concentration of the brine. We tried to perform the force maps in different brine concentrations on the same area of the sample to limit adhesion variations related to morphological effects.

7. During the collection of the force maps in different brine concentrations, the adhesion forces value was extracted from each retraction curve (see Fig. 6.12C), using an analysis routine of the AFM software (IgorPro, WaveMatrics) and an adhesion map like the one presented in Fig. 6.12D was automatically created. The resulting values relative to a brine concentration could be displayed in a histogram like that presented in Fig. 6.12E to facilitate the quantification of the adhesion force and the comparison between different experiments.

### 6.3.4 Protocols for tip functionalization

Before proceeding to the tips/substrates functionalization, the following cleaning steps were conducted (in order): 5 minutes in Milli-Q water, 5 minutes in ethanol, 5 minutes in Milli-Q water, drying under a nitrogen flow, exposure to UV-ozone for 10 minutes, 30 minutes in ethanol, rinsing with Milli-Q water and subsequent immersion for 5 minutes, drying under a nitrogen flow, exposure to UV-ozone for 30 minutes immediately before the functionalization.

After the cleaning procedure we used two different functionalization protocols depending on the material of the tips/substrates:

**Protocol 1.** The gold AFM tips were immersed in a solution of 1mM 11-mercaptoundecanoic acid (SH(CH_{2})_{10}COOH, MUA) in ethanol for at least 24h. Immediately before the AFM force maps experiments, the tips were extracted from the solution and rinsed with ethanol and dry under nitrogen flow. We followed the same strategy used by Hassenkam et al. for this functionalization method.\(^{17}\) We used three types of tips: TR400PB (Olympus, Japan) with nominal spring constant of 0.09 and 0.02 N/m respectively for the small and the big cantilevers on the same chip; RC800PB (Olympus, Japan) with nominal spring constant of 0.82 and 0.11 N/m; colloidal tips CP-CNT-Au-A (NanoAndMore GmbH, Germany) with nominal spring constant of 0.2 N/m and sphere diameter of 1.5µm.

**Protocol 2.** The silicon oxide or silicon nitride (with a natural layer of silicon oxide on the surface) AFM tips and substrates were immersed in a solution of 5mM 6-(trimethylsilyl)hexanoic
acid ((CH₃)₂Si(CH₃)₂COOH, Tractus Company Limited, Hong Kong) in isopropanol or toluene for at least 24 h. The silicon oxide substrates were cut with a diamond tip from a silicon wafer (Okmetic, Vantaa, Finland). Even in this case we used three types of AFM tips: TR400PSA (Olympus, Japan) with nominal spring constant of 0.08 and 0.02 N/m; RC800PSA (Olympus, Japan) with nominal spring constant of 0.76 and 0.10 N/m; colloidal silicon oxide AFM tips CP-PNPL-SiO-A (NanoAndMore GmbH, Germany) with nominal spring constant of 0.32 and 0.08 N/m and sphere diameter of 2 µm.
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Conclusions and Outlook

Solid-liquid interfaces are extremely important for several biological and colloidal processes. The need to gain a molecular description of the processes occurring at solid-liquid interfaces has been shown to be essential for the proper description of several systems. The standard macroscopic models cannot fully capture the varieties of molecular specific interactions that take place in the very proximity of the solid surface. In this thesis, it has been shown how high-resolution AM-AFM can be used to characterize, at the atomic/molecular level, solid-liquid interfaces. The key components to obtaining the desired sub-nanometric resolution are the solvation forces. In particular, the dissipative component of the tip-sample interaction force, due to the finite extension of the interface in the liquid region, allows obtaining a sub-nanometer imaging contrast in the case of AM-AFM.

Solvation forces are even responsible for single ion imaging with small amplitude AM-AFM. In this case, special care has to be taken in the interpretation of the data. The presence of the AFM tip, in fact, introduces some complications in the imaging process. This is particularly important if the properties of the single sample-liquid interface are inferred from the experimental images. In the case of Rb⁺ ions absorbed on negatively charged mica surfaces, the effect of the tip can be accounted, for example, by introducing two extra energy components (mechanical and electrostatic) in the absorption model that relates the experimentally measured ionic coverage to the bulk ionic concentration. This correction efficiently explains the deviations of the measured from the unperturbed ionic coverage on the surface. Introducing these extra energy components leads to an estimate on the effect that the AFM tip has on the Stern Layer whilst using the imaging conditions typically employed in the experiments. Special emphasis is put on the surprisingly slow dynamics of the absorb ions on the surface of mica. In the case of Rb⁺ a mean residence time on the order of hundreds of milliseconds has been estimated. This slow dynamics enable the imaging of single ions as protruding objects in topographic images, and as a confined spot of lower phase shift in the phase images. One of the possible explanations of the ions slow dynamics relies on the confinement of the liquid during the tip oscillation. This deep technical analysis of the high-resolution imaging process is then employed to characterize several solid-liquid interfaces in which an aqueous ionic solution is put in contact with the surface of a solid. The first system examined is the negatively charged mica surface in contact with RbCl, NaCl and KCl aqueous solutions. Given the extensive literature reported on this topic, mica-ionic solutions interface is considered as a model system to characterize the ionic absorption in the Stern Layer. The constant charge and the atomically smooth surface render the interpretation of the AM-AFM results less challenging, if compared to lipid bilayer, for example. The overall picture emerging from AFM measurements and MD-simulations highlights the importance of the interplay between the hydration properties of adsorbed ions and that of the surface. Chaotropic ions such as K⁺ or Rb⁺ appear mostly located within the first hydration layer with limited effect over the distal layers. This minimal disruption of the mica’s interfacial water structure allows the formation of stable ionic structures guided by the hydration landscape of the surface. This effect manifests itself with an attractive ion-ion correlation energy that favours the formation of ionic rows or patches on the surface. We named this newly discovered form of correlation energy within the Stern Layer as the hydration correlation effect. This energy term does not require any specific interaction between the ions and the surface and can, in principle, occur at any interface, which exhibits an appropriate hydration landscape. Although the specific hydration properties of the ions are essential for this phenomenon to manifest, seen in the case of...
the cosmotropic Na$^+$ ions. These, being able to reside on different complexation sites on the surface, are immune from this form of water-induced ordering within the Stern Layer.

Two further systems that have similar hydration properties to mica have been examined to verify the predicted generality of the hydration correlation effect: alcohol-terminated alkane SAMs on gold and two types of lipid bilayers (DPPC and DPPA). In the presence of RbCl aqueous solutions, Rb$^+$ clusters can be identified at the surface of the SAM, yielding a phase contrast consistent with the results on mica. The clusters are however; less clearly defined because of the relatively weak surface potential of the SAM that limits the adsorptions of ions at the surface. However, the presence of Rb$^+$ clusters confirms an attractive Rb$^+$-Rb$^+$ correlation energy. These results further support the idea that the surface chemistry of the solid is not critical, nor is the surface potential. The key factor is the surface hydration landscape, which imposes a particular arrangement of the adsorbed ions. In the case of supported lipid bilayer in the gel phase, even if the hydration properties of the self-assembled surface are similar to the ones of the SAM, the headgroups exhibit large thermal fluctuations due to the gap between adjacent molecular groups. This allows the ions present in solution to directly and specifically interact with the lipid headgroups region by penetrating into the surface. On account of this, the interpretation of our experimental data in this case is more challenging and even if in the case of the DPPA lipid bilayer a correlation effect seems to be present, more careful experiments are necessary to draw solid conclusions.

In the second part of this work, the calcite-aqueous ionic solution interface has been explored in detail, both in equilibrium and out-of-equilibrium conditions. This ionic crystal is highly dynamic and restructuring processes happen at the surfaces when in contact with aqueous solutions. This renders the system more complex but at the same time much more interesting, as it is the fundamental ingredient in most of the bio-mineralization processes and oil reservoirs. The interface between the flat terraces of calcite (10\(\bar{1}4\)) surface and NaCl, RbCl and CaCl solutions in equilibrium conditions have been explored combining high-resolution AFM and MD-simulations. The surface of calcite is strongly hydrated and the approaching ions have to pay a substantial energy penalty, incurred by the loss or restructuring of the hydration shell, when traversing calcite's hydration layers. Monovalent ions like Rb$^+$ and on some extent Na$^+$, are able to interact with the calcite surface, while strongly hydrated Ca$^{2+}$, divalent cations reside mainly as outer-sphere complexes on top of the hydrations layers of the surface. The situation is completely different at the step edges of the surface. Here the water molecules have properties that significantly deviate from that on the flat areas. Moreover different types of steps show different interactions with the surrounding water molecules suggesting that the morphology of the surface plays an important role in the establishment of the final equilibrium between the ionic species composing the crystal and the solution. At step edges even strongly hydrate divalent ions can directly interact with the surface, being incorporated or released from the crystal. These processes are fundamental during the growth and dissolution of the calcite crystal. In particular by investigating the topographical changes of the (10\(\bar{1}4\)) surface exposed to brines with different ionic compositions and concentration, the specific effects of foreign ions, like Mg$^{2+}$ and Sr$^{2+}$, on the growth process have been investigated.

By increasing the degree of complexity, the heterogeneous interface between the calcite surface covered with organic fatty acid molecules and several ionic solutions with varying compositions and concentrations has been presented. Fatty acids are known to be the main polar component of crude oil and have been shown to strongly interact with the calcite surface. Long chain fatty acids, like stearic acids, are particularly stable on the mineral surface. Therefore they are expected to be the more resistant component when external physiochemical conditions are changed as in the case of ionic strength variation happing during low salinity water flooding processes. Our results show that the stearic acid layers rearrange to minimize the contact between the hydrophobic groups of the molecules and the aqueous solution. They form bilayers or multilayers, even at low organic coverage, when a complete monolayer is not obtained yet. The calcite restructuring around the organic patches causes them to be trapped in a well, formed by the crystal during the growth process. At higher organic coverage, the growth process concentrates the SA in a confined area.
where big multilayer patches appear on the surface. Subsequent dilution of the contacting brine removes the freshly grown calcite and exposes the previously incorporated organic layers back to the solution. The presence of the organic patches on the calcite surface slows down both the growth and dilution processes. Stearic acid patches act as pinning points for receding calcite steps. Significantly, we show that the restructuring of the calcite surface in the presence of low and high salt concentrations does not cause desorption of the adsorbed organic molecules. These observations could contribute to explaining the high variability observed in imbibition experiments performed by petrol companies and may even provide a molecular-level insight into different bio-mineralization processes in which the growth of calcite is happening in the presence of organic material.

Finally, an AFM method to obtain information on the affinity between a specific chemical group and a surface is presented. By functionalizing the AFM tip with relevant molecules, the tip-surface adhesion force is obtained as a function of the variable external conditions. The interpretation of the results can be a bit challenging and special care has to be taken by doing several control experiments. In the case of calcite and a carboxylic acid-functionalized tip, the functionalization process is extremely important. In fact it can influence the stability of the molecules grafted on the AFM tip, which upon repetitive contact with the surface can detach from the tip’s apex. If comparative measurements are performed by changing external parameters (ionic strength and pH in our experiment) while maintaining the same tip and surface, this effect can induce a systematic error into the measurement. The effect of the roughness has to also be considered, particularly if it is evolving like in the case of the dynamic calcite surface in different ionic solutions. Our results do not show a significant variation of adhesion force between the carboxylated tips and the calcite’s surface as a function of the progressively reduced ionic strength of the solution. The variability of the measurements does not allow for drawing significant conclusions. On the hand, an effect at lower pH and low ionic strength is detected: the adhesion force is increased when the carboxylated molecules are immersed in acidic brine at low ionic concentration. More experiments are necessary to confirm this result but, if true, it suggests that the protonation state of the carboxylic acid is extremely important in the interaction mechanism with the calcite surface.

The general picture emerging from this thesis is that the specific phenomena that take place in the Stern Layer of solid-liquid interfaces are essential for understanding the physicochemical interactions between solid surfaces immersed in liquid media. Without a molecular description of the systems the interpretation of the experimental results in the framework of the classical continuum theories can become challenging or even misleading. The hydration correlation effect, for example, can be extremely important in systems where the local arrangement of ions in the Stern Layer can lead to molecular recognition like in the case of cell membranes. These types of phenomena though, are not considered in the standard continuum models and only a deep look in the Stern Layer with suitable techniques can revel their existence. The other important conclusion is that ions are not all the same and by interacting in different manners with the water molecules around them can show different behavior in the Stern Layer. The first example is given by Na’ ions at the surface of mica, unlikely K’ and Rb’-ions, they are not affected by the hydration correlation effect. Even in the case of calcite, depending on the ions’ hydration properties, they can penetrate or not the ordered hydration layers that cover the flat areas of the crystal or interact selectively with different steps.

The main open question is the effect that the tip has on the isolated interface. Our model gives an estimation on the electrostatic and mechanical effects of the tip apex but cannot give an answer to the eventual confinement-induced slow ion dynamic. The mobility of ions in the Stern Layer, in the case of single interface or under confinement, is still unknown. The gap between the typical time-scales of the phenomena explored by MD-simulations and AFM cannot help to clarify this effect, so possible other approaches will have to be explored. Moreover complex interfaces like in the case of lipid bilayers have to be characterized by other experimental techniques that can help to discriminate between the different ionic complexation sites and mobility. In particular possible other experimental techniques that can provide this information are electrochemical impedance...
Conclusions and Outlook

spectroscopy in nanochannels. This thesis is just the beginning of a long story that can in principle reveal countless interesting phenomena and will pave the way for a deeper and more conscious understanding of interfacial phenomena and colloidal properties of materials.
Appendix

Correction for the effective ionic concentration at the surface of mica in the isotherm models

In Chapter 3 I presented the results obtained when analyzing the coverage of the Rb$^+$ ions on the mica surface at different bulk concentrations. The values of the ionic coverage were obtained from the AFM images and fitted with the different isotherm models (Langmuir, Frumkin and Frumkin with tip perturbation). To obtain the significant parameters of the isotherms the coverage was plotted as a function of the ionic bulk concentration of the Rb$^+$ ions and the fit was performed. In reality, the ionic concentrations at the surface are deviating significantly from the bulk values due to the charged mica surface. The correct values can be obtained by knowing the surface charge and applying the Poisson-Boltzmann equation to the system. Since, especially at low ionic concentration, the surface charge is significantly high, an ionic enrichment is expected for both Rb$^+$ and H$_3$O$^+$ at the surface. In this section this effect will be taken into account and a correction for the significant parameters of the isotherm models (binding constant of H$_3$O$^+$, correlation energy and AFM mechanical perturbation) will be presented.
8.1 Effective ionic concentration at the surface of mica

To obtain the Rb\(^+\) coverage at the surface of mica in Chapter 3 we used the following Frumkin model:

\[
\theta_{\text{Rb}^+} = \frac{K_{\text{Rb}^+} e^{-\frac{E_c \theta_{\text{Rb}^+}}{k_B T}} C_{\text{Rb}^+}}{1 + K_{\text{Rb}^+} e^{-\frac{E_c \theta_{\text{Rb}^+}}{k_B T}} C_{\text{Rb}^+} + K_{\text{H}_2\text{O}^+} C_{\text{Rb}^+} + K_{\text{H}_2\text{O}^+} C_{\text{H}_2\text{O}^+}}
\]  \hspace{1cm} (8.1)

where \(\theta_{\text{Rb}^+}\) is the Rb\(^+\) coverage at the surface, \(E_c\) is the correlation energy between the Rb\(^+\) ions in the Stern Layer, \(K_{\text{Rb}^+}\) and \(K_{\text{H}_2\text{O}^+}\) respectively the Rb\(^+\) and H\(_2\)O\(^+\) binding constants and \(k_B T\) the product between the temperature and the Boltzmann constant. Similarly for the coverage of hydronium we have:

\[
\theta_{\text{H}_2\text{O}^+} = \frac{K_{\text{H}_2\text{O}^+} C_{\text{H}_2\text{O}^+}}{1 + K_{\text{Rb}^+} e^{-\frac{E_c \theta_{\text{Rb}^+}}{k_B T}} C_{\text{Rb}^+} + K_{\text{H}_2\text{O}^+} C_{\text{Rb}^+} + K_{\text{H}_2\text{O}^+} C_{\text{H}_2\text{O}^+}}
\]  \hspace{1cm} (8.2)

with now \(\theta_{\text{H}_2\text{O}^+}\), the hydronium coverage. The concentrations \(C_{\text{Rb}^+}\) and \(C_{\text{H}_2\text{O}^+}\) used in Eq. 8.1 and Eq.8.2 should not be considered as the bulk concentrations \(c_{\text{Rb}^+}\) and \(c_{\text{H}_2\text{O}^+}\) of the ions in solution as assumed in the model presented in Chapter 3 and generally implied in the Langmuir adsorption models. This model intrinsically assumes that the concentration of the ionic species is constant everywhere except for the surface. In this region the Langmuir isotherm gives the equilibrium concentration of the species adsorbed determining its effective surface charge. In the real system, as we have seen in Chapter 4, the ionic concentration is not uniform at the aqueous-solid interface. A more reliable approach should consider at the same time the Langmuir/Frumking adsorption isotherms and the Gouy-Chapman theory. In this case the concentration used for the absorption model should be equal to the effective ion concentrations at the surface of mica where the competitive adsorption between the different ionic species takes place. According to the Poisson-Boltzmann distribution these values can be obtained as:

\[
c_{\text{Rb}^+} = c_{\text{Rb}^+} e^{-\frac{\psi_0}{k_B T}}
\]  \hspace{1cm} (8.3)

\[
c_{\text{H}_2\text{O}^+} = c_{\text{H}_2\text{O}^+} e^{-\frac{\psi_0}{k_B T}}
\]  \hspace{1cm} (8.4)

where \(\psi_0\) is the electrostatic potential at the surface of the solid. We have neglected the corrections for the ionic activity coefficient and we will assume no extra potential drop \((\psi_d - \psi_0)\), where \(\psi_d\) is the potential at the OHP) across the Stern Layer.\(^1\) In reality \(c_{\text{Rb}^+}\) and \(c_{\text{H}_2\text{O}^+}\) correspond the ionic concentration at the OHP where the diffuse Layer of the ions starts. In this diffuse layer the continuum assumptions of the PB are considered to be valid. The OHP in the Stern model do not coincide with the surface plane but it is shifted to take into account the finite size of the hydrated ions on the surface. In our system the OHP should be place at roughly 0.3 nm from the surface, accordingly to the results of our MD-simulations. In this 0.3 nm gap \((d)\) if only water molecules can adsorbed, there will develop a potential drop that, assuming the Stern Layer to be a plane capacitor, depends on the surface charge and the capacitance \(C_s\) of the Stern Layer:

\[
C_s = \frac{\varepsilon_{\text{H}_2\text{O} \text{surf}} \varepsilon_0 A}{d}
\]  \hspace{1cm} (8.5)

\[
\psi_d - \psi_0 = \frac{Q}{C_s} = \frac{Qd}{\varepsilon_{\text{H}_2\text{O} \text{surf}} \varepsilon_0 A} = \frac{\sigma d}{\varepsilon_{\text{H}_2\text{O} \text{surf}} \varepsilon_0}
\]  \hspace{1cm} (8.6)
Section 8.1

where $Q$ is the charge, and $\varepsilon_{H2O_{surf}}$ is the relative permittivity of surface water, normally to be considered less than 80 (bulk water permittivity). Of course in our situation between the OHP and the mica surface there are the adsorbed ions so the simple stern treatment is not valid. In our situation an extra plane, the inner Helmholtz plane (IHP) passing through the center of the “specifically adsorbed” ions has to be considered. This plane is inside the Stern Layer being placed between the surface plane and the OHP. This more complex model is called by Hiemstra et al.\textsuperscript{3} the three planes model and would imply the addition of an extra potential drop between surface-IHP and IHP-OHP.\textsuperscript{3}

In this section we are interested in determining a first correction to the bulk concentration of the ions and thus estimate the effect of the surface ion enrichment on the significant parameters of the isotherm models. To do so we will neglect the Stern Layer contribution to the potential drop. This implies that $\psi_0$ in Eq. 8.3 and Eq. 8.4 is the surface potential, the Stern Layer is absent and the effect of the ions is simply to change the effective surface charge of mica by adsorbing onto it. The estimated effect found is going to be the biggest one in terms of effect of the ions is simply to change the effective surface charge of mica by adsorbing onto it. In both PB and GCS models it is possible to obtain a value for the surface charge of the solid and this value has to consistently coincide between the two approaches. Accordingly to the Isotherm model the surface charge of mica, upon ion absorption can be directly calculated:

$$\sigma = \sigma_{H2O} = \sigma_{TOT} + \frac{e \theta_{RB}^+}{A_{UC}} + \frac{e \theta_{H2O}^+}{A_{UC}} = \frac{-e}{A_{UC}} + \frac{e \theta_{RB}^+}{A_{UC}} + \frac{e \theta_{H2O}^+}{A_{UC}}$$

(8.7)

Where $A_{UC}$ is the area of a unit cell of mica ($A_{UC} = 46.72 \text{Å}^2$) that correspond to one negative $-e$ binding site\textsuperscript{3} and $\sigma_{TOT} = -e/A_{UC} = -3.43 \times 10^{-19} \text{C nm}^{-2} = -0.343 \text{C m}^{-2}$ is the mica charge density supposing no adsorbed ions on the surface.

At the same time the surface charge is related to the surface potential though the PB distribution. From PB we have that:

$$\frac{d^2\psi}{dz^2} = -\frac{\rho(z)}{\varepsilon \varepsilon_0}$$

(8.8)

where the charge density $\rho(z)$ (C m$^{-3}$) is:

$$\rho(z) = \sum_{i} z_i e n_i(z) = \sum_{i} z_i e n_i^\infty e^{-z_i e \psi/k_BT}$$

$$= \sum_{i} z_i e N_A 10^3 c_j e^{-z_i e \psi/k_BT}$$

(8.9)

where $z_i$ is the ion valence $n_i(z)$ numeric density of ions (m$^{-3}$) as a function of the distance $z$ from the surface ($z = 0$ is the surface), $n_i^\infty$ is the numeric density of ions in the bulk and $N_A$ the Avogadro number. If we suppose symmetric monovalent electrolyte Eq. 8.8 reduces to:

$$\frac{d^2\psi}{dz^2} = \frac{2 e n_i^\infty}{\varepsilon \varepsilon_0} \sinh \frac{e \psi}{k_BT}$$

(8.10)

By calling:

$$\frac{e \psi}{k_BT} = \Psi$$

(8.11)

it is possible to rewrite Eq. 8.10 as:
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\[
\frac{d^2 \Psi}{dz^2} = \frac{2 e^2 n^\infty}{k_B T \varepsilon \varepsilon_0} \sinh \Psi = \kappa^2 \sinh \Psi
\]  
(8.12)

where

\[
\kappa = \sqrt{\frac{2 e^2 n^\infty}{k_B T \varepsilon \varepsilon_0}} = \sqrt{\frac{2 e^2 N_a 10^3 c_i}{k_B T \varepsilon \varepsilon_0}}
\]  
(8.13)

is called Debye parameter.

An analytical solution of Eq. 8.12 can be found by imposing \(d\Psi/dz (\infty) = 0\) and that \(d\Psi/dz (0) = \Psi_0\):

\[
\Psi(z) = 4 \tanh (\tanh (\Psi_0) e^{-\kappa z})
\]  
(8.14)

where \(\Psi_0\) is calculated at the surface.

Generally it is possible to obtain a simplified expression for both potential and concentration dependence on \(z\) by supposing \(\Psi\) small (the famous Debye-Hückel limit). In the specific case of mica, though, in the approximation of small potential \(\Psi\) and assuming no RbCl in solution (at pH 5.5) the estimated \(\Psi_0\) is -15.5. The Debye-Hückel approximation is thus inconsistent in our case at small ion concentration. To proceed further it is necessary to use Eq. 8.14 and impose the electroneutrality condition to the system. This condition implies that the excess of charge in the diffuse layer correspond to the surface charge:

\[
e \int_0^\infty dz \left( n_+ (z) - n_- (z) \right) = e \int_0^\infty dz \left( n^\infty e^{-\Psi} - n^\infty e^\Psi \right) = -\sigma
\]  
(8.15)

By using Eq. 8.15 and combing the form of \(\Psi(z)\) of Eq. 8.14 it is possible to obtain an expression that relates the surface charge to the reduced surface potential \(\Psi_0\):

\[
\frac{e 8 \tanh (\Psi_0) n^\infty}{\kappa - (\tanh (\Psi_0))^2 \kappa} = -\sigma
\]  
(8.16)

Finally Eq. 8.16 relates the reduced surface potential \(\Psi_0\) to the surface charge \(\sigma\). If we are able to calculate the surface charge \(\sigma\) it is possible to obtain the reduced surface potential \(\Psi_0\) and so estimate the ionic concentration of Rb\(^+\) and H\(_2\)O\(^+\) at the surface accordingly to Eq. 8.3 and Eq. 8.4.

To estimate the surface charge we used Eq. 8.1 and Eq. 8.2 imposing \(\theta_{Rb^+}\) and \(\theta_{H_2O^+}\) to be the values obtained from the old Frumkin isotherms without the effect of the AFM tip. This is a first approximation that does not take into account the surface ion enrichment but was anyway already able to describe in a good way our experimental data as well as the one of Park et al.\(^4\). At this point we do not care about the ionic enrichment at the surface but we simply need a good model that can describe the actual concentration of the ionic species at the surface and determine the effective surface charge, \(K_{H_2O^+}, K_{Rb^+}\) and \(E_z\) in Eq. 8.1 and Eq. 8.2 are the old uncorrected values used in Chapter 3. The values of \(K_{H_2O^+}\) in this case is such that at zero Rb\(^+\) concentration the coverage of \(\theta_{H_2O^+}\) is 0.28 exactly as in the case of Park et al.\(^5\). Combing the values of \(\theta_{Rb^+}\), the \(\theta_{H_2O^+}\) estimated from the old Eq. 8.1 and Eq. 8.2 into the Eq. 8.7 and finally combining this last equation with Eq. 8.16 it is possible to find the values of reduced surface potential and effective ion concentration as a function of the Rb\(^+\) bulk concentration:
the two experiments (soft and stiff AFM tip): We used Eq. 8.17 to be fitted at the same time with the same values of points we decided to do a global fitting (inbuilt function in Igor pro) imposing the two set of data Park In the previous case, in fact, those values were constrained to be the same as the one reported by valu isotherms for the two experiments with soft and stiff With the corrected values of Rb corrected surface concentrations we performed again the fitting of the isotherm models To increase the consistency of the fitting procedure, due to the limited number of data points we decided to do a global fitting (inbuilt function in Igor pro) imposing the two set of data to be fitted at the same time with the same values of K H O + , K Rb + , E c but a different mechanical perturbation E m AFM \\

\[ \theta_{Rb^+} = \frac{K_{Rb^+} e^{-\frac{E_c \theta_{Rb^+}}{R T} e^{E_c^FAM + E_c^AFM}}}{1 + K_{Rb^+} e^{\frac{E_c \theta_{Rb^+}}{R T} e^{E_c^FAM + E_c^AFM}} c_{Rb^+}^0 + K_{H_3O^+} c_{H_3O^+}^0} \]

(8.17)

where

\[ \Lambda = K_{Rb^+} e^{-\frac{E_c^FAM + E_c^AFM}{R T}} \]

(8.18)

We used Eq. 8.17 to fit our AFM experimental data combining the following constrains between the two experiments (soft and stiff AFM tip):

\[ \frac{E_c^{stiff}}{R T} = \frac{E_c^{soft}}{R T} = \gamma \]

(8.19)

\[ K_{H_3O^+}^{stiff} = K_{H_3O^+}^{soft} \]

(8.20)

\[ K_{Rb^+}^{stiff} = K_{Rb^+}^{soft} \]

(8.21)

\[ \Lambda^{stiff} = \Lambda^{soft} \]

(8.22)

Table 8.1: Values of Rb⁺ bulk concentration, surface charge, reduced surface potential, Rb⁺ corrected surface concentration and H₂O⁺ surface concentration (H₂O⁺ bulk concentration constant at 0.003mM at pH 5.5).

<table>
<thead>
<tr>
<th>c_{Rb^+} (mM)</th>
<th>\sigma (C/m)</th>
<th>\Psi_0</th>
<th>c_{Rb^+}^0 (mM)</th>
<th>c_{H_3O^+}^0 (mM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-0.245</td>
<td>-3.88</td>
<td>0</td>
<td>0.153</td>
</tr>
<tr>
<td>0.01</td>
<td>-0.219</td>
<td>-3.46</td>
<td>0.319</td>
<td>0.101</td>
</tr>
<tr>
<td>0.1</td>
<td>-0.520·10⁻³</td>
<td>-2.23</td>
<td>0.930</td>
<td>0.294·10⁻³</td>
</tr>
<tr>
<td>1</td>
<td>-0.201·10⁻²</td>
<td>-2.57·10⁻¹</td>
<td>1.29</td>
<td>0.409·10⁻²</td>
</tr>
<tr>
<td>2</td>
<td>-0.889·10⁻³</td>
<td>-8.35·10⁻²</td>
<td>2.17</td>
<td>0.344·10⁻²</td>
</tr>
<tr>
<td>3</td>
<td>-0.567·10⁻³</td>
<td>-4.36·10⁻²</td>
<td>3.13</td>
<td>0.330·10⁻²</td>
</tr>
<tr>
<td>4</td>
<td>-0.416·10⁻³</td>
<td>-2.77·10⁻²</td>
<td>4.11</td>
<td>0.325·10⁻²</td>
</tr>
<tr>
<td>5</td>
<td>-0.3279·10⁻³</td>
<td>-1.96·10⁻²</td>
<td>5.10</td>
<td>0.322·10⁻²</td>
</tr>
<tr>
<td>10</td>
<td>-0.159·10⁻³</td>
<td>-6.73·10⁻³</td>
<td>10.1</td>
<td>0.318·10⁻²</td>
</tr>
<tr>
<td>100</td>
<td>-0.155·10⁻³</td>
<td>-2.07·10⁻⁴</td>
<td>100</td>
<td>0.316·10⁻²</td>
</tr>
</tbody>
</table>

Lower the ionic content bigger the deviation between the surface concentration and the bulk values. This is expected given the bigger surface charge at low ionic concentration.

8.2 New fitting coefficients of the isotherm models

With the corrected values of Rb⁺ surface concentrations we performed again the fitting of the isotherms for the two experiments with soft and stiff AFM cantilevers. In this case though the values of the coefficient K H₂O⁺ and K Rb⁺ had to be left free to vary during the fitting procedure. In the previous case, in fact, those values were constrained to be the same as the one reported by Park et al. To increase the consistency of the fitting procedure, due to the limited number of data points we decided to do a global fitting (inbuilt function in Igor pro) imposing the two set of data to be fitted at the same time with the same values of K H₂O⁺, K Rb⁺, E c but a different mechanical perturbation E m AFM:
The different values of the constant $A$ between the two types of lever arise from the different mechanical perturbation $P_m^{AFM} \cdot \theta_{Rb}^+$ appearing in the exponent was expressed as obtained in the uncorrelated case, when the Frumking isotherm simplify back to the Langmuir case (first term in the approximation of small correlation energy):

$$
\theta_{Rb}^+ \text{ in the exponent } = \frac{A \ c_{Rb}^0}{1 + A \ c_{Rb}^0 + K_{H_3O^+} c_{H_3O^+}^0}
$$

(8.23)

At the same time now the function $\theta_{Rb}^+$ is in principle a multivariable function depending on both $c_{Rb}^0$ and $c_{H_3O^+}^0$ that now varies as a function of $c_{Rb}^0$. To do a global fitting with multivariable functions it is quite complicated so we decided to fix the values of $c_{H_3O^+}^0$ to its mean value that for the data set presented in Table 8.1 ($3.06 \times 10^{-5}$ mol L$^{-1}$). The final fitting function is so:

$$
\theta_{Rb}^+ = \frac{A \ c_{Rb}^0}{1 + A \ e^{-\gamma \ e^{-\frac{A \ c_{Rb}^0}{1 + A + K_{H_3O^+} \cdot 3.06 \times 10^{-5}}} c_{Rb}^0 + K_{H_3O^+} \cdot 3.06 \times 10^{-5}}}
$$

(8.24)

Fig. 8.1: New fitting results of the data presented in Chapter 3.

The new results of the fitting are presented in Fig. 8.1. The parameters obtained form the fittings are the following:

$$
A^{stiff} = 415 \pm 9478
$$

(8.25)

$$
A^{soft} = 892 \pm 20378
$$

(8.26)

$$
K_{H_3O^+} = 164310 \pm 4326530
$$

(8.27)

$$
\gamma = -10.63 \pm 0.064
$$

(8.28)
Beside the big uncertainty of the coefficients, the actual attractive correlation energy is confirmed by the negative value of $\gamma$ even in the case of corrected surface concentration of $\text{Rb}^+$ ions. The value of the correlation energy is in this case:

$$E_c = \gamma RT \sim 24 \text{ KJ mol}^{-1} \quad (8.29)$$

This value is 3.4 times bigger than the one found in Chapter 3. The surface enrichment is thus enhancing the effect of the attractive correlation in our experimental data. Unfortunately, in this case, it is not possible to obtain the actual value of $K_{\text{Rb}^+}$ and $E^{\text{AFM}}_c$. In fact the electrostatic contribution to the tip perturbation cannot be decoupled from the constant $A$ without doing further assumptions on $K_{\text{Rb}^+}$ that in this case is better to not do. By taking the ratio between $A^{\text{stiff}}$ and $A^{\text{soft}}$ we can obtain an information on the mechanical perturbation of the system:

$$\frac{A^{\text{stiff}}}{A^{\text{soft}}} = \frac{K_{\text{Rb}^+} e^{-\frac{E^{\text{stiff}}_m + E^{\text{AFM}}_c}{RT}}}{K_{\text{Rb}^+} e^{-\frac{E^{\text{soft}}_m + E^{\text{AFM}}_c}{RT}}} = e^{-\frac{E^{\text{stiff}}_m - E^{\text{soft}}_m}{RT}} \quad (8.30)$$

We know even, from the discussion in Chapter 3 that $E^{\text{stiff}}_m / E^{\text{soft}}_m$ can be even calculated experimentally and the values is roughly 12.

$$\frac{A^{\text{stiff}}}{A^{\text{soft}}} = e^{-\frac{12}{11} E^{\text{soft}}_m} = e^{-\frac{11 E^{\text{soft}}_m}{RT}} \quad (8.31)$$

So we can finally obtain:

$$E^{\text{soft}}_m = -\frac{RT}{11} \ln \frac{A^{\text{stiff}}}{A^{\text{soft}}} \sim 172.4 \text{ J mol}^{-1} \quad (8.32)$$

The value obtained is 3 times lower than in the previous case (330 J mol$^{-1}$). In conclusion, the implementation of a correction that takes into account the effective ionic concentration at the surface of mica by combing the isotherm adsorption models with the PB equation confirms the presence of an attractive ion-ion correlation in the Stern Layer. The new value obtained is 3.4 higher than in the case of the uncorrected treatment.
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Mark: 110/110 with full honors.

RESEARCH EXPERIENCE
École Polytechnique Fédérale de Lausanne, Lausanne, Switzerland 2010 - 2015
• Imaging of solid/liquid interfaces with atomic/molecular resolution by means of Atomic Force Microscopy (AFM) (examples: supported lipid bilayers, mica, calcite, self-assembled monolayers on gold, aluminum oxide, silicon oxide).
• Experimental characterization (AFM) and theoretical model developments of ionic effects at the interface between charged surfaces and water-based ionic solutions.
• Characterization of mechanical properties of organic layers, including lipid bilayers, deposited on solid surfaces with force spectroscopy.
• Preparation of supported lipid bilayer (vesicles deposition and Langmuir-Blodgett deposition) and characterization (AFM in liquid and Quartz Crystal Microbalance).
• Functionalization of gold and silicon oxide surfaces.
• Imaging and mechanical mapping of living cells with AFM.
• Trained to work in a chemical laboratory and responsible of the AFM instrumentation laboratory.
• Development of procedures for automatized data analysis with Igor Pro.
• Synchrotron experience: Small Angle X-ray Scattering at synchrotron Dasy (Hamburg, Germany).

University of Trieste, Trieste, Italy 2005-2010
• Chemical Vapor Deposition of carbon-based material at high temperature.
• Basic knowledge of a Patch Clamp measurement.
• Basic knowledge of Scanning Tunneling Microscopy and Scanning Tunneling Spectroscopy.
• X-Ray Photoemission Spectroscopy and Low Energy Electron Diffraction studies of Ru(0001) surface in ultra-high vacuum environment.
• Synchrotron experience: X-Ray Photoemission Spectroscopy at synchrotron Elettra (Trieste).

PUBLICATIONS

*Authors contributed equally.
PUBLICATIONS IN PREPARATION OR SUBMITTED

CONFERENCE ORAL PRESENTATIONS
- “Specific ionic effects at aqueous solid-liquid interfaces investigated with high resolution AM-AFM.”
  - **Invited talk** at 2014 MRS Spring Meeting, Symposium BBB, San Francisco (USA).
- “Ion absorption at solid-liquid interfaces investigated with high resolution AM-AFM”
  - **Invited talk** in the group of Prof. Ricardo Garcia, CSIC, Madrid (Spain).

GRANTS
(2005) Awarded the "Luciano Fonda" Scholarship for bachelor student from the University College for Sciences of Trieste.

(2008) Awarded the "Luciano Fonda" Scholarship for master student from the University College for Sciences of Trieste.

TEACHING EXPERIENCE
2010-2015
Teaching assistant for the courses of “Surfaces and interfaces” and “Thermodynamics for material science” in the Bachelor program of Material Science at the École Polytechnique Fédérale de Lausanne.
Supervision of bachelor student for the Bachelor Semester Project (3 months period).

COMPUTER SKILLS
Windows | MacOS | Mathematica | IgorPro | SPiP image analysis | ImageJ | Gwyddion | Adobe Illustrator | VMD (basic)

LANGUAGES
Italian (Native) | English (Fluent)