Analysis of morphological and haemodynamical indexes in abdominal aortic aneurysms as preliminary indicators of intraluminal thrombus deposition
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Abstract In this paper we study the correlation between the Wall Shear Stress (WSS), a haemodynamical index derived from numerical simulations, and a new index MFA-ILT for the characterisation of intraluminal thrombus (ILT) in presence of abdominal aortic aneurysms. Based on the processing of medical images, we define our index MFA-ILT by projecting onto lumen surface a measure of the ILT thickness. From the physical point of view, haemodynamical indexes describe the mechanical stimuli at which the luminal surface of the vessel wall is subject to, due to blood flow. Specifically, we consider the time-averaged wall shear stress and the oscillatory shear index. The first index provides a measurement of the averaged magnitude of the shear stress; the second index measures the rate of change of shear stress. To reconstruct the haemodynamical indexes, we build in silico three-dimensional models. We use the same physical parameters and boundary conditions for all the aneurysms in the sample. The computer simulations do not require any additional invasive patient examination.

We consider eleven cases of abdominal aortic aneurysms spanning a wide range of different morphological features. All the cases are characterized by a thin intraluminal thrombus. We can, therefore, assume that the lumen we currently observe does not significantly differ from the one before the thrombus deposition. Our results suggest that the value of wall shear stresses and intraluminal thrombus deposition are correlated. Moreover, we conclude that in six cases time-averaged wall shear stress provides a preliminary indication of the area at risk of thrombus deposition.
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1 Introduction

Abdominal Aortic Aneurysm (AAA) is a vascular pathology that affects up to the 8% of the population over 65 years old. An abdominal aneurysm is defined as an aortic diameter at least one to 1.5 times the normal diameter at the level of the renal arteries, which is approximately 2.0 cm. Thus, generally, a segment of abdominal aorta with a diameter larger than 3.0 cm is considered an AAA [11]. The presence of an AAA may lead to the rupture of the arterial wall, which causes death in the 80%-90% of the cases [40,5]. When analyzing patients conditions, clinicians are mainly interested in assessing the risk of rupture. This risk is related to several factors: wall stress, wall strength, aneurysm expansion rate, and deposition of IntraLuminal Thrombus (ILT) [28].

Nowadays, the main quantitative criterion to assess the rupture risk is represented by the maximum diameter: if the aneurysm diameter is greater than 5.5 cm, guidelines recommend elective repair for patient with a low or acceptable surgical risk [12,1]. Despite this criterion has proven not to be the best predictive choice [18,29,24,15], it is still widely used as the aneurysm diameter can be directly recovered from medical images and is still considered as the golden standard in the current practice. Other bio-mechanical and hemodynamical indices have been proposed in literature. For example, bio-mechanical rupture risk predictors have been developed based on the wall stress assessment and the comparisons between stress and strength[45,48,37]. More recently, also the analysis of the pulsatile blood flow that act during the cardiac cycle, have been considered as potentially involved in AAA formation and development [4], using magnetic resonance twice in a 2- to 3-yr interval reported that regions of low OSI had the strongest correlation with ILT growth and demonstrated a statistically significant correlation coefficient. Lozowy et al [34] reported the creation of turbulent vortex structures along the anterior wall and recirculating blood along the posterior wall.

An important role in aneurysms’ assessment is played by the ILT. Its role is indeed still under discussion: on one side, it is thought to lower the rupture risk as its presence results in a lowering of the mechanical stress [52]; on the other side, also the strength of the arterial wall is diminished by the deposition of ILT [49]. Regarding the prediction of ILT deposition, rather than on mechanical stresses inside the vessel wall, the focus shifts on haemodynamical shear stresses on the lumen wall [17,16,47,19,9,31].

Despite their undoubted significance from a physical point of view, these indexes are still not employed in current clinicians’ activities: in fact the stresses, whether bio mechanical or hemodynamical, are rather difficult to be measured in vivo without performing invasive patients examinations. Nevertheless, these indexes can be computed, non invasively, through numerical solutions of mathematical flow models. Despite this advantage, mathematical models present a high level of complexity and they involve severe computational costs (they may involve hours on cluster computers [14]). Justification of their usage demands therefore to demonstrate the efficacy of computer simulations from a clinical point of view. The quality of the numerical results strongly depends on the quality of input patient-specific data. For the setup of accurate simulations, it is of primary importance the reconstruction of three dimensional patient-specific geometries. This morphological information can be extracted from Digital Imaging and Communications in Medicine (DICOM) series of images. DICOM images result from Computed Tomography Scanning (CT-scan), a common practice performed on patients affected by AAA. The geometry is not the only information required for the setup of patient-specific models. Flowrates and/or pressures data at specific location are also needed. Differently from the geometry, these data are not typically collected during the standard examinations (in particular pressure, which uses invasive procedures).

In the authors’ opinion, finding and computing simulation-based risk indicators that do not require extensive patient-specific data could support the clinicians in their preliminary assessment of the patient’s condition. Purely haemodynamical studies have been conducted to compare simulation results and real data on very small samples of aneurysms [46,41,33,26,25] (maximum 5 cases). These works focus on the fluid flow, neglecting the presence of a compliant structure surrounding the blood and, thus, assuming as rigid the vessel wall. It has to be noted that the quantities of interest in these studies should be measured specifically on the moving interface between blood and vessel wall. Supposing a rigid wall may arise in significantly different wall shear
stress computations, as already shown in other vascular applications [13, 7]. Fluid-Structure Inter-
action (FSI) models are more adherent to the real situation featuring the description of a coupled
system composed by the blood flow and the vessel wall in a moving domain (see e.g. [27]). Being
more complex, FSI problems are also more demanding from the computational costs point of view.
In this work, we compromise between rigid and FSI model choosing a fluid model enriched by a
membrane-like condition on the lumen surface [13]. The mathematical complexity of our model is
as the rigid wall one while we gain accuracy where we are interested in reconstructing the indexes.

We aim at emphasizing the importance of haemodynamical numerical simulations in assessing
the risk of ILT deposition. We select a sample of AAA presenting a thin ILT such that we can
assume that the current geometry of the lumen is close enough to the one before ILT deposition.
We also suppose that the areas where we observe a thin ILT correspond to areas where the ILT
deposition will continue to grow. Based on these two assumptions, we show that the risk of ILT
deposition is correlated to the magnitude of the wall shear stress. We investigate this relation
using patient-specific geometries, derived from CT-scan images, and averaged-population flowrate
data. This choice for the simulation settings allows us to easily repeat the computations on any
patient for which CT-scans data are available.

In Section 2 we introduce the algorithm used to segment the aneurysms and we discuss the
characteristics of the selected sample. In Section 3 we describe the mathematical model that we use
for the simulation of the blood flow and the setup of the algebraic equations’ solver is discussed.
In Section 4 we introduce main indices that we consider to measure ILT deposition. Results and
comparisons are presented in Section 5. Conclusions follow.

2 Geometrical model

Abdominal aortic aneurysms present an extremely wide morphological variability from patient to
patient. Some of the geometrical characteristics are key factors when considering the criticality of
the patient’s conditions [44]. Nevertheless, nowadays, the importance of these additional morpho-
logical features is assessed mainly on the ground of the clinician’s experience. A first geometrical
differentiation factor among AAAs can be defined by the shape of the aneurysm’s sac: in the ma-
jority of the cases it is possible to distinguish between fusiform aneurysms and saccular shaped
aneurysms. Another relevant morphological feature is represented by the neck of the aneurysm,
defined as the portion of the aorta that starts right below the renal bifurcation and ends where
the aneurysm’s sac begins. The morphological characteristics of the neck can be a key factor to
determine how the blood flow impinges on the aneurysm’s sac and, thus, on the dynamics of the
pattern of the wall shear stress along the heartbeat. The classification of AAAs shape was defined
according to [2, (Table 1)]. Software aXurge was used for qualitative assessment of imaging data
sets; this task was done by a clinician expert in reading CTA imaging (MD) according to [30,
Table 1].

On a data set of about a hundred of AAAs, we select eleven aneurysms with a common feature:
they present a thin ILT on, at least, a portion of the aneurysm, cf Table 1. The small number of
selected cases is due to the fact that AAAs are usually detected in an advanced stage (they are
usually asymptomatic) when there is already a significant deposition of ILT.

Using an automatic segmentation algorithm [20] based on three-dimensional vessel segmenta-
tion and connected component localization [22], we reconstruct all the eleven lumen surfaces (see
Figure 3). The input data of the segmentation procedure are represented by DICOM series of
images. The algorithm requires only a minimal level of user interaction. In fact, the user is asked
to select five points, delimiting the target domain (see Figure 1):

1. aorta marker point, to be selected inside the aorta’s lumen right below the renal bifurcation;
2. left iliac marker point, to be selected inside the lumen of the left iliac located at the left iliac
   bifurcation;
3. right iliac marker point, to be selected inside the lumen of the right iliac located at the right
   iliac bifurcation;
4. **inner aneurysm** marker point, to be selected inside the aneurysm lumen, approximately at the center of the largest diameter location;

5. **outer aneurysm** marker point, to be selected outside the aneurysm lumen, approximately where the gray scale is significantly different from the one of the lumen.

A user with a medical expertise can easily detect these points exploring the DICOM images. Moreover, aXurge software also allows to check the position of the marker points with a 3D visualization of the DICOM images (see Figure 2). The automatic segmentation algorithm described...
in [22] is based on three main steps an has been modified only in the choice of the initialization points and thresholds as follows:

1. Identification of Volume of Interest (VOI) based on the position of the four points related to the lumen of the vessel;
2. Creation of a feature image based on a combination of threshold and colliding fronts algorithms. The five points are used to set the threshold values computing the mean intensity around them. The aorta and the left and right iliac points are respectively the source and the targets for the colliding fronts algorithm;
3. Level set segmentation, initialized by the previously computed feature image. A median filter of kernel 1 is also applied to reduce the noise of the original image.

The purpose is the identification of the vascular district we aim at reconstructing and performing haemodynamical simulations. The results are presented in Figure 3. We notice that all the domains are characterized by one inlet surface, at the level of the infrarenal aorta, and two outlet surfaces, corresponding to those locations where each iliac artery branches in internal and external iliac. Several of the key morphological characteristics that can be encountered when dealing with abdominal aneurysms are well represented in our sample. In fact, we observe both fusiform (patients AAA1, AAA7), single balloon shaped (patients AAA4, AAA5, AAA10, AAA11), and bi-lobed aneurysms (patients AAA3, AAA6, AAA8, AAA9). We consider geometries featuring straight necks (patients AAA1, AAA4, AAA5, AAA8), and more angulated necks (patients AAA3, AAA7, AAA9, AAA10, AAA11).

We can also differentiate among AAA cases based on the lumen size. With this purpose we define the radius $R$ as the distance of each point of the lumen surface from the centerline, i.e., it is roughly half of the diameter. Both centerline and $R$ are automatically computed during the segmentation procedure. $R$ is also used as color map scale in Figure 3 to allow the reader understand the relative size of the different aneurysms. Considering that in case of thin ILT the dimensions of the lumen approximately corresponds to the dimensions of the aneurysm and recalling the critical diameter value of 55 mm ($\approx 27.5$ mm in terms of distance from centerline), we consider at risk AAA10 and AAA11. Near a critical value there are AAA1, AAA4, AAA5, AAA9 aneurysms, while AAA3, AAA7 and AAA8 cases are at a lower risk. The case of AAA2 seems to be far from a critical situation both in terms of shape and diameter measurements.

<table>
<thead>
<tr>
<th>Age</th>
<th>Sex</th>
<th>AP AAA</th>
<th>LL AAA</th>
<th>Morphology</th>
<th>AP Neck</th>
<th>LL Neck</th>
<th>BMI</th>
<th>Calcifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>76</td>
<td>M</td>
<td>40mm</td>
<td>42mm</td>
<td>Aortic</td>
<td>20mm</td>
<td>20mm</td>
<td>22</td>
<td>Mild</td>
</tr>
<tr>
<td>80</td>
<td>M</td>
<td>35mm</td>
<td>35mm</td>
<td>Aortic</td>
<td>22mm</td>
<td>22mm</td>
<td>27</td>
<td>Mild</td>
</tr>
<tr>
<td>79</td>
<td>M</td>
<td>51mm</td>
<td>40mm</td>
<td>Aortic</td>
<td>22mm</td>
<td>22mm</td>
<td>23</td>
<td>Severe</td>
</tr>
<tr>
<td>86</td>
<td>M</td>
<td>44mm</td>
<td>45mm</td>
<td>Aortic</td>
<td>19mm</td>
<td>19mm</td>
<td>25</td>
<td>Mild</td>
</tr>
<tr>
<td>91</td>
<td>M</td>
<td>50mm</td>
<td>51mm</td>
<td>Aortic</td>
<td>18mm</td>
<td>18mm</td>
<td>23</td>
<td>Mild</td>
</tr>
<tr>
<td>82</td>
<td>M</td>
<td>48mm</td>
<td>42mm</td>
<td>Aortic</td>
<td>20mm</td>
<td>22mm</td>
<td>27</td>
<td>Mild</td>
</tr>
<tr>
<td>78</td>
<td>M</td>
<td>46mm</td>
<td>40mm</td>
<td>Aortic</td>
<td>19mm</td>
<td>20mm</td>
<td>22</td>
<td>Intermediate</td>
</tr>
<tr>
<td>80</td>
<td>M</td>
<td>27mm</td>
<td>32mm</td>
<td>Aortic</td>
<td>18mm</td>
<td>18mm</td>
<td>28</td>
<td>Intermediate</td>
</tr>
<tr>
<td>71</td>
<td>M</td>
<td>45mm</td>
<td>47mm</td>
<td>Aortic</td>
<td>18mm</td>
<td>18mm</td>
<td>33</td>
<td>Intermediate</td>
</tr>
<tr>
<td>77</td>
<td>M</td>
<td>57mm</td>
<td>54mm</td>
<td>Aortobiiliac</td>
<td>19mm</td>
<td>20mm</td>
<td>25</td>
<td>Mild</td>
</tr>
<tr>
<td>72</td>
<td>M</td>
<td>50mm</td>
<td>52mm</td>
<td>Aortic</td>
<td>19mm</td>
<td>19mm</td>
<td>25</td>
<td>Mild</td>
</tr>
</tbody>
</table>

Table 1: Patients demography and AAA morphological characteristics. AP: Antero-posterior radius $R$ of the AAA and Neck, respectively; LL: Latero-lateral radius $R$ of the AAA and Neck, respectively.
Fig. 3: Reconstructed lumen surfaces of eleven different abdominal aortic aneurysms. For each case, we display the results with two camera viewpoints. The color map shows the distribution of the $R$ variable, i.e. the distance of each surface point from the centerline.

3 Haemodynamics model

3.1 Model equation

Blood is a heterogeneous media, composed by a particulate phase and a liquid one. Despite its heterogeneity, as a common assumption, blood in large vessels (diameter grater than roughly 0.3 cm, e.g. aorta) is considered as a continuous media since the dimension of the particles is of orders of magnitude smaller than the diameter of the vessel. The fluid in these vessels is incompressible, viscous and is modelled using the well-known Navier-Stokes equations (e.g. [38,27]). In large arteries, it is also widely accepted to assume blood as a Newtonian fluid and, thus, characterized by a constant viscosity [38]; for simplicity we assume that this hypothesis holds also in presence
of an AAA. Being \([0, T]\) the temporal interval of interest (typically, several full heartbeats) the Navier-Stokes system reads as follows:

\[
\begin{align*}
\rho_f \frac{\partial u}{\partial t} + \rho_f (u \cdot \nabla) u - \nabla \cdot \sigma_f &= 0 \quad \text{in } \Omega \times [0, T], \\
\nabla \cdot u &= 0 \quad \text{in } \Omega \times [0, T]
\end{align*}
\]

where \(u\) and \(p\) are the velocity and pressure of the blood, respectively, and \(\rho_f\) is its density (set equal to 1 g/cm\(^3\)). We denote by \(\sigma_f\) the Cauchy stress tensor

\[
\sigma_f = \mu_f (\nabla u + (\nabla u)^T) - p I,
\]

with \(I\) being the identity tensor and \(\mu_f\) the blood dynamic viscosity (set equal to 0.04 Pa·s). We refer to \(\Omega\) as the portion of the lumen wherein we are interested in simulating the blood flow. When considering haemodynamics problems in arteries, the domain \(\Omega\) is indeed changing in time due to the vessel compliance. Nevertheless, since these variations are small, in a first approximation, we may assume as fixed the domain \(\Omega\). We remark that completely neglecting the presence of the compliant tissue may heavily affect the resulting pressure wave or the values of the wall shear stress, as it happens in rigid wall models. Thus, while keeping \(\Omega\) fixed, to mimic the effect of the surrounding material, we introduce a non-rigid boundary condition on the lateral surface of the lumen. The condition is derived by a three dimensional linear isotropic elastic model condensed as a two dimensional membrane [23,13]. The resulting condition on the lateral surface of the lumen depends on the mechanical properties assigned to the vessel wall. In particular, we set the vessel’s Young modulus equal to \(10^7\) dyn/cm\(^2\), the Poisson’s ratio equal to 0.5, and we suppose a constant vessel thickness equal to 1.5 mm.

To close the physical model, we need to specify boundary conditions at the inlet and outlet surfaces. In particular, at the outlets, we aim at imposing a mean pressure value. We prescribe the values \(\bar{P}_{\text{right}}\) and \(\bar{P}_{\text{left}}\) of the pressures at the right and left iliac, respectively, using the absorbing boundary condition formula as proposed in [39] . At a given time step the value of \(\bar{P}_{\text{right}}\) (and, similarly, \(\bar{P}_{\text{left}}\)) is determined by an algebraic formula depending on the values of the flowrates, pressures and areas at previous time steps computed on the corresponding iliac section. To avoid numerical instabilities and the occurrence of non-physical flows from one iliac to the other, we further assume that both iliac arteries are at the same pressure level. We average the values \(\bar{P}_{\text{right}}\) and \(\bar{P}_{\text{left}}\) obtaining our final outlet mean pressure condition \(P_{\text{out}} = 0.5(\bar{P}_{\text{left}} + \bar{P}_{\text{right}})\) that we impose at both the iliac arteries.

At the inlet surface we impose a mean population flowrate as proposed in [33] (see Figure 4) and we choose a Poiseuille velocity profile. As we explain later, the inlet is extended upstream such that it is possible to exactly impose this profile.

3.2 Numerical approximation

The solution of problem (1) is approximated by means of the Finite Element Method (FEM). We generate unstructured meshes using tetrahedral elements [42,43] and we add a thin layer of elements on the lateral boundary to increase the accuracy near the vessel wall (see Fig.5) [7]. We add cylindrical extensions at each inlet/outlet surface in order to lower the dependency of the results in the aneurysm’s sac from the chosen boundary conditions. As for the segmentation, also the FEM mesh generation is performed by automatic algorithms [20,21]. The inlet was selected right below the renal bifurcation. Going higher would have required to take into account and segment the renal arteries which is a quite challenging process to automatize. The results depend on the boundary conditions and the extension were added to be able to ease the imposition of the inlet flowrate on a circular inlet surface. To assess the effect of these assumptions, comparisons with patient-specific boundary conditions should be performed. Unfortunately, patient-specific inlet data were not available.
System (1) is then solved using P1-P1 discretization with bubble functions stabilization in space and a second order backward difference formula in time. The interested reader can find more details about these techniques in, e.g., [43]. The dimension of the system of equations to be solved for each AAA is of order of millions (between 4 and 7 millions). The time step is fixed to $\Delta t = 0.001$ seconds yielding 1000 solver calls per heartbeat. Since these discretisation parameters are quite fine for this kind of situation, we did not perform specific convergence studies. To compute the target indexes, we process simulation results belonging to the fourth heartbeat, in order to get rid of the dependency of the initial conditions. We sample and store the solutions every 5 time steps (every 0.005 s) resulting in 200 time instances for each AAA case. We compute the time integral in the TAWSS’s and OSI’s formulas (cf Section 4.1) using trapezoidal numerical integration rule.

Fig. 4: Flow rate inlet wave at rest conditions imposed at the inlet section for all AAA cases (three heartbeats).

Fig. 5: Example of finite element tetrahedral mesh with boundary element layer on the lateral surface. On the center and on the left, zoom of the computational mesh to visualize the boundary layer near the lateral surface.
4 Index computation

4.1 Wall Shear Stress

Our comparisons are focused on two haemodynamical outputs computed on the lumen lateral surface.

- Time Averaged Wall Shear Stress (TAWSS). Wall Shear Stress (\(wss\)) are defined by the tangential component of the traction vector, i.e

\[
\text{wss} = \sigma \cdot n - ((\sigma \cdot n) \cdot n)n,
\]

where \(n\) is the normal outward unit vector to the lumen surface. WSS is a vectorial quantity and TAWSS is the time averaged, over a period of one heartbeat, of its magnitude:

\[
\text{TAWSS} = \frac{1}{T} \int_{t_0}^{t_0 + T} |\text{wss}| d\tau.
\]

TAWSS is an indicator of the averaged shear stress to which the luminal surface is subjected. The notation \(|\text{wss}|\) indicates the Euclidean norm of the vector \(\text{wss}\) measured in \(\text{dyn/cm}^2\).

- Oscillatory Shear Index (OSI). When observing WSS, it is not only important to compute its magnitude but also to keep track of its direction changes. OSI is defined as follows:

\[
\text{OSI} = 0.5 - 0.5 \frac{\int_{t_0}^{t_0 + T} \text{wss} d\tau}{\text{TAWSS}}.
\]

Unidirectional flows yield a low value of OSI, while highly oscillating flows are characterized by OSI near 0.5.

4.2 MFA-ILT

We would like to provide evidence that haemodynamical indexes can be used as first level indicator of ILT deposition risk. With this purpose, we need to measure an ILT deposition index from the medical images resulted from the CT-scan. Precisely, we aim at locating those regions where the ILT has started to deposit. We assume that the areas, where we currently observe a thin ILT layer, coincide with areas at high risk of deposition and, thus, where the ILT will continue to grow. To perform quantitative comparisons, the MFA-ILT is reconstructed directly on the lumen surface, where also the haemodynamical indexes will be computed. Upon reading and properly processing the information contained in the DICOM images, at each point of the lumen we assign a scalar value measuring the level of MFA-ILT that has been deposited around the point itself.

In DICOM images, each pixel, representing a physical point, is colored using a gray scale color map. The contrast liquid makes blood appear in a bright color. We probe the minimum and maximum values (namely, \(v_{min}\) and \(v_{max}\)) of the gray scale associated to the MFA-ILT directly from the DICOM images. For AAA, with \(i = 1,..,8\), \(v_{min}\) is equal to 0 and \(v_{max}\) to 200. For AAA, with \(i = 9, 10, 11\), \(v_{min}\) is equal to 1000 and \(v_{max}\) to 1200.

The MFA-ILT deposition index is computed by performing the following three steps:

1. **Mask.** Other tissues different from ILT are associated with the same gray scale values. This is the case, for example, of the blood flowing inside the vena cava, located close to the abdominal aorta. These structures may affect the computation of MFA-ILT, detecting a misleading presence of ILT where indeed there is no deposition. Thus, the first step of the image processing is the application of a mask to these components: we enclosed the target structures using several volume spheres and we blacken all the pixel laying inside the spheres. This step is difficult to automatize and is performed manually. An example of this process on a single DICOM slice is shown in Figure 6.
2. **Filtering.** Denoting by \( y \) the scalar gray scale value we define \( \lambda(y) \) as follows:

\[
\lambda(y) = \begin{cases} 
0 & \text{if } y < v_{\min} \\
1 & \text{if } v_{\min} \leq y \leq v_{\max} \\
0 & \text{if } y > v_{\max}
\end{cases}
\]

As result of the filtering, the MFA-ILT (and, also the other structure with a similar gray scale) are visualized in white while all the rest is blackened. An example is shown in Figure 7-(b).

3. **Averaging.** At each point \( \mathbf{x} \) of the lumen surface we consider the sphere \( S_\mathbf{x} \) of radius 8 mm centered in \( \mathbf{x} \) and we average \( \lambda \) on all the pixel lying inside this sphere. The formula of the MFA-ILT index reads as follows:

\[
\text{MFA-ILT}(\mathbf{x}) = \frac{\sum_{\mathbf{x}_i \in S_\mathbf{x}} \lambda(y(\mathbf{x}_i))}{N},
\]

where \( N \) is the total number of points \( \mathbf{x}_i \) lying inside the sphere \( S_\mathbf{x} \). In Figure 7-(c), we show an example of the sphere \( S_\mathbf{x} \) (in yellow) around the point \( \mathbf{x} \) (in pink). We choose a sphere of radius 8 mm such that MFA-ILT is not affected by the arterial wall layer (1.5-2.5 mm of thickness). Being the sphere centered on a surface lumen point and being the internal part of the lumen filled with blood, we expect that the thrombus deposition is characterized by MFA-ILT values greater than 0.3, with maximum values around 0.5-0.6 (depending on the surface curvature). The threshold of 0.3 is also confirmed by visual assessment, as shown in Figure 8.

In Figure 8 we display the resulting MFA-ILT index on a section of the lumen surface for the case of AAA5.

**Remark 1** The values \( v_{\max} \) and \( v_{\min} \) have been selected by probing the gray levels of the ILT and of the lumen. Consistent values were found in all the DICOM files and for all the patients. Small variation of these numbers of order of units do not change the results.

The range of thickness of CTA ranges from 0.625 to 2.0 mm, cf Table XX, although in our protocol thickness used for aortic imaging is 1.0 mm. Computational Tomographic Angiography (CTA) scan were obtained from real-world patients that should be submitted to open or endovascular aortic repair (EVAR) at Polichinico di Milano. In many cases, it was already available at admission. So, for ethical reasons (exposure to radiation, nephrotoxic and allergic risks) we have avoided to repeat CTA and we have used the available imaging to perform the study.

<table>
<thead>
<tr>
<th>AAA1</th>
<th>AAA2</th>
<th>AAA3</th>
<th>AAA4</th>
<th>AAA5</th>
<th>AAA6</th>
<th>AAA7</th>
<th>AAA8</th>
<th>AAA9</th>
<th>AAA10</th>
<th>AAA11</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.25</td>
<td>1.5</td>
<td>2.0</td>
<td>1.0</td>
<td>2.0</td>
<td>0.625</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>1.5</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 2: Thickness of the CTA in mm for the different patients.

**Remark 2** The radius of the sphere for averaging the filtered values has been chosen equal to 8mm. Going lower than 8mm is not sustainable because of the arterial layer. Values 8mm-10mm allow to retrieve qualitative good results. We should also keep in mind that the result depend from the *Mask* step, which is manual. Considering a larger sphere is also affecting negatively the results because of the presence of these tissue that it was not possible to mask perfectly.

5 **Comparison of the indices**

The pre-processing of the numerical simulations, comprising geometry reconstruction and mesh generation, was performed using *semi-automatic segmentation* algorithm of the aXurge platform [20]. The computation of the MFA-ILT was performed using VMTK library [3] and Matlab [36] software. The numerical simulations were performed using the LifeV [8] finite element library.
and using resources of the Swiss SuperComputing Center (Lugano). The post processing and the computation of the indexes were performed using Paraview [6] and Matlab [36] software.

We compare the MFA-ILT, haemodynamics and morphological indexes only on the aneurysm region, thus excluding the aorta neck and the iliac branches. We recall that we compute the indexes in correspondence of all the vertices of the surface finite element meshes. TAWSS and OSI are properly derived from the surface normal fields and the velocity field obtained by numerical simulations. The numerical simulations provide the velocity field and pressure (1). In the post-processing of the results, TAWSS and OSI are derived from the velocity field using equations (2), (3), and (4), where the surface normal field has been computed using Paraview [6]. To reduce local effects of sudden changes in the normal field, we average in space TAWSS and OSI on a small sphere of radius 2 mm centered in each surface vertex. To simplify the discussion of the result we address the inverse of TAWSS ( = TAWSS−1) with invTAWSS.

In Figure 9 we plot the values of the invTAWSS versus the MFA-ILT ones. Each one of red points in Figure 9 represents a vertex of the surface mesh. We aim at testing a linear regression model between invTAWSS and MFA-ILT. We normalize both MFA-ILT and invTAWSS with respect to the maximum values attained in each specific AAA case:

\[
\text{invTAWSS}_i = \frac{\text{invTAWSS}_i}{\max(\text{invTAWSS}_i)} \quad \text{MFA-ILT}_i = \frac{\text{MFA-ILT}_i}{\max(\text{MFA-ILT}_i)} \quad \forall \text{AAA}_i, i = 1, \ldots, 9.
\]
Fig. 8: Results of the MFA-ILT computation on 3 axial slices of the DICOM series of images. Lower row: in red MFA-ILT > 0.3; in blue, MFA-ILT < 0.3

<table>
<thead>
<tr>
<th>Name</th>
<th>( m_i )</th>
<th>SE</th>
<th>R-squared</th>
<th>pValue</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAA1</td>
<td>3.0108</td>
<td>0.1121</td>
<td>0.0896</td>
<td>&lt; 0.005</td>
</tr>
<tr>
<td>AAA2</td>
<td>2.7810</td>
<td>0.1237</td>
<td>0.0657</td>
<td>&lt; 0.005</td>
</tr>
<tr>
<td>AAA3</td>
<td>8.5778</td>
<td>0.3483</td>
<td>0.0593</td>
<td>&lt; 0.005</td>
</tr>
<tr>
<td>AAA4</td>
<td>3.9467</td>
<td>0.1050</td>
<td>0.1997</td>
<td>&lt; 0.005</td>
</tr>
<tr>
<td>AAA5</td>
<td>19.3618</td>
<td>0.2176</td>
<td>0.5040</td>
<td>&lt; 0.005</td>
</tr>
<tr>
<td>AAA6</td>
<td>3.2999</td>
<td>0.1272</td>
<td>0.0817</td>
<td>&lt; 0.005</td>
</tr>
<tr>
<td>AAA7</td>
<td>2.9039</td>
<td>0.2171</td>
<td>0.0258</td>
<td>&lt; 0.005</td>
</tr>
<tr>
<td>AAA8</td>
<td>2.1494</td>
<td>0.1020</td>
<td>0.0927</td>
<td>&lt; 0.005</td>
</tr>
<tr>
<td>AAA9</td>
<td>5.7224</td>
<td>0.0932</td>
<td>0.3940</td>
<td>&lt; 0.005</td>
</tr>
<tr>
<td>AAA10</td>
<td>2.8966</td>
<td>0.3542</td>
<td>0.0096</td>
<td>&lt; 0.005</td>
</tr>
<tr>
<td>AAA11</td>
<td>10.5039</td>
<td>0.1902</td>
<td>0.2608</td>
<td>&lt; 0.005</td>
</tr>
</tbody>
</table>

Table 3: Results of the linear regression model between invTAWSS and MFA-ILT.

Note that these choices have an influence on the \( m \) coefficient. Then, we test the following model

\[
\text{TAWSS}_i^{-1} = m_i \text{MFA-ILT}_i + q_i \quad \forall \text{AAA}_i, i = 1, \ldots, 9.
\]  

The estimates of \( m_i \), the corresponding Standard Errors (SE) and the p-value for the t-statistics are reported in Table 3.

From the results, we notice that low level of invTAWSS (and thus high TAWSS) are linked with low MFA-ILT. Linear regression models give positive angular coefficients in all the cases. We notice that among 11 aneurysm cases, 5 of them (AAA1, AAA2, AAA6, AAA7, AAA11) show a \( m_i \) coefficient around 3. Other cases show much higher \( m_1 \) coefficients (\( m_5 = 19.362 \) or \( m_{10} = 10.504 \)). It is not likely to derive an absolute coefficient that is suitable for all the cases.

From the results of Figure 9, we aim at studying if invTAWSS can be used as a preliminary indicator of ILT deposition. To support this hypothesis, we aim at checking if a clustering algorithm on these data-sets automatically detects two regions: the first one featuring high values of invTAWSS and high values of MFA-ILT; the second one characterized by low values of invTAWSS and, as well, low values of MFA-ILT. From the clustering results, we aim at further verifying if it is possible to define a threshold value of invTAWSS that can be used to detect the region at high/low risk of ILT deposition. Graphically, this threshold would correspond to a horizontal clustering separation among the points in Figures 9.
Fig. 9: invTAWSS vs MFA-ILT. In black: linear regression straight line.

We recall from section 4.2 that the deposition of thrombus is associated to MFA-ILT values greater than, roughly, 0.3. We exclude indeed from the clustering analysis both AAA1 and AAA2 cases: the former presenting too high values of MFA-ILT in all the points (> 0.3) and the latter featuring too low MFA-ILT values all over the lumen surface (< 0.3). The number of cluster was chosen a-priori equal to two and the exact command which is used for the clustering algorithm is

\[ \text{opts} = \text{statset}('Display', 'final'); \]
Table 4: MFA-ILT and invTAWSS values at the centroids of the red and blue clusters in Figures 10.

<table>
<thead>
<tr>
<th>Name</th>
<th>MFA-ILT red cluster</th>
<th>MFA-ILT blue cluster</th>
<th>invTAWSS red cluster</th>
<th>invTAWSS blue cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAA3</td>
<td>0.1737</td>
<td>0.1549</td>
<td>0.561</td>
<td>0.2401</td>
</tr>
<tr>
<td>AAA4</td>
<td>0.3255</td>
<td>0.177</td>
<td>0.4009</td>
<td>0.1983</td>
</tr>
<tr>
<td>AAA5</td>
<td>0.3723</td>
<td>0.1813</td>
<td>0.861</td>
<td>0.2231</td>
</tr>
<tr>
<td>AAA6</td>
<td>0.4049</td>
<td>0.2569</td>
<td>0.6497</td>
<td>0.37</td>
</tr>
<tr>
<td>AAA7</td>
<td>0.3512</td>
<td>0.2341</td>
<td>0.6103</td>
<td>0.2851</td>
</tr>
<tr>
<td>AAA8</td>
<td>0.3982</td>
<td>0.1999</td>
<td>0.2278</td>
<td>0.1614</td>
</tr>
<tr>
<td>AAA9</td>
<td>0.4641</td>
<td>0.1853</td>
<td>0.438</td>
<td>0.2075</td>
</tr>
<tr>
<td>AAA10</td>
<td>0.2706</td>
<td>0.2306</td>
<td>0.8888</td>
<td>0.3819</td>
</tr>
<tr>
<td>AAA11</td>
<td>0.4179</td>
<td>0.2111</td>
<td>0.7993</td>
<td>0.3033</td>
</tr>
</tbody>
</table>

We run a k-means algorithm on AAA\(_i\) for \(i = 3,\ldots,11\). We color the points of each aneurysm data set depending on the results of the cluster algorithm: the points whose centroid has the highest MFA-ILT value are represented in red and in blue the points referring to the other cluster (see Figure 10). We notice that in six cases (namely AAA\(_4\), AAA\(_5\), AAA\(_6\), AAA\(_7\), AAA\(_9\), AAA\(_11\)), out of the nine considered here, the clustering algorithm produces the expected result: the centroids are aligned along the principal diagonal of the x-y plane, allowing us to detect two populations: the blue one characterized by low MFA-ILT and low invTAWSS and the red one featuring high MFA-ILT and high invTAWSS. Moreover, for each one of these six aneurysms, the separation between the two clusters is roughly horizontal; this allows us to define the threshold value for invTAWSS such to differentiate between the areas at low and high risk of ILT deposition. For these six cases, we remark that all the centroids of the red clusters are characterized by an MFA-ILT value above 0.3 and the correspondent values for the blue clusters are around 0.2 (see Table 4). This result confirm that the visual assessment of 0.3 as a discriminant for the presence of ILT. On the other side, concerning the values of invTAWSS, it is not possible to define a value that can be used as an absolute threshold for all the AAA cases. In particular, we note that the invTAWSS characterizing the centroid of the blue cluster of AAA\(_4\) are close to the centroids’ invTAWSS values of the red clusters of AAA\(_4\) and AAA\(_9\). The clustering results obtained in the case of AAA\(_3\) and AAA\(_10\) are not satisfactory since the two centroids are almost vertically aligned, meaning that the two clusters are characterized by the same averaged value of MFA-ILT deposition index. The results are not as expected also in the case of AAA\(_5\); despite the fact that the centroids are aligned on the principal diagonal, the cluster separation is vertical, which means that invTAWSS cannot indeed be used as a discriminant factor to detect ILT deposition areas.

We aim at further studying if through the solely information of invTAWSS, we can detect the aneurysm region at high risk of ILT deposition. Using the centroids obtained from the cluster analysis, we compute two thresholds, one for MFA-ILT and another for invTAWSS, averaging the centroids’ coordinates. These thresholds are reported in Figure 11. We notice that, as expected, all the MFA-ILT thresholds are around 0.3. The minimum MFA-ILT threshold is 0.25125 obtained for AAA\(_4\) and the maximum is 0.3309 obtained for AAA\(_6\). We use the MFA-ILT and invTAWSS thresholds to construct a visual comparison on the six aneurysms on which the cluster algorithm produced satisfactory results. In Figure 11, for each aneurysm we show four pictures: on the left we have two viewpoints of the three-dimensional regions determined by the invTAWSS threshold and on the right we show two viewpoints of the three-dimensional regions determined by the MFA-ILT threshold. In red we color the points above the thresholds, in blue the points below. The pattern obtained using the invTAWSS threshold is highly correlated with the ones obtained with the threshold of the MFA-ILT index. Once again, we remark that it is not possible two identify an absolute threshold for the invTAWSS suitable for all the AAA cases due to the high variance of this values among the six aneurysm cases (from 0.29955 for AAA\(_4\) to 0.54205 for AAA\(_5\)). Further investigations with bigger samples would be needed to identify an a-priori threshold of the invTAWSS that can be used to infer the region at high risk of ILT deposition. In Figure 12 we show the pattern comparisons in the three cases where the cluster algorithm failed.
In Figure 13 we display the distance from centerline, \( R \), versus MFA-ILT in each vertex of the aneurysm surface mesh. In Table 5 we also report the regression results. The results are not very different from those in Table 3 about invTAWSS. Indeed, the diameter is the current index that it is used in the clinical setting to assess abdominal aortic aneurysms. However we do believe that the hemodynamical indices contribute to better evaluate the clinical situation. We do not observe any strong correlation between \( R \) and MFA-ILT index. In particular, at low values of MFA-ILT corresponds both low and high \( R \) values.

Finally, in Figure 14 we display the MFA-ILT index versus the OSI in each vertex of the aneurysm surface mesh. In this case, we do not test linear regression model, since any strong relation between the two variables can be seen from our data. This is in contrast with what is reported in literature (e.g. [17]), where oscillatory shear stresses are typically correlated with re-circulation and deposition of thrombi. We recall that our models are based on several assumptions and, in particular, we used the same inflow boundary conditions for all the different AAA cases. The relation between OSI and MFA-ILT should be further investigated when patient-specific flow conditions are available.

6 Conclusions

The aim of this work is to investigate the correlation between haemodynamical indexes with measured data about the deposition of ILT. We considered eleven different geometries of both
Fig. 11: TAWSS vs MFA-ILT.

<table>
<thead>
<tr>
<th>Name</th>
<th>$m_i$</th>
<th>SE</th>
<th>R-squared</th>
<th>pValue</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAA1</td>
<td>0.3264</td>
<td>0.0117</td>
<td>0.0965</td>
<td>$&lt; 0.005$</td>
</tr>
<tr>
<td>AAA2</td>
<td>0.1822</td>
<td>0.0092</td>
<td>0.0522</td>
<td>$&lt; 0.005$</td>
</tr>
<tr>
<td>AAA3</td>
<td>0.0662</td>
<td>0.0065</td>
<td>0.0106</td>
<td>$&lt; 0.005$</td>
</tr>
<tr>
<td>AAA4</td>
<td>0.2440</td>
<td>0.0120</td>
<td>0.0683</td>
<td>$&lt; 0.005$</td>
</tr>
<tr>
<td>AAA5</td>
<td>0.4379</td>
<td>0.0083</td>
<td>0.2620</td>
<td>$&lt; 0.005$</td>
</tr>
<tr>
<td>AAA6</td>
<td>0.0348</td>
<td>0.0056</td>
<td>0.0050</td>
<td>$&lt; 0.005$</td>
</tr>
<tr>
<td>AAA7</td>
<td>-0.0986</td>
<td>0.0079</td>
<td>0.0223</td>
<td>$&lt; 0.005$</td>
</tr>
<tr>
<td>AAA8</td>
<td>0.2034</td>
<td>0.0085</td>
<td>0.1175</td>
<td>$&lt; 0.005$</td>
</tr>
<tr>
<td>AAA9</td>
<td>0.5133</td>
<td>0.0059</td>
<td>0.5625</td>
<td>$&lt; 0.005$</td>
</tr>
<tr>
<td>AAA10</td>
<td>0.0008</td>
<td>0.0120</td>
<td>-0.0092</td>
<td>0.94359</td>
</tr>
<tr>
<td>AAA11</td>
<td>0.7315</td>
<td>0.0076</td>
<td>0.5178</td>
<td>$&lt; 0.005$</td>
</tr>
</tbody>
</table>

Table 5: Results of the linear regression model between $R$ and MFA-ILT.
developed and non-developed aneurysms, all showing a thin layer of ILT. Thanks to this thinness, we assume that the lumen geometry we currently observe from the DICOM images is not significantly different from the geometry before the ILT deposition. We also assume that the locations where we currently register a deposition of thin ILT correspond to areas at high risk of further deposition.

We have set up a three dimensional numerical model for eleven AAA cases, in particular we reconstruct the patient-specific geometries using automatic algorithms for segmenting and sizing. Thanks to these algorithms we are also able to automatically extract information about the distance of each lumen point from the centerline. We develop an image processing algorithm allowing us to measure the MFA-ILT projected on the luminal surface. We close the numerical model using mechanical parameters and boundary conditions coming from the corresponding literature and averaged population data. Our results show that there is a stronger correlation between invTAWSS (the inverse of TAWSS) and MFA-ILT rather than between $R$ (distance to centerline) or OSI and MFA-ILT. This correlation should be further investigated and might be improved when further patient-specific data, e.g. flowrates and/or resistance coefficients, are available.

The role of WSS in AAA’s growth has been already studied in literature, although the conclusions are not always agreeing. Di Martino et al [35] suggested that ILT could to be protective against rupture. Aortic wall hypoxia has been postulated in regions of high ILT deposition, suggesting a mechanism for aortic wall expansion and degeneration [50], because ILT inhibits vascular smooth muscle cell synthesis of collagen, and has greater numbers of macrophages and inflammatory cells. Although not directly related to cause aortic rupture, continued deposition of ILT, and consequently of low WSS, could promote local biological reactions, such as ischemic changes or loss of adventitial integrity through inflammatory [32] and [51]. Regardless of aneurysm size or configuration, Boyd et al [10] reported that often rupture occurred in or near the zones of flow re-circulation, where WSS was significantly lower and thrombus deposition was more abundant. In our analysis, on the contrary, we notice that low level of invTAWSS (and thus high TAWSS) are linked with low MFA-ILT. AAA growth and rupture is multi factorial, with many factors still to be identified, but with pressure and local haemodynamics probably playing a significant role in the process of AAA’s expansion.

We remark that invTAWSS and MFA-ILT indexes are computed using different algorithms: the first results from numerical simulations, while the second is directly measured from DICOM data using image processing techniques. We also remark that invTAWSS has been reconstructed.

Fig. 12: TAWSS vs MFA-ILT.
with a minimal interaction from an external user: the data required for the computation of this index are indeed the DICOM data and the input five points required to initialize the segmentation algorithm. The only shared information between the indexes is the geometry and, thus, the points of the lumen surface where they are computed. The comparisons have been carried on different morphological AAA cases and, in the majority of the cases, we notice a correlation between the value of invTAWSS and MFA-ILT. In particular, low values of invTAWSS yield low values of MFA-ILT. In some AAA cases, we also observe that high values of invTAWSS are linked with high values of MFA-ILT. This consideration is also supported by the results of the cluster analysis which, in six cases out of nine, allows us to separate the lumen surface in two areas, the first one

Fig. 13: Distance from centerline $R$ vs MFA-ILT.
Fig. 14: OSI vs MFA-ILT.

characterized by low invTAWSS and low MFA-ILT and the second one by high invTAWSS and high MFA-ILT. The clustering allows us to detect invTAWSS threshold values that can be used as predictor for regions at high risk of ILT deposition.

Limitations and further studies. Among the limitations of our method, we recall that the thresholds above are relative to each single aneurysm case and from our data it was not possible to determined an absolute threshold of the invTAWSS values. There is some degree of arbitrary both in the threshold definition and in the choice of the sphere radius. Unfortunately, at the best of our knowledge, there is no certified method to segment the ILT to compare with and to validate our results. The best comparison we can perform is a qualitative assessment with a medical expert eye, who has identified the 0.3 threshold, cf. also Figure 8. It is also worth to note that the MFA-ILT index does not correspond to any physical quantity and it is supposed to be read in comparative terms and not in absolute ones. We note also that the clusters do not appear very well separated.
The R-squared values are quite far from 1 actually, hence caution is needed when representing the variability of the indices with the regression models.

The physical models consider simple fluid and vessel laws, namely a Newtonian fluid and a linear isotropic material with constant parameter values. The influence of these choices on the indexes has not been investigated. The same holds for the inlet and outlet boundary conditions, including the cylindrical extrapolation of the geometry. Further studies are necessary to understand if better choices on the model can lead to better correlations between the indices or the development of ILT.

Further data should be collected on a larger AAA sample and, in particular, validation might be achieved using more patient-specific input data. The same methodology can be replicated also when evolutive AAA cases are available to provide further evidence of the utility of haemodynamical indicators. If patient-specific data are not available, our results show that numerical simulations, even with averaged population input data, provide better indicators than the sole distance from centerline. Haemodynamical indexes might be introduced, in cases of early stage AAA, to provide support to clinicians’ decisions as they provide a preliminary indicator to identify those areas that are at low risk of ILT deposition.
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