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Introduction

Let $X$ and $G$ be simple, connected, linear algebraic groups over an algebraically closed field $k$ of characteristic $p$ (possibly $p = 0$), and suppose that $\text{rank}(X) > \frac{1}{2} \text{rank}(G)$. In this paper we determine all closed, connected subgroups of $G$ which are isomorphic to $X$. We also prove a corresponding result for finite groups of Lie type. It turns out that there are just finitely many conjugacy classes of such subgroups $X$ in $G$, except when $X = D_4$, $G = E_7$ and $p = 2$; in this case there are infinitely many classes.

Many of our subgroups $X$ contain long root subgroups of $G$. Arbitrary such simple subgroups of $G$ are classified in [25, Theorem 2.1], and we make extensive use of the results and methods of [25] in our proofs. For finite groups, some very special cases of our results can be found in [22].

Our result for connected subgroups $X$ (Theorem 1) has some overlap with recent work [26] of the first author and G. Seitz, in which arbitrary simple connected subgroups of simple algebraic groups of exceptional type are determined, assuming some mild restrictions on the characteristic of the field $k$. In Theorem 1, we make no assumption on the characteristic, and we also cover classical types; moreover, Theorem 1 is required for the proof of our result on finite groups (Theorem 2). As a consequence of Theorem 2, we determine all almost simple maximal subgroups of finite exceptional groups satisfying the condition on ranks (Theorem 3).

To state our results we require a definition taken from [25]. A subsystem subgroup of $G$ is a simple, closed, connected subgroup $Y$ which is normalized by a maximal torus of $G$. Let $\Sigma(G)$ be the root system of $G$, and for $\alpha \in \Sigma(G)$, let $U_\alpha$ denote the $T$-root subgroup corresponding to $\alpha$, where $T$ is a fixed maximal torus normalizing $Y$. Then $Y = (U_\alpha \mid \alpha \in \Sigma_0)$, where either $\Sigma_0$ is a closed subsystem of $\Sigma(G)$ or $(G, p)$ is $(B_n, 2)$, $(C_n, 2)$, $(F_4, 2)$ or $(G_2, 3)$ and $\Sigma_0$ lies in the dual of a closed subsystem. The subsystem subgroups of $G$ are well known and can be listed by an application of the result in [6]. We can now state our result for algebraic groups. Throughout, by a simple algebraic group we shall mean a simple connected linear algebraic group.

Theorem 1. Let $G$ be a simple algebraic group over an algebraically closed field $k$ of characteristic $p$. Suppose that $X$ is a simple, closed, connected subgroup of $G$ such that $\text{rank}(X) > \frac{1}{2} \text{rank}(G)$. Then there is a subsystem subgroup $Y$ of $G$ such that $X \subseteq Y$ and one of the following holds:

(I) $X = Y$;


(II) $X = Y$, where $\tau$ is a graph automorphism of $Y$ of order 2;

(III) $X$, $Y$ are as in Table 1;

(IV) $X = D_4$, $p = 2$ and $Y = E_6$; there are infinitely many $G$-conjugacy classes of subgroups $D_4$ in $G$, all lying in an $E_6$-parabolic.

Each possibility for $X$ in Table 1 corresponds to a unique conjugacy class of subgroups in $G$. Furthermore, no subgroup $X$ in Table 1 satisfies (I) or (II).

**Table 1**

<table>
<thead>
<tr>
<th>$X$</th>
<th>$Y$</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_n$</td>
<td>$A_{2n-1}$</td>
<td>$Y = G$, $p = 2$</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$B_3$ or $C_3$</td>
<td>$Y = G$, $p = 2$ if $G = C_3$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>$B_3$</td>
<td>$Y = G$, $p = 3$, $X$ irreducible in $G$</td>
</tr>
<tr>
<td>$E_6$</td>
<td>$E_6$</td>
<td>$p = 2$, $X &lt; F_4 &lt; Y$, $G = E_6$ or $E_7$</td>
</tr>
<tr>
<td>$D_4$</td>
<td>$E_6$</td>
<td>$p = 2$, $X &lt; F_4 &lt; Y = G$ with $X$ generated by short root subgroups of $F_4$</td>
</tr>
</tbody>
</table>

Remarks. (1) The pairs $(X, Y)$ occurring in (II) are $(C_n, A_{2n-1})$, $(B_{n-1}, D_n)$ and $(F_4, E_6)$, and for $p \neq 2$, $(D_n, A_{2n-1})$ and $(C_4, E_6)$.

(2) In (IV), the projection of $X = D_4$ in the Levi factor $E_6$ lies in a subgroup $F_4$, and is generated by short root subgroups of this $F_4$. An explicit parameterization of the conjugacy classes of subgroups $D_4$ in this case is given in Remark 2.9. All the subgroups have the same composition factors on $L(E_7)$; this is in striking contrast with [26, Theorem 4], which states that under certain assumptions on the characteristic, simple closed connected subgroups of exceptional algebraic groups $G$ are determined up to conjugacy by their composition factors on $L(G)$.

(3) It seems likely that a result can be obtained with the hypothesis $\text{rank}(X) > \frac{1}{2} \text{rank}(G)$ relaxed; indeed, this has been done in [26] for exceptional groups $G$, under mild characteristic assumptions. However, for classical groups $G$, even when $\text{rank}(X) = \frac{1}{2} \text{rank}(G)$, representation-theoretic complications arise which are not present in our proof.

We now come to our results on finite groups. If $X$ is a finite group of Lie type over $\mathbb{F}_q$, where $q = p^a$ ($p$ prime), then $X = O^\delta(\bar{X}_\delta)$, where $\bar{X}$ is a simple algebraic group over an algebraically closed field of characteristic $p$ and $\delta$ is a suitable Frobenius morphism of $\bar{X}$; we call $\text{rank}(\bar{X})$ the *untwisted rank* of $X$.

**Theorem 2.** Let $G$ be as in Theorem 1, and let $X = X(q)$ be a finite quasisimple group of Lie type over $\mathbb{F}_q$, where $q = p^a > 2$, such that $X < G$ and the untwisted rank $l$ of $X$ is more than $\frac{1}{2} \text{rank}(G)$. Then one of the following holds:

(I) there is a simple, closed, connected subgroup $\bar{X}$ of $G$ of rank $l$ such that $X = O^\sigma(\bar{X}_\sigma)$ for some Frobenius morphism $\sigma$ of $\bar{X}$; moreover, if $X < G_\sigma$ for some Frobenius morphism $\sigma$ of $G$, then $\bar{X}$ is $\sigma$-stable;

(II) $p = 3$, $X = B_2(3)$ or $^{2}A_5(3)$, and $G = B_3$ or $C_3$ respectively (with $X$ indecomposable on the natural 7- or 6-dimensional module for $G$);

(III) $G = E_8$ and $X = ^2A_5(5)$ or $^2D_5(3)$. 


Remarks. (1) In both cases of (II), there is a unique conjugacy class of such subgroups $X$ in $G$; in (III), we have not determined the conjugacy classes of subgroups $X$.

(2) In (I), the subgroup $\tilde{X}$ of $G$ is of course identified by Theorem 1.

(3) Theorem 2 can be used to determine the $G_\sigma$-classes of quasisimple subgroups $X$ of $G_\sigma$ with untwisted rank bigger than $\frac{1}{2} \text{rank}(G)$, as follows. The $G$-classes of subgroups $\tilde{X}$ (as in Theorem 2) are given by Theorem 1. Then the $G_\sigma$-classes of such $\tilde{X}$ are given by an application of Lang’s theorem (cf. [10, Proposition 1]). Finally, the classes of subgroups $X$ in $\tilde{X}$ are given by [25, 5.1]. (Note that if $X$ is $G_\sigma$-conjugate to $Y$ then $\tilde{X}$ is $G_\sigma$-conjugate to $\tilde{Y}$.)

Our final theorem is a consequence of Theorems 1 and 2 for maximal subgroups of the finite exceptional groups of Lie type. The reduction theorem in [24, Theorem 2] determines all maximal subgroups of such groups which are not almost simple; Theorem 3 below is a contribution to the remaining case, and determines the almost simple subgroups which satisfy a suitable rank condition.

In the statement we use the following notation. Let $G$ be a simple adjoint algebraic group of exceptional type over an algebraically closed field $k$ of characteristic $p > 0$, and let $\sigma$ be a Frobenius morphism of $G$, so that $L = O^\sigma(G_\sigma)$ is a finite simple group of exceptional Lie type over $k_0$, a finite field of characteristic $p$. Let $L_1$ be an almost simple group with socle $L$. A simple subgroup of $L$ of the same type as $L$ (possibly twisted) over a subfield of $k_0$ will be called a subfield or twisted subgroup of $L$; these subgroups are determined up to conjugacy by [25, 5.1]. Also, a subgroup of $L_1$ of the form $N_{L_1}(D_\sigma)$, where $D$ is a $\sigma$-stable reductive subgroup of $G$ containing a maximal torus, is called a subgroup of maximal rank; the subgroups of maximal rank which are maximal in $L_1$ are determined in [23].

**Theorem 3.** Let $L_1$ be an almost simple group with socle $L = O^\sigma(G_\sigma)$ as above, and let $M$ be an almost simple maximal subgroup of $L_1$. Suppose that $F^* (M) = X(q)$, a simple group of Lie type over $F_q$, where $q = p^a > 2$ and the untwisted rank of $X(q)$ is more than $\frac{1}{2} \text{rank}(G)$; assume also that $(G, X(q))$ is not $(E_8, 2A_5(5))$ or $(E_8, 2E_6(3))$. Then one of the following holds:

(i) $M$ is a subgroup of maximal rank;

(ii) $X(q)$ is a subfield or twisted subgroup;

(iii) $L = E_6^\sigma(q)$ and $X(q) = C_4(q)$ ($q$ odd) or $F_4(q)$.

**Notation.** Throughout the paper, $k$ denotes an algebraically closed field of characteristic $p$. If $X$ is a connected reductive group over $k$ and $\lambda$ a dominant weight with respect to a fixed base of the root system of $X$, we let $V_X(\lambda)$ and $W_X(\lambda)$ denote the rational irreducible $kX$-module with high weight $\lambda$ and the Weyl module with high weight $\lambda$, respectively. For a weight $\mu < \lambda$, we will write $V_X(\lambda)_\mu$ for the $T$-weight space corresponding to the weight $\mu$. The same notation will be used if $X$ is finite, where we consider the module as the restriction of a module for the corresponding simple algebraic group. If $V$ is a $kX$-module and $\tau$ is an automorphism of $X$ (as abstract group) which is also a morphism if $X$ is connected, we denote by $V^\tau$ the $kX$-module obtained from $V$ by twisting the action of $X$ by $\tau$. And if $\tau$ is a $p^e$-power field automorphism, we write $V^\tau = V^{(e)}$.

If $V_1, V_2, \ldots, V_k$ are modules, then $V_1/V_2/\ldots/V_k$ denotes a module having the
same composition factors as \( V_1 \oplus V_2 \oplus \ldots \oplus V_k \). If \( j \) of the factors are isomorphic to \( W \), we write \( W^j \) for \( W / \ldots / W \).

For \( \epsilon = \pm 1 \), \( A_\epsilon(q) \) denotes a quasisimple group \( A_\epsilon(q) \) if \( \epsilon = +1 \), and denotes \( ^2A_\epsilon(q) \) if \( \epsilon = -1 \). A similar interpretation holds for \( E_6(q), G_2(q), B_2(q), F_4(q) \) and \( D_4(q) \). For \( D_4(q) \), we also allow \( \epsilon = 3 \), in which case \( D_4(q) \) denotes \( ^3D_4(q) \).

We fix the following labelling of Dynkin diagrams, where the darkened nodes represent the short roots:

\[
\begin{align*}
A_1 & \quad \alpha_1 & \alpha_2 & \alpha_{i-1} & \alpha_i \\
B_2 & \quad \alpha_1 & \alpha_2 & \alpha_{i-2} & \alpha_{i-1} & \alpha_i \\
C_2 & \quad \alpha_1 & \alpha_2 & \alpha_{i-2} & \alpha_{i-1} & \alpha_i \\
D_4 & \quad \alpha_1 & \alpha_2 & \alpha_{i-3} & \alpha_{i-2} & \alpha_{i-1} \\
E_6 & \quad \alpha_1 & \alpha_2 & \alpha_3 & \alpha_4 & \alpha_5 & \alpha_{i-1} \\
F_4 & \quad \alpha_1 & \alpha_2 & \alpha_3 & \alpha_4 \\
G_2 & \quad \alpha_1 & \alpha_2 
\end{align*}
\]

The paper is divided into four further sections. In the first we present some preliminary results needed for the proofs of the theorems. The second, third and fourth sections contain the proofs of Theorems 1, 2 and 3, respectively.

Acknowledgement. We are grateful to Dr Peter Sin for his permission to include his unpublished results, Lemmas 1.7 and 1.9 in § 1. The third author also thanks the Sloane Foundation and the Fonds Nationale Suisse for financial support.

1. Preliminary lemmas

In our proofs of Theorems 1 and 2, we shall require detailed information on the cohomology groups \( H^1(X, V) \), where \( V \) is one of several specified modules for the algebraic or finite group \( X \) of Lie type. The first nine lemmas contain the information we need. The remaining lemmas of the section are various technical results which we shall require on representations of finite and algebraic groups of Lie type.
Lemma 1.1. Let $X$ be a simple algebraic group over $k$, and let $V = V_X(\lambda)$. If the semidirect product $VX$ contains more than one conjugacy class of closed complements to $V$, then either

(i) $V$ has a rational indecomposable extension by the trivial $kX$-module, or

(ii) $X = C_n$, $p = 2$ and $V = V_X(2^a\lambda_1)$ (or $V_X(2^a\lambda_2)$ if $n = 2$), for some $a$.

Proof. See [26, 1.5].

Lemma 1.2. Let $X$ be a finite group, $K$ a field and $M$ a finite-dimensional $KX$-module. Let $W_1, \ldots, W_r$ be the composition factors of $M$, of which $m$ are trivial, and set $n = \sum \dim H^1(X, W_i)$. Assume that $H^1(X, K) = 0$.

(i) If $n < m$, then $M$ has a trivial $KX$-submodule.

(ii) If $M$ has no trivial submodule and $n = m$, then $H^1(X, M) = 0$.

Proof. (i) We argue by induction on $r$, the case $r = 1$ being trivial. We may suppose that $n > 0$, and choose a $KX$-submodule $W$ of $M$, maximal subject to $M/W$ having a non-trivial composition factor. Let $m'$ be the number of trivial composition factors of $W$, and $n' = \sum \dim H^1(X, W_i)$, the sum being over composition factors $W_i$ of $W$. If $n' < m'$ then by induction, $W$ has a trivial $KX$-submodule. Otherwise, $n - n' < m - m'$, and $M/W$ has a trivial submodule; but this contradicts the choice of $W$.

(ii) We again use induction on $r$. Assume $n > 0$, and let $W, m', n'$ be as in the proof of (i). Then $n' \geq m'$ by (i). Hence $n - n' \leq m - m'$. By the choice of $W$, $M/W$ has no trivial submodules, so $n - n' = m - m'$ by (i). By induction then, $H^1(X, M/W) = H^1(X, W) = 0$. Consequently $H^1(X, M) = 0$.

Lemma 1.3. Let $X$ be a simple algebraic group over $k$, with $(X, p) \neq (C_2, 2)$, $(G_2, 3)$ or $(F_4, 2)$, $V$ a rational $kX$-module such that $H^1(X, V^{(e)}) = 0$ for all $e \not\equiv 0$. Then $VX$ has only one class of closed complements isomorphic to $X$.

Proof. Let $X'$ be a closed complement to $V$ in $VX$ which is isomorphic to $X$. Define $\phi: X' \to X$ to be the composite of the inclusion $X' \to VX$ and the projection $VX \to X$. Then by [26, 1.2], $\phi = F'\psi$ where $F'$ is a (possibly trivial) field automorphism of $X'$ and $\psi$ is a morphism from $X'$ to $X$ with $d\psi \not\equiv 0$. If $d\psi: \mathcal{L}(X') \to \mathcal{L}(X)$ is not an isomorphism, then $\ker(d\psi)$ and $\im(d\psi)$ are proper ideals; but this is impossible, as we have excluded $(X, p) = (C_2, 2), (F_4, 2)$ and $(G_2, 3)$ (cf. [31, 1.2]). Hence, $\psi$ is an isomorphism. Then $F = \psi^{-1}F'\psi$ is a field automorphism of $X'$, and $\phi = \psi F$.

Write $X' = \{x\gamma(x) | x \in X\}$, where $\gamma: X \to V$ is a 1-cocyle, and denote by $\pi: X' \to V$ the composite of the inclusion $X' \to VX$ and the projection $VX \to V$. Now define $\gamma': X \to V$ by

$$\gamma'((x\gamma(x))\psi) = \gamma(x), \quad \text{for } x \in X.$$ 

Thus $\gamma'(y) = \gamma(y\psi^{-1}x)$ for $y \in X$, so $\gamma'$ is a rational map. Also $\gamma'$ is a 1-cocyle.
for the action of \( X \) on the twisted module \( V^F \): for if \( y_i = (x_i \gamma(x_i))\psi \) for \( i = 1, 2 \) \((x_i \in X)\), then
\[
\gamma'(y_1 y_2) = \gamma(x_1 x_2) \\
= \gamma(x_1)^x + \gamma(x_2) \\
= \gamma'(y_1)^{x F} + \gamma'(y_2).
\]

As \( H^1(X, V^F) = 0 \) by hypothesis, there exists \( v \in V \) such that
\[
\gamma'(y) = v - v^F, \quad \text{for all } y \in X.
\]
Since \( \gamma'(y) = \gamma(yF) \), this implies \( \gamma(x) = v - v^x \) for all \( x \in X \), and so \( X' = X^v \), as required.

**Lemma 1.4** [12, 7.1]. Suppose that \( p > 0 \), and let \( X \) be a simple algebraic group over \( k \), defined and split over \( \mathbb{F}_p \). For \( q = p^n \) let \( X(q) \) be the subgroup of \( \mathbb{F}_q \)-rational points. Let \( V \) be a rational \( kX \)-module. If \( X = C_t \) with \( p = 2 \), assume that \( V \) has no weight of the form \( \frac{1}{2} \alpha \) with \( \alpha \) a root. Suppose \( H^1(X(q), V) \) has dimension \( n \) for all sufficiently large \( q \). Then \( H^1(X, V^{(e)}) \) has dimension \( n \) for all \( e \geq 0 \).

**Lemma 1.5.** Let \( G \) be a simple algebraic group over \( k \), and let \( P = QL \) be a proper parabolic subgroup of \( G \) with unipotent radical \( Q \) and Levi factor \( L \), such that \( L' \) is simple. Then the \( L' \)-composition factors within \( Q \) have the structure of rational \( kL' \)-modules, and the possible high weights \( \lambda \) of non-trivial factors are as follows:

\( i) \) \( L' = A_n^*: \lambda = 2\lambda_1, 2\lambda_n, \lambda_j \) or \( \lambda_{n+1-j} \) for \( j = 1, 2, 3 \);

\( i) \) \( L' = B_n \) or \( C_n: \lambda = \lambda_1, \lambda_2 \) or \( \lambda_3 \), where \( \lambda_2 \) or \( \lambda_3 \) occurs only if \( G = F_4 \) and \( n = 2 \) or \( n = 3 \), respectively;

\( i) \) \( L' = D_n^*: \lambda = \lambda_1, \lambda_{n-1} \) or \( \lambda_n \), where \( \lambda_{n-1} \) and \( \lambda_n \) occur only for \( G = E_k \) and \( n \in \{ 5, 6, 7 \} \);

\( i) \) \( L' = E_6^*: \lambda = \lambda_1 \) or \( \lambda_6 \);

\( i) \) \( L' = E_7^*: \lambda = \lambda_7 \).

**Proof.** The module structure is established in [4]. For the possible weights, except \( 2\lambda_1 \) and \( 2\lambda_n \) when \( L' = A_n \), see [25, 1.4]. The extra weights \( \lambda = 2\lambda_1, 2\lambda_n \) for \( L' = A_n \) arise from the short root \( A_n \) in \( G = C_{n+1} \).

**Lemma 1.6.** Let \( X \) be a simple algebraic group over \( k \), and \( \lambda \) a dominant weight for \( X \) as given in Table 2. Let \( V = V_X(\lambda) \). Then the semidirect product \( VX \) contains only one conjugacy class of closed complements to \( V \).

**Proof.** We apply Lemma 1.1. For all of the given \((X, \lambda)\) apart from \((B_t, \lambda_1), (C_t, 2\lambda_1), (B_3, 2\lambda_3), (C_4, \lambda_2), (D_4, \lambda_2)\) and \((F_4, \lambda_4)\), the weight 0 is not a subdominant weight of \( \lambda \), so \( \text{Hom}_X(\text{rad}(W_X(\lambda)), k) = 0 \) and so \( V \) does not have a rational indecomposable extension by the trivial \( kX \)-module (see [17, p. 207]). In the remaining cases, we refer to [8, Table 1] to see that \( \text{Hom}_X(\text{rad}(W_X(\lambda)), k) = 0 \) again.
The next two lemmas concern $H^1(X, V_X(\lambda))$ for various finite groups $X$ of Lie type. We are grateful to Dr Peter Sin for permission to include his results 1.7 and 1.9.

**Lemma 1.7 (P. Sin).** (i) If $X = \text{SU}_3(3)$, then $H^1(X, V_X(2\lambda_1))$ has dimension 1.
(ii) If $X = \text{Sp}_6(8)$, then $H^1(X, V_X(\lambda_4)) = 0$.

**Proof.** (i) This is proved in [35].
(ii) Let $X = \text{Sp}_6(8)$ and $V = V_X(\lambda_4)$. Choose a parabolic subgroup $P = UL$ of $X$ with unipotent radical $U$ and Levi subgroup $L = \text{Sp}_6(8) \times F_4$. It is enough to show that $H^1(P, V) = 0$.

We first compute the composition factors of $V|_P$. Write $W = V_L(\lambda_2)$, the usual 4-dimensional module for $L' = \text{Sp}_6(8)$, and let $[a]$ be the 1-dimensional module for $F_4$ on which $t \in F_4$ acts as the scalar $t^a$. Calculation shows that the composition factors of $V|_P$ on which $L'$ acts non-trivially are

$$W < 3>, IV®<[-3],$$
while those on which $L'$ acts trivially are

$$[0], [0], [3], [-3], [2], [-2].$$

If $M$ is any irreducible $L'$-module, we have an inflation-restriction sequence

$$0 \to H^1(L, M \otimes [a]) \to H^1(P, M \otimes [a]) \to H^1(U, M \otimes [a]) \to 0.$$

The first term is zero unless $[a] = [0]$, in which case it is 1-dimensional if $\dim M = 4$, and 0 otherwise (see [34]). The third term is isomorphic to $\text{Hom}_{F_4L}(\bar{U}, M \otimes [a])$, where $\bar{U}$ is the Frattini quotient of $U$. Using the commutator relations given in [28], we find that as an $F_4L$-module, $\bar{U}$ is a non-split extension of $W^{(2)} \otimes [2]$ by $[2]$ (in fact $\bar{U}$ is only determined up to Galois conjugacy as an $F_4L$-module). From this we compute that $\text{Hom}_{F_4L}(\bar{U}, M \otimes [a])$ is isomorphic to $k$ if $M \otimes [a]$ is Gal($F_6 : F_2$)-conjugate to $W^{(2)} \otimes [2]$, and is 0 otherwise.

From the inflation-restriction sequence given above, we now see that $H^1(P, W^{(2)} \otimes [0])$ and $H^1(P, W \otimes [-3])$ are both 1-dimensional, and that $H^1(P, M \otimes [a])$ vanishes for all other composition factors of $V|_P$. Lemma 1.2 now applies to give $H^1(P, V) = 0$, as required.
TABLE 3

<table>
<thead>
<tr>
<th>$X$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{l}^{f}(q)$</td>
<td>$\lambda_{1}, \lambda_{2}$</td>
</tr>
<tr>
<td></td>
<td>$\lambda_{1} + \lambda_{1}$ for $q \neq 3$ and $p \nmid (l + 1)$</td>
</tr>
<tr>
<td></td>
<td>$2\lambda_{1}$ for $q$ odd, $X \neq A_{3}(3)$</td>
</tr>
<tr>
<td>$B_{l}(q), C_{l}(q)$</td>
<td>$\lambda_{1}$ for $X \neq B_{2}(3)$</td>
</tr>
<tr>
<td>$D_{l}^{f}(q)$</td>
<td>$\lambda_{1}$</td>
</tr>
<tr>
<td>$B_{4}(q), q$ odd</td>
<td>$\lambda_{4}$</td>
</tr>
<tr>
<td>$C_{4}(q)$</td>
<td>$\lambda_{2}$ for $p \neq 2$, $\lambda_{4}$ for $p = 2$</td>
</tr>
<tr>
<td>$D_{4}(q)$</td>
<td>$\lambda_{2}$ for $p \neq 2$ and $q \neq 3$</td>
</tr>
<tr>
<td>$F_{4}(q)$</td>
<td>$\lambda_{4}$ for $p \neq 3$</td>
</tr>
<tr>
<td>$^{2}F_{4}(q)$</td>
<td>$\lambda_{4}$</td>
</tr>
<tr>
<td>$B_{3}(q), q$ odd</td>
<td>$\lambda_{2}$ for $p \neq 3$, $\lambda_{3}$</td>
</tr>
<tr>
<td>$C_{3}(q)$</td>
<td>$\lambda_{2}$</td>
</tr>
</tbody>
</table>

LEMMA 1.8. Let $X$ be a quasisimple group of Lie type over $\mathbb{F}_q$, with $q > 2$. Let $\lambda$ be a dominant weight and $V = V_X(\lambda)$, the corresponding irreducible $kX$-module.

(a) In the cases listed in Table 3, $H^1(X, V) = 0$.
(b) In the cases listed in Table 4, $\dim H^1(X, V) = 1$.
(c) When $X = D_{4}(q)$, $\lambda = \lambda_{2}$ and $p = 2$, $\dim H^1(X, V) = 2$.

Proof. This follows from [18; 19; 25, 1.8] and Lemma 1.7, except for the case where $X = A_{l}^{f}(q)$, $\lambda = 2\lambda_{1}$ and either $q > 3$ or $q = 3$, $\epsilon = -1$, $l > 2$. In this case, let $V = V_{X}(2\lambda_{1})$, so that $V$ is the symmetric square of the natural module for $X$, and write $F = \mathbb{F}_{q}$ if $\epsilon = 1$, $F = \mathbb{F}_{q^{2}}$ if $\epsilon = -1$. Choose $\zeta \in F$ of order $q - \epsilon$. We use the argument of [25, 1.8] (originally in [1]); thus we define abelian $p'$-subgroups $E_{1}, E_{2}$ of $X$ such that each $E_{i}$ is fixed-point-free on $V - \{0\}$, $[E_{1}, E_{2}] = 1$ and $X = \langle C_{X}(E_{i}) \rangle$ if $i = 1, 2$. It then follows as in [25, 1.8] that $H^1(X, V) = 0$.

If $\zeta^{l} \neq \pm 1$ and $\zeta^{l-1} \neq 1$, take

$$E_{1} = \langle \text{diag}(\zeta, ..., \zeta, \zeta^{-1}) \rangle, \quad E_{2} = \langle \text{diag}(\zeta^{-l}, \zeta, ..., \zeta) \rangle,$$

(matrices relative to an orthonormal basis of $V$ if $\epsilon = -1$). If $\zeta^{l} = \pm 1$ and $(q, \epsilon) \neq (5, +1)$ or $(3, -1)$, take

$$E_{1} = \langle \text{diag}(\zeta^{2}, ..., \zeta^{2}, \zeta, \zeta) \rangle, \quad E_{2} = \langle \text{diag}(\zeta, \zeta^{2}, ..., \zeta^{2}, \zeta) \rangle.$$
If $\xi^{l-1} = 1$ and $(q, \varepsilon) \neq (5, +1)$ or $(3, -1)$, take

$$E_1 = \langle \text{diag}(\xi^2, \ldots, \xi, \xi, \xi, \xi, \xi) \rangle, \quad E_2 = \langle \text{diag}(\xi, \xi^2, \ldots, \xi^2, \xi, \xi, \xi) \rangle.$$ 

Now suppose $(q, \varepsilon) = (5, +1)$ or $(3, -1)$ and $l > 2$. If $l$ is even, let

$$E_1 = \langle \text{diag}(\xi, \ldots, \xi, \pm1), \text{diag}(\xi, \ldots, \xi, \pm1, \xi) \rangle,$$

$$E_2 = \langle \text{diag}(\pm1, \xi, \ldots, \xi), \text{diag}(\xi, \pm1, \xi, \ldots, \xi) \rangle.$$ 

If $l$ is odd, then $\xi^{l-1} = 1$ and $l \equiv 1 \pmod{4}$ and we may take

$$E_1 = \langle \text{diag}(\xi, \ldots, \xi, -\xi), \text{diag}(\xi, \ldots, \xi, -1, -1) \rangle,$$

$$E_2 = \langle \text{diag}(\xi, \xi, \ldots, \xi), \text{diag}(\xi, \xi, \ldots, \xi) \rangle.$$ 

In all cases, $E_1$ and $E_2$ satisfy the required conditions (use [29, 3.2] to see that $X = (C_X(E_1), C_X(E_2))$).

It remains only to deal with the case where $X = A_2(5)$. Here, let $H$ be a Cartan subgroup of $X$ and $U$ a Sylow 5-subgroup normalized by $H$. Observe that the weights of $H$ on $V$ are all different from the weights of $H$ on $U$. Hence if $U_\alpha$ is a root subgroup of $U$, then it is the unique subgroup of $VH_{U\alpha}$ on which $H$ acts with weight $\alpha$. It follows that there is just one class of complements to $V$ in $VHU$, and this implies that $H^1(X, V) = 0$.

**Lemma 1.9 (P. Sin).** Let $X = D_4^+(q)$, with $q$ a power of 3, and let $V = V_X(\lambda_2)$. Then $\text{Ext}^1_X(V, V) = 0$.

**Proof.** Let $B$ be a Borel subgroup of $X$, and let $P = UL$ be a parabolic subgroup containing $B$, with unipotent radical $U$ and Levi subgroup $L$, where $L = \text{SL}_2(q^3) \times Z_{q-1}$ if $\varepsilon = +1$, $L = \text{SL}_2(q) \times \text{SL}_2(q^2) \times Z_{q-1}$ if $\varepsilon = -1$, and $L = \text{SL}_2(q^2) \times Z_{q-1}$ if $\varepsilon = 3$.

We first establish that $H^1(P, V) = 0$. To do this, we use the method of the proof of 1.7(ii): we compute $H^1(P, M \otimes [a])$ for each composition factor $M \otimes [a]$ of $V|_P$, using the inflation-restriction sequence

$$0 \rightarrow H^1(L, M \otimes [a]) \rightarrow H^1(P, M \otimes [a]) \rightarrow \text{Hom}_{kL}(\tilde{U}, M \otimes [a]),$$

where $\tilde{U}$ is the Frattini quotient of $U$. When $q = 3$, we find that there are two composition factors with $H^1(P, M \otimes [a]) \cong k$ and the rest have trivial 1-cohomology. Since $V|_P$ has three trivial composition factors and $V^P$ is 1-dimensional, Lemma 1.2 applies to give $H^1(P, V) = 0$ in this case. And if $q > 3$, all the composition factors have trivial 1-cohomology, giving the same conclusion.

Now suppose we have a short exact sequence of $kX$-modules

$$0 \rightarrow V \rightarrow E \rightarrow V \rightarrow 0.$$ 

As $H^1(P, V) = 0$, the fixed space $E^U$ has dimension 2; and since $V \cong V^*$, we also have $\dim(E^*)^U = 2$. Therefore, if $E$ (and hence also $E^*$) is not split, then $E$ is generated as a $kX$-module by a $B$-fixed line, and so is $E^*$. Now Corollary 2 of [38] (see also Theorem 15 of [9]) applies to show that $E$ splits after all.

The next two lemmas concern large-rank subgroups of classical groups and representations of simple algebraic groups of degree at most 56.
**Lemma 1.10.** Let $G$ be a classical simple algebraic group over $k$, and let $V$ be the natural irreducible module for $G$ over $k$. Suppose that $M$ is a proper, simple, closed, connected subgroup of $G$ such that $M$ is irreducible on $V$ and $\text{rank}(M) > \frac{1}{2} \text{rank}(G)$. Then $M$ and $G$ are as in Table 5; we also give $\lambda$, where $V|_M = V_M(\lambda)$, and $\lambda$ (a dominant weight for $M$) is determined up to an automorphism of $M$ as an abstract group.

### Table 5

<table>
<thead>
<tr>
<th>$G$</th>
<th>$M$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_3$</td>
<td>$A_2, p = 3$</td>
<td>$\lambda_1 + \lambda_2$</td>
</tr>
<tr>
<td>$B_3$</td>
<td>$G_2$</td>
<td>$\lambda_1$</td>
</tr>
<tr>
<td>$C_3$</td>
<td>$G_2, p = 2$</td>
<td>$\lambda_1$</td>
</tr>
<tr>
<td>$D_4$</td>
<td>$B_3$</td>
<td>$\lambda_3$</td>
</tr>
<tr>
<td>$A_{2n-1}$</td>
<td>$C_n, D_n$</td>
<td>$\lambda_1$</td>
</tr>
<tr>
<td>$C_n$</td>
<td>$D_n, p = 2$</td>
<td>$\lambda_1$</td>
</tr>
</tbody>
</table>

**Proof.** The hypothesis that $\text{rank}(M) > \frac{1}{2} \text{rank}(G)$ gives

$$\text{dim } V \leq \begin{cases} 
2(\text{rank}(M)) & \text{if } V|_M \text{ is not self-dual}, \\
4(\text{rank}(M)) - 1 & \text{if } V|_M \text{ is self-dual}.
\end{cases}$$

Hence $\lambda$ is given by [21, §2]: either $M$ is $C_n$ or $D_n$ and $V|_M$ is the natural $2n$-dimensional module for $M$, or $(M, \lambda)$ is one of $(A_2, \lambda_1 + \lambda_2)$ with $p = 3$, $(B_3, \lambda_3)$, $(C_3, \lambda_3)$ with $p = 2$, $(G_2, \lambda_1)$, or $(G_2, \lambda_2)$ with $p = 3$. All of these give rise to groups in the conclusion. (Note that when $p = 2$, $(C_3, \lambda_3)$ gives the same subgroup $M$ of $D_4$ as $(B_3, \lambda_3)$; so the conclusion gives only one of these cases.)

**Lemma 1.11.** Let $X$ be a simple algebraic group over $k$ of rank $l = 3$ or 4, with $(X, p) \neq (B_1, 2)$. Suppose that $V = V_X(\lambda)$ is a non-trivial irreducible $kX$-module such that

$$\text{dim } V \leq \begin{cases} 
56 & \text{if } l = 4 \text{ and } V \text{ is self-dual}, \\
26 & \text{if } l = 3 \text{ and } V \text{ is self-dual}, \\
28 & \text{if } l = 4 \text{ and } V \text{ is not self-dual}, \\
13 & \text{if } l = 3 \text{ and } V \text{ is not self-dual}.
\end{cases}$$

Then $X$, $\lambda$, and $\text{dim } V_X(\lambda)$ are as listed in Table 6, with $\lambda$ given up to an automorphism of $X$ as an abstract group.

**Proof.** Consider first the case where $\lambda$ is a restricted weight for $X$. Counting conjugates of $\lambda$ under the Weyl group, and of subdominant weights which are known to occur as weights of $V_X(\lambda)$ (for example, using [37, 1.30]), we see that either $\lambda$ is as listed in the conclusion, or $(X, \lambda)$ is one of: $(A_4, \lambda_2 + \lambda_3)$, $(D_4, \lambda_1 + \lambda_2)$, $(A_3, \lambda_1 + \lambda_2)$, $(B_3, 2\lambda_3)$, $(C_3, \lambda_1 + \lambda_3$ or $\lambda_2 + \lambda_3$).

Now refer to [8] to see that $p = 3$ and $\text{dim } V = 51$ in the first case, while the dimensions of the remaining modules $V_X(\lambda)$ are too large.

When $\lambda$ is not restricted and is not a Frobenius twist of a restricted weight, $V$ is
Table 6

<table>
<thead>
<tr>
<th>X</th>
<th>(λ, \dim V_\lambda(λ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_4</td>
<td>(λ_1, 5), (2λ_1 (p \neq 2), 15), (λ_2, 10), (λ_1 + λ_4, 24 for p \neq 5), (λ_1 + λ_4, 23 for p = 5), (λ_1 + p^2λ_j, 25 (i, j \in {1, 4}, a &gt; 0)), (λ_2 + λ_3 (p = 3), 51)</td>
</tr>
<tr>
<td>B_4</td>
<td>(λ_1, 9), (λ_2, 36), (λ_4, 16), (2λ_1, 44 for p \neq 3), (2λ_1, 43 for p = 3)</td>
</tr>
<tr>
<td>C_4</td>
<td>(λ_1, 8), (λ_2, 27 for p \neq 2), (λ_2, 26 for p = 2), (λ_3, 48 for p \neq 3), (λ_3, 40 for p = 3), (λ_4, 42 for p \neq 2, 3), (λ_4, 41 for p = 3), (λ_4, 16 for p = 2)</td>
</tr>
<tr>
<td>D_4</td>
<td>(λ_1, 8), (λ_2, 28 for p \neq 2), (λ_2, 26 for p = 2), (2λ_1 (p \neq 2), 35), (λ_1 + λ_3, 56 for p \neq 2), (λ_1 + λ_3, 48 for p = 2)</td>
</tr>
<tr>
<td>F_4</td>
<td>(λ_4, 26 for p \neq 3), (λ_4, 25 for p = 3), (λ_1 (p \neq 2), 52)</td>
</tr>
<tr>
<td>A_5</td>
<td>(λ_1, 4), (λ_2, 6), (2λ_1 (p \neq 2), 10), (λ_1 + λ_3, 15 for p \neq 2), (λ_1 + λ_3, 14 for p = 2), (2λ_2, 20 for p \neq 2, 3), (2λ_2, 19 for p = 3)</td>
</tr>
<tr>
<td>B_3</td>
<td>(λ_1, 7), (λ_2, 21), (λ_3, 8), (2λ_1, 26 for p = 7)</td>
</tr>
<tr>
<td>C_3</td>
<td>(λ_1, 6), (λ_2, 14 for p \neq 3), (λ_2, 13 for p = 3), (λ_3, 14 for p \neq 2), (λ_3, 8 for p = 2), (2λ_1 (p \neq 2), 21)</td>
</tr>
</tbody>
</table>

a tensor product of irreducible \(kX\)-modules already found, and it is easy to see that \(X = A_4\) and \(λ = λ_1 + p^iλ_1\) or \(λ_1 + p^iλ_4\) for some \(i \geq 1\).

The next two lemmas of this section concern the actions of various elements of \(F_4\) and \(E_7\) on modules of dimensions 26 and 56, respectively.

**Lemma 1.12.** Let \(G\) be a simple algebraic group of type \(F_4\) or \(E_7\) over \(k\), with \(p > 0\). Let \(V = V(λ)\) be an irreducible \(kG\)-module of high weight \(λ_4\) if \(G = F_4\), \(λ_7\) if \(G = E_7\). Then the dimensions \(\dim C_\nu(t)\) for certain conjugacy classes of semisimple elements \(t \in G\) are given in Table 7.

Table 7

<table>
<thead>
<tr>
<th>G</th>
<th>(p)</th>
<th>(o(t))</th>
<th>(\dim C_\nu(t))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F_4)</td>
<td>odd</td>
<td>2</td>
<td>10, 14 (9, 13 if (p = 3))</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3</td>
<td>8, 14</td>
</tr>
<tr>
<td>(E_7)</td>
<td>odd</td>
<td>2</td>
<td>0, 24, 32</td>
</tr>
<tr>
<td>(simply connected)</td>
<td>2</td>
<td>3</td>
<td>2, 14, 20, 32</td>
</tr>
</tbody>
</table>

**Proof.** Let \(G = F_4\) with \(p\) odd. By [16], there exist two conjugacy classes of involutions in \(G\) with centralizers of types \(B_4\) and \(C_3A_1\). We note that \(V|_{B_4}\) has composition factors \(V(λ_4)/V(λ_1)/V(0)^c\), with \(c = 0\) or \(1\) as \(p = 3\) or not, and \(V|_{C_3A_1}\) has composition factors \(V_{C_3}(λ_2)/V_{C_3}(λ_1) \otimes V_{A_1}(λ_1)\). The assertion then follows.

Now let \(G = F_4\) with \(p = 2\). There exist three classes of elements of order 3,
represented by \( t_1, t_2, t_3 \) with respective centralizers \( B_3T_1, C_3T_1 \) and \( A_2\tilde{A}_2 \) (cf. [15, §34]). Since \( V|_{A_2\tilde{A}_2} \) has composition factors
\[
V_{A_2}(\lambda_1) \otimes V_{\tilde{A}_2}(\lambda_1) / V_{A_2}(\lambda_2) \otimes V_{\tilde{A}_2}(\lambda_2) / V_{\tilde{A}_2}(\lambda_1 + \lambda_2),
\]
dim \( C_V(t_3) = 8 \). There is a \( C_3A_1 \) containing the \( C_3T_1, \) and \( V|_{C_3A_1} \) is given above, so dim \( C_V(t_2) = 14 \). Similarly, \( B_3T_1 < B_3A_1 \) with \( V|_{B_3A_1} \) having composition factors
\[
V_{B_3}(\lambda_3) \otimes V_{A_3}(\lambda_1) / V_{A_3}(\lambda_1) / V_{B_3}(\lambda_1) / V(0)^2.
\]
So dim \( C_V(t_1) = 8 \).

Now let \( G = E_7 \) and set \( V = V_G(\lambda_7) \). Consider first the case where \( p \) is odd. There are three classes of involutions in \( G \); one acting as \(-I\) on \( V \) and the other two having centralizer \( A_1D_6 \). Since \( V|_{A_1D_6} = V_{D_6}(\lambda_3) / V_{A_1}(\lambda_1) \otimes V_{D_6}(\lambda_1), C_V(t) \) has dimension 24 or 32 in the latter case.

Finally, let \( G = E_7 \) with \( p = 2 \). There are five classes of elements of order 3 in \( G \), with centralizers \( A_2A_5, T_1E_6, T_1A_5, T_1D_6 \) and \( T_1A_1D_5 \) (cf. [15]). Refer to [31, 1.8] to see that
\[
V|_{A_2A_5} = V_{A_2}(\lambda_1) \otimes V_{A_1}(\lambda_1) / V_{A_2}(\lambda_2) \otimes V_{A_2}(\lambda_5) / V_{A_5}(\lambda_3), \quad \text{and } t \in Z(A_2) \cap Z(A_5),
\]
\[
V|_{E_6} = V(\lambda_1) / V(\lambda_5) / V(0)^2, \quad \text{and } t \in Z(E_6),
\]
\[
V|_{A_1} = V(\lambda_2) / V(\lambda_5), \quad \text{and } t \in T_1 = Z(T_1A_6) < A_7,
\]
\[
V|_{A_2D_6} = V_{A_2}(\lambda_1) \otimes V_{D_6}(\lambda_1) / V_{D_6}(\lambda_5) \quad \text{and } t \in T_1 < A_1 \text{ or } t \in D_6 \text{ with } C_D(t) = T_1D_5.
\]
So \( C_V(t) \) has dimension 20, 2, 14, 32, 20 in the respective cases.

The next lemma concerns the unipotent conjugacy classes of a simple algebraic group of type \( E_7 \). In the statement we use the parameterization of unipotent classes given by [5] for \( p \) odd and by [3] for \( p = 2 \) (note that by [27], the Bala-Carter parametrization holds also when \( p = 3 \)). The lemma lists the Jordan block structures of elements of order \( p \) acting on the 56-dimensional module \( V_{E_7}(\lambda_7) \); this information is taken directly from [20, Table 7].

**Lemma 1.13.** Let \( G \) be a simple algebraic group of type \( E_7 \) over \( k \), and assume that \( 2 \leq p \leq 7 \). Let \( V \) be the irreducible \( kG \)-module \( V_G(\lambda_7) \). Then the Jordan canonical forms of all of the conjugacy classes of elements of order \( p \) acting on \( V \) are listed in Table 8, where \( ab \) abbreviates the fact that there are \( b \times a \) blocks.

**Lemma 1.14.** Let \( A = \text{SL}_2(k) \), and suppose \( p > 0 \). Let \( \phi: A \to \text{SL}(V) \) be a finite-dimensional rational representation such that all \( A \)-composition factors of \( V \) have restricted high weights. Let \( u \) be an element of order \( p \) in \( A \). Then there exists a closed connected subgroup \( U \) of \( A \), with \( u \in U \), such that any \( u \)-invariant subspace of \( V \) is in fact \( U \)-invariant.

**Proof.** By the assumption on the high weights, \( V \) is a completely reducible \( kA \)-module. We may take \( u \) to be \[
\begin{pmatrix}
1 & 1 \\
0 & 1
\end{pmatrix}.
\]
Let \( \{V_0, \ldots, V_{p-1}\} \) be the full set of restricted irreducible modules for \( \text{SL}_2(k) \), where \( V_i \) is the space of \( i \)-th-degree homogeneous polynomials in two indeterminates. Then \( V = \bigoplus W_i \), with each \( W_i \)
Conjugacy class | p | Jordan decomposition | Conjugacy class | p | Jordan decomposition
--- | --- | --- | --- | --- | ---
$A_1$ | 2, 3, 5, 7 | $1^{32}, 2^{12}$ | $D_4(a_1)$ | 5, 7 | $1^8, 3^6, 5^6$
$2A_1$ | 2 | $1^{16}, 2^{20}$ | $D_4$ | 7 | $1^{14}, 7^6$
 | 3, 5, 7 | $1^{18}, 2^{16}, 3^2$ | $D_4(a_1) + A_1$ | 5 | $2^5, 3^4, 4^1, 5^6$
$(3A_1)'$ | 2 | $1^8, 2^{24}$ | | 7 | $2^5, 3^4, 4^2$,
 | 3, 5, 7 | $1^{14}, 2^{12}, 3^6$ | | 7 | $5^4, 6^1$
$(3A_1)''$ | 2 | $2^{28}$ | $A_3 + A_2$ | 5 | $1^2, 2^3, 3^4,$
 | 3 | $2^{25}, 3^2$ | | 7 | $4^2, 5^6$
 | 5, 7 | $2^{28}, 4^1$ | | 7 | $1^2, 2^3, 3^4, 4^4,$
$A_2$ | 3, 5, 7 | $1^{20}, 3^{12}$ | | 5 | $5^2, 6^2$
$4A_1$ | 2 | $2^{28}$ | $A_4$ | 5 | $1^6, 5^{10}$
 | 3 | $1^{16}, 2^{13}, 3^8$ | | 7 | $1^6, 3^2, 5^7, 7^2$
 | 5, 7 | $1^{16}, 2^{14}, 3^6, 4^1$ | $A_3 + A_2 + A_1$ | 5 | $2^3, 4^5, 5^6$
$A_2 + A_1$ | 3 | $1^{18}, 2^{6}, 3^{12}$ | | 7 | $2^5, 4^2, 6^3$
 | 5, 7 | $1^{18}, 2^{8}, 3^8, 4^2$ | $(A_3)'$ | 7 | $1^4, 6^6, 7^4$
$A_2 + 2A_1$ | 3 | $1^{16}, 2^2, 3^{14}$ | $(A_3)''$ | 7 | $6^4, 7^3$
 | 5, 7 | $1^{16}, 2^{8}, 3^{6}, 4^4$ | $D_4 + A_1$ | 7 | $1^4, 2^3, 7^6$
$A_3$ | 5, 7 | $1^{14}, 5^2, 4^8$ | $A_4 + A_1$ | 5 | $1^2, 2^2, 5^{10}$
$2A_2$ | 3 | $1^8, 3^{18}$ | | 7 | $5^2, 6^2, 7^2$
 | 5, 7 | $1^6, 5^2, 3^{14}$ | | 7 | $5^2, 6^2, 7^4$
$A_2 + 3A_1$ | 3 | $2^7, 3^{14}$ | $D_3(a_1)$ | 7 | $1^4, 2^3, 3^7,$
 | 5, 7 | $2^{14}, 4^7$ | $A_4 + A_2$ | 5 | $3^2, 5^{10}$
$(A_3 + A_1)'$ | 5, 7 | $1^{16}, 2^2, 3^2, 4^3, 5^4$ | $A_5 + A_1$ | 7 | $3^6, 5^2, 7^4$
$(A_3 + A_1)''$ | 5 | $2^7, 4^8, 5^2$ | $A_6$ | 7 | $7^8$
 | 7 | $2^4, 4^2, 6^1$ | $D_4(a_1) + A_1$ | 7 | $2^5, 4^1, 7^6$
$A_1 + 2A_2$ | 3 | $1^2, 2^{18}$ | $D_6(a_2)$ | 7 | $4^1, 5^2, 7^6$
 | 5, 7 | $1^4, 2^4, 3^6, 4^4, 5^2$ | $E_6(a_3)$ | 7 | $1^4, 5^2, 7^6$
 | 7 | $1^2, 2^3, 3^4, 4^4, 5^4$ | $E_7(a_3)$ | 7 | $4^2, 6^1, 7^6$
$A_3 + 2A_1$ | 5 | $1^2, 2^3, 3^4, 4^4, 5^4$ | | 7 | $4^2, 6^1, 7^6$

isomorphic to some $V_i$. Let $\phi_j: A \to SL(W_j)$ so that $\phi$ is the direct sum of the $\phi_j$. Write

$$e_j = (\phi_j(u) - 1) - \frac{1}{2}(\phi_j(u) - 1)^2 + \ldots - \frac{1}{p - 1}(\phi_j(u) - 1)^{p-1} \in sl(W_j)$$

and set $e = \bigoplus e_j \in sl(V)$. Since $(\phi_j(u) - 1)^p = 0$ for all $j$, and $e^p = 0$, we have that

$$\exp(e) = \sum_{k=0}^{1} \frac{1}{k!} e^k = \phi(u).$$
We claim that for \( t \in k \),
\[
\exp(te) = \sum_{k \geq 0} \frac{1}{k!} (te)^k \in \phi(A);
\]
in fact,
\[
\exp(te) = \phi\left( \begin{bmatrix} 1 & t \\ 0 & 1 \end{bmatrix} \right).
\]
For this, it will suffice to show that
\[
\exp(te_j) = \phi_j\left( \begin{bmatrix} 1 & t \\ 0 & 1 \end{bmatrix} \right),
\]
for each \( j \). Suppose \( W_j = V_k \). Set \( M_k \) to be the \((k + 1) \times (k + 1)\) matrix whose \((n, m)\) entry is 0 if \( m \neq n + 1 \) and is \( n \) otherwise. Also set \( h(c) = \begin{pmatrix} c & 0 \\ 0 & c^{-1} \end{pmatrix} \in A \).

Then with respect to the ordered basis \( x^k, x^{k-1}y, ..., y^k \) of \( V_k \), we have \( \exp(M_k) = \phi_j(u) \) and also \( c^2 M_k = \phi_j(h(c)) M_k \phi_j(h(c^{-1})) \) for all \( c \in k \). We deduce that there exists an ordered basis of \( W_j \) with respect to which \( e_j = M_k \) and also \( c^2 e_j = \phi_j(h(c)) e_j \phi_j(h(c^{-1})) \) for all \( c \in k \). Therefore
\[
\exp(c^2 e_j) = \phi_j(h(c)) \exp(e_j) \phi_j(h(c^{-1}))
= \phi_j(h(c)) \phi_j(u) \phi_j(h(c^{-1}))
= \phi_j\left( \begin{bmatrix} 1 & c^2 \\ 0 & 1 \end{bmatrix} \right)
\]
for all \( c \in k \), as claimed.

Clearly \( \{\exp(te) \mid t \in k\} \) is a closed connected 1-dimensional subgroup of \( \phi(A) \) containing \( \phi(u) \). Moreover, any \( u \)-invariant subspace of \( V \) is invariant under the action of \( e \) and therefore invariant under the action of \( \exp(te) \).

**Remark.** This lemma is related to a result of Serre [33, 4.1]. Serre's result implies that there is a subgroup \( U \) of \( \text{GL}(V) \) with the desired property, whereas we produce a subgroup \( U \) also lying in our given \( \text{SL}_2 \).

2. **Proof of Theorem 1**

As in the hypotheses of Theorem 1, let \( G \) be a simple algebraic group over the algebraically closed field \( k \) of characteristic \( p \), and let \( X \) be a simple closed connected subgroup of \( G \) with \( \text{rank}(X) > \frac{1}{2} \text{rank}(G) \). Write \( l = \text{rank}(X) \), \( n = \text{rank}(G) \), so that \( l > \frac{1}{2}n \).

**Lemma 2.1.** If Theorem 1 holds for \( (G, p) = (C_n, 2) \) then it holds for \( (G, p) = (B_n, 2) \).

**Proof.** As in [36, Theorem 28], let \( \Sigma \) be the \( B_n \) root system and \( \Sigma^* \) the dual root system (of type \( C_n \)), and let \( \alpha \rightarrow \alpha^* \) be the map from \( \Sigma \) to \( \Sigma^* \) sending \( \alpha \) to
its coroot $\alpha^*$. Then by [36, Theorem 28], when $p=2$ there is a morphism of algebraic groups $\theta: B_n \to C_n$ such that

$$\theta(x_\alpha(t)) = \begin{cases} x_{\alpha^*}(t) & \text{if } \alpha \text{ is long}, \\ x_{\alpha}(t^2) & \text{if } \alpha \text{ is short.} \end{cases}$$

Moreover, $\theta$ is an isomorphism of abstract groups.

Now suppose Theorem 1 holds when $G = C_n$ and $p = 2$. If $X$ is a simple, closed subgroup of $B_n$ of rank $l > \frac{1}{2}n$, then $\theta(X) \leq C_n$, so $\theta(X)$ is as in the conclusion of Theorem 1. Therefore either $\theta(X) = Y$ or $Y_r$, for some subsystem subgroup $Y$ of $C_n$, or $n = 3$ and $\theta(X) = G_2$. In the latter case, $X = G_2$, and since there exists a unique conjugacy class of subgroups of type $G_2$ in $C_3$, the same is true in $B_3$, as required. Now suppose $\theta(X) = Y$ or $Y_r$, so $X = \theta^{-1}(Y)$ or $\theta^{-1}(Y_r)$. As $Y$ is generated by root groups corresponding to roots in some subsystem of $\Sigma^*$, $\theta^{-1}(Y)$ is a subsystem subgroup of $B_n$. Therefore if $\theta(X) = Y$, then $X$ is as in (I) of Theorem 1. Finally, suppose $X = \theta^{-1}(Y_r)$. Then $Y = A_r$ or $D_r$, is a short root subsystem subgroup of $C_n$. If $Y = A_r$ then $Y_r$ has rank at most $\frac{1}{2}(r + 1)$, whence $l \leq \frac{1}{2}n$, a contradiction. Hence $Y = D_r$. Then $\theta^{-1}(Y)$ is a long root subsystem subgroup $D_r$ of $B_n$, and $X > \theta^{-1}(Y)$ is of type $B_{r-1} = B_l$. Let $W$ be the usual $2r$-dimensional module for $\theta^{-1}(Y) = D_r$. If $l \geq 4$, then the only non-trivial irreducible $B_r$-module of dimension at most $2r$ is the usual $B_r$-module, and hence $X$ fixes a 1-space of $W$; it follows that $X$ is the stabilizer of a non-singular 1-space of $W$, and hence $X = (\theta^{-1}(Y))_{\tau'}$ for some graph automorphism $\tau'$, as in (II) of Theorem 1. If $l = 3$, there are three classes of subgroups $B_3$ in $D_4$, permuted by triality, and the same conclusion follows. Finally, if $l = 2$ then subsystem subgroups $B_2$ in $D_3$ correspond to subsystems $C_2$ in $A_3$, of which there is just one conjugacy class, and the result again follows.

In view of Lemma 2.1, we assume that $p \neq 2$ when $G = B_n$.

We now embark upon the proof of Theorem 1 by induction on $\dim G$. The result is trivial when $G = A_1$.

**Lemma 2.2.** Theorem 1 holds if $X \leq H < G$, where $H$ is reductive of maximal rank.

*Proof.* Let $H^* = H_1 \circ \ldots \circ H_l$, a commuting product of simple groups $H_i$. Since $l > \frac{1}{2}n$, $X$ lies in one of the factors $H_i$. Hence by induction there is a subsystem subgroup $Y$ of $H_i$ containing $X$, such that $X$ and $Y$ are as in the conclusion of Theorem 1. Then $Y$ is also a subsystem subgroup of $G$, so the result holds.

In the light of Lemma 2.2, we assume that

(†) $X$ lies in no proper reductive maximal rank subgroup of $G$.

**Lemma 2.3.** Theorem 1 holds if $X$ is contained in no proper parabolic subgroup of $G$.

*Proof.* Pick a maximal proper closed connected subgroup $M$ of $G$ containing $X$. By hypothesis, $M$ is not parabolic, so by [7] it is reductive. Moreover $X \leq M'$, so $\rank(M') > \frac{1}{2}n$. By (†), $M$ is not of maximal rank.
Suppose first that $G$ is of exceptional type. Since $M$ is not of maximal rank, [31, Theorem 1] applies to show that $(M, G)$ is $(F_4, E_6)$, $(C_4, E_6)$ with $p \neq 2$ or $(A_1 F_4, E_7)$. In the last case, $X$ lies in the factor $F_4$, which in turn lies in a subsystem subgroup $E_6$ of $G$, contrary to (†). By induction, we know the embedding of $X$ in $M$: since $l > \frac{1}{2} n$, $l$ must be 4 and $X = B_4, C_4, D_4$ or $F_4$. If $X = B_4$, then $X = Y$, where $Y$ is a subsystem subgroup $D_5$. If $X = F_4$ or if $X = C_4$ with $p \neq 2$, then $X = Y$ with $Y$ a subsystem subgroup $E_6$. If $X = D_4$ and $X$ is a long root subsystem subgroup of $M = F_4$, then $X$ is a subsystem subgroup of $G$. In the remaining cases, $X = D_4$ or $C_4$, with $p = 2$, and $X$ is a short root subsystem subgroup of $F_4$, as in the conclusion (III) of Theorem 1.

Now suppose $G$ is a classical group, with natural module $V$. If $M$ is reducible on $V$, then as $M$ is not of maximal rank, we have $M = B_r \times B_{n-r-1} \triangleleft G = D_n$, for some $r$ with $0 \leq r < \frac{1}{2} n$. Since $l > \frac{1}{2} n$, this forces $X \leq B_{n-r-1}$. Then by induction, $X = D_r$ or $B_r$ and satisfies (I) or (II) of Theorem 1.

Assume finally that $M$ is irreducible on $V$. If $M$ is not simple, then by [30, Theorem 3], $V = V_1 \otimes V_2$ and $M$ is a central product of classical groups on $V_1$ and $V_2$; but then $X$ lies in one of the factors, so has rank at most $\frac{1}{2} n$. Consequently $M$ is simple. Now Lemma 1.10 determines $M$, $G$ and the representation of $M$ on $V$.

As $l > \frac{1}{2} n$, we conclude that either $X = M$ (satisfying the conclusion of Theorem 1), or $(X, M, G) = (D_n, A_2, B_3)$, $(D_n, C_4, A_2)$, $(A_7, E_7)$ for $p = 2$ or $(A_2, G_2, B_3$ or $C_3$) or $(A_3, B_3, D_4)$. In the first case, (III) of Theorem 1 holds. In the second case, either $X$ is a long root subsystem subgroup of type $A_2$) or $p = 3$ and $X$ is a short root subsystem subgroup of $B_3$, which is irreducible on $V$; so (I) or (III) of Theorem 1 holds. In the third case, (I) holds. This completes the proof of Lemma 2.3.

We now assume that $X$ lies in a proper parabolic subgroup of $G$, and take $P = QL$ to be a minimal such parabolic subgroup, where $Q$ is the unipotent radical of $P$ and $L$ is a Levi factor. Choose a closed subgroup $\tilde{X}$ of $L'$ such that $QX = Q\tilde{X}$. Since rank($\tilde{X}$) > $\frac{1}{2} n$ and $P$ is minimal, $L'$ is simple. By induction, the embedding of $\tilde{X}$ in $L'$ is given by the conclusion of Theorem 1. Thus $\tilde{X}$ is contained in a simple subsystem subgroup $Y$ of $L'$, and by the minimality of $P$, $Y$ lies in no proper Levi subsystem subgroup of $L'$. A quick inspection of subsystems shows that either $Y = L'$ or $(Y, L')$ is one of $(D_r, B_r)$, $(D_r, C_r)$ ($p = 2$) and $(A_7, E_7)$. The embedding of $\tilde{X}$ in $Y$ satisfies (I), (II) or (III) of Theorem 1 (note that (IV) is not possible since rank($X$) > $\frac{1}{2} n$). We deduce that either $\tilde{X} = L'$ or $(\tilde{X}, L')$ is one of $(B_i, D_{i+1})$, $(D_i, B_i)$, $(F_4, E_6)$, $(C_4, E_6)$, $(A_7, E_7)$, $(D_4, C_4)$, or $(D_4, E_6)$ (the last two possibilities occurring only for $p = 2$).

Now let

$$1 = Q_0 < Q_1 < \ldots < Q_m = Q$$

be an $L'$-invariant series, with each factor $V_i = Q_i/Q_{i-1}$ an irreducible high weight module for $L'$, with possible high weights given by Lemma 1.5. By (†), $X$ is not conjugate to $\tilde{X}$, so the semidirect product $Q\tilde{X}$ has more than one class of closed complements to $Q$, and hence the same is true of $V_i\tilde{X}$ for some $i$. The restrictions $V_i|\tilde{X}$ are easily worked out. From Lemma 1.6 we deduce that $(\tilde{X}, L', G, p)$ is as in Table 9. Note that the possibility $L' = B_i$ with $i > 3$ is not included because
$G \neq B_n$ when $p = 2$. Observe also that $X$ and $\bar{X}$ are of the same type, except possibly when they have types $B_1$, $C_1$.

**Table 9**

<table>
<thead>
<tr>
<th>$\bar{X}$</th>
<th>$L'$</th>
<th>$G$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) $C_1$</td>
<td>$C_1$</td>
<td>$C_n$</td>
<td>2</td>
</tr>
<tr>
<td>(ii) $B_1$</td>
<td>$D_{n-1}$</td>
<td>$D_n$, $E_7$ or $E_8$</td>
<td>2</td>
</tr>
<tr>
<td>(iii) $B_3$</td>
<td>$B_3$</td>
<td>$F_4$</td>
<td>2</td>
</tr>
<tr>
<td>(iv) $C_3$</td>
<td>$C_3$</td>
<td>$F_4$</td>
<td>2</td>
</tr>
<tr>
<td>(v) $B_4$ or $C_4$</td>
<td>$E_6$</td>
<td>$E_7$</td>
<td>2</td>
</tr>
<tr>
<td>(vi) $D_4$</td>
<td>$E_6$</td>
<td>$E_7$</td>
<td>2</td>
</tr>
<tr>
<td>(vii) $F_4$</td>
<td>$E_6$</td>
<td>$E_7$</td>
<td>3</td>
</tr>
</tbody>
</table>

**Lemma 2.4.** The conclusion of Theorem 1 holds in cases (iii) and (iv) of Table 9.

**Proof.** First consider (iii). Here $Q$ has an $L'$-invariant normal subgroup $R$ of dimension 7 such that $Q/R = V_L(\lambda_3)$. It follows, by Lemma 1.6, that $X$ is conjugate to a subgroup of $RL'$. But $RL'$ lies in a subgroup $B_4$ of $F_4$, contradicting (†).

Now consider (iv). There is a morphism $\theta: G \to G$ of the type given in the proof of Lemma 2.1, and $(\theta(X), \theta(L'), \theta(G)) = (B_3$ or $C_3, B_3, G)$. Hence by the previous paragraph, $\theta(X)$ lies in a $B_4$ subgroup of $G$, and so $X$ lies in a $C_4$ subgroup, again contradicting (†).

**Lemma 2.5.** In cases (ii) and (vii) of Table 9, the conclusion of Theorem 1 holds.

**Proof.** Consider first case (ii). By Lemmas 1.5 and 1.6, $V_i = V_L(\lambda_1)$, of dimension $2l + 2$. Then $V_i|_{\bar{X}}$ is indecomposable, with composition factors $V_2(0)/V_{3}(2^a\lambda_1)/V_{\bar{X}}(0)$ for some $a \geq 0$.

For $q$ a power of 2, let $\bar{X}(q) = B_i(q) = C_i(q)$ be the subgroup of $F_q$-rational points of $\bar{X}$. By [18], $H^1(\bar{X}(q), V_{\bar{X}}(2^a\lambda_1))$ has dimension 1 for all $q$. Hence by Lemma 1.2, $H^1(\bar{X}(q), V_i) = 0$ for all $q$. Then Lemma 1.4 implies that $H^1(\bar{X}, V_i(\nu)) = 0$ for all $\nu \geq 0$. But now Lemma 1.3 tells us that $V_i|_{\bar{X}}$ has only one class of closed complements to $V_i$, contrary to our choice of $V_i$.

Case (vii) yields to the same argument, since here $Q = V_L(\lambda_1)$ or $V_L(\lambda_6)$ and is indecomposable for $\bar{X} = F_4$ with factors $V_{\bar{X}}(0)/V_{\bar{X}}(3^a\lambda_1)/V_{\bar{X}}(0)$ (see [25, 1.5]).

**Lemma 2.6.** Theorem 1 holds in case (i) of Table 9.

**Proof.** Here $(X, L', G, p) = (B_1$ or $C_1, C_i, C_n, 2)$. We claim that $X$ contains short root subgroups of $G$. First consider the case where $l > 2$. For $j$ with $V_j$ a non-trivial $L'$-module, we have $V_j = V_L(\lambda_1)$. Pick a Levi subgroup $A = A_{l-1}$ of $X$. Then $A$ lies in $V_j A'$ where $A' = A_{l-1}$ is a Levi subgroup of $L'$. Then $V_j|_{A'}$ has composition factors $V_{A'}(\lambda_1)$ and $V_{A'}(\lambda_{l-1})$. Since $l - 1 \geq 2$, Lemma 1.6 implies...
that $V_j A'$ has only one class of closed complements to $V_j$ and hence $A$ is conjugate to $A'$. Then $A$, and hence $X$, contains short root subgroups of $G$.

Now consider the case where $l = 2$, so $(X, L', G, p) = (C_2, C_2, C_3, 2)$. We adopt the following notation. Let $\{\alpha_1, \alpha_2\}$ be a base for the root system of $X$, with $\alpha_2$ long, and let $\{\beta_1, \beta_2, \beta_3\}$ be a base of the root system of $G$, with $\beta_3$ long. Let $h_\alpha(c)$, for $c \in k^*$, denote an element of $T(G)$ corresponding to the root $\beta_i$ ($i = 1, 2, 3$). Similarly for $T(X)$ a maximal torus of $X$ and $h_\alpha(c)$. So we may take $L' = \langle U_{\pm \beta_1}(t), U_{\pm \beta_1}(t) \rangle \ t \in k$ and

$$Q = \langle U_{\alpha_2}(t), U_{\beta_1 + \beta_2 + \beta_3}(t), U_{\beta_1 + 2\beta_2 + \beta_3}(t), U_{\beta_1 + 2\beta_2 + \beta_3}(t) \rangle \ t \in k \rangle.$$

Now since $X < L'Q$, we may assume that one of the following holds (for $q = 2^a$ for some $a \geq 0$):

(i) $h_\alpha(c) = h_\beta(c^a)$, $h_\alpha(c) = h_\beta(c^a)$, $U_{\alpha}(t) \in U_{\beta_i}(t^a)Q$ and $U_{\alpha}(t) \in U_{\beta_i}(t^a)Q$,

for $c \in k^*$, $t \in k$;

(ii) $h_\alpha(c) = h_\beta(c^{2a})$, $h_\alpha(c) = h_\beta(c^a)$, $U_{\alpha}(t) \in U_{\beta_i}(t^{2a})Q$ and $U_{\alpha}(t) \in U_{\beta_i}(t^a)Q$,

for $c \in k^*$, $t \in k$.

In case (i), write

$$U_{\alpha}(t) = U_{\beta_1}(t^a)U_{\alpha}(f_1(t))U_{\beta_1 + \beta_2}(f_2(t))U_{\beta_1 + \beta_2}(f_3(t))$$

for some polynomials $f_i(t) \in k[t]$. Conjugating $U_{\alpha}(t)$ by $h_\alpha(c)$, we see that $c^af_i(t) = f_i(c^{at})$, for $i = 1, 3$, $c^{-a}f_j(t) = f_j(c^2t)$, for $j = 2, 4$, and $f_5(t) = f_5(c^2t)$ (all of these equations holding for all $c \in k^*$ and $t \in k$). Letting $t = 1$, we obtain $f_2 = 0$ and $f_3(t) = a_n t^4$ for some $a_n \in k$. Now conjugate by $h_\alpha(c)$ to see that in fact $a_i = 0$ for all $i$. Thus $U_{\alpha}(t) = U_{\beta_1}(t^a)$ for all $t \in k$. In case (ii), argue similarly with $U_{\alpha}(t)$ to see that $U_{\alpha}(t) = U_{\beta_1}(t^a)$ for all $t \in k$. Thus, $X$ contains a short root subgroup of $G$, as claimed.

Now let $\theta: G \rightarrow B_n$ be the morphism given in the proof of Lemma 2.1. Then $\theta(X)$ contains long root subgroups of $B_n$, and hence is determined by [25, Theorem 2.1]. We deduce that $\theta(X) = Y$ or $Y_\tau$ for some long subsystem subgroup $Y$ of $B_n$. Now we argue as in the proof of Lemma 2.1 that Theorem 1 holds.

**Lemma 2.7.** Theorem 1 holds in case (v) of Table 9.

**Proof.** Here $(X, L', G, p) = (B_4$ or $C_4, E_6, E_7, 2)$. We first argue that up to $G$-conjugacy, there are at most two closed complements to $Q$ in $QX$. Recall that $\tilde{X} \leq L'$ and $QX = Q\tilde{X}$. By induction, $\tilde{X} = C_4$ and $\tilde{X}$ lies in a subgroup $F_4$ of $L'$. We know that $Q|_{F_4} = Q_1 \oplus Q_2$ where $Q_1 = V_{F_4}(\lambda_4)$ has dimension 26 and $\dim Q_2 = 1$. Then $Q_2|_{\tilde{X}} = V_{\tilde{X}}(\lambda_2)$. Let $R$ be a $\tilde{X}$-module containing $Q$ with codimension 1, such that $R/Q_2$ is indecomposable of dimension 27 (take $R = Q_2 \oplus W_{\tilde{X}}(\lambda_2)$).

For $q$ a power of 2, let $\tilde{X}(q) = C_4(q)$ be the subgroup of $F_4$-rational points in $\tilde{X}$. By [18], $H^1(\tilde{X}(q), Q_1)$ has dimension 1, and hence by Lemma 1.2, $H^1(\tilde{X}(q), R) = 0$. Then by Lemma 1.4, $H^1(\tilde{X}(q), R^{(e)}) = 0$ for all $e \geq 0$, and so by Lemma 1.3, all closed complements to $R$ in $R\tilde{X}$ are conjugate.

Fix $e \in R \setminus Q$. Then the classes of closed complements to $Q$ in $Q\tilde{X}$ are
represented by $\tilde{X}$ and $\tilde{X}^{\lambda r} = \{ \tilde{x}(\lambda r - \lambda(r\tilde{x}))| \tilde{x} \in \tilde{X} \}$ for $\lambda \in k^*$. If $T_1 = Z(L)$, a torus of dimension 1, then $T_1$ induces the full group of scalars on $Q$, and therefore fuses all of the complements $\tilde{X}^{\lambda r}$ (for $\lambda \in k^*$). Hence there are at most two closed complements to $Q$ in $Q\tilde{X}$ which are not $G$-conjugate.

On the other hand, it is shown in [25, § 4], that $G$ has two conjugacy classes of subgroups $C_4$ containing long root subgroups. Take $X_1$, $X_2$ to be representatives of these classes, such that $X_1$ lies in an $E_6$ subgroup of $G$, while $X_2 = Y_7$, where $Y$ is a subsystem subgroup $A_7$ and $\tau \in G$ is an involution inducing a graph automorphism on $Y$. Then $X_2$ centralizes the involution $\tau$, and hence lies in a parabolic subgroup $P_0$ of $G$. Now $P_0$ is not a $D_n$-type parabolic, since otherwise the proof of Lemma 2.5 would force $X_2 = C_4$ to lie in a conjugate of a Levi subgroup $D_n$, which is impossible. Hence $P_0$ is an $E_6$ parabolic.

Thus both representatives $X_1$ and $X_2$ lie in an $E_6$ parabolic; it follows that there are precisely two closed complements to $Q$ in $Q\tilde{X}$ which are not $G$-conjugate, and hence are conjugate to $X_1$ and $X_2$. Hence $X$ is conjugate to $X_1$ or $X_2$, and is in conclusion (II) or (III) of Theorem 1.

**Lemma 2.8.** Theorem 1 holds in case (vi) of Table 9.

**Proof.** Here $(X, L', G, p) = (D_4, E_6, E_7, 2)$; also $\tilde{X} < F_4 < L'$ and is generated by short root subgroups of the $F_i$. Moreover $Q_1|_{F_4} = Q_1 \oplus Q_2$, where $Q_1|_{F_4} = V_{F_4}(\lambda_4)$ of dimension 26, and $\dim Q_2 = 1$. Then $Q_1|_{\tilde{X}} = V_{\tilde{X}}(\lambda_2)$.

We show that conclusion (IV) of Theorem 1 holds under these circumstances—there are infinitely many $P$-classes of complements to $Q$ in $Q\tilde{X}T_1$ (where $T_1 = Z(L)$), and none of these classes are fused in $G$.

Suppose that $Y$ and $Z$ are complements to $Q$ in $Q\tilde{X}$ which are not $P$-conjugate to each other nor to $\tilde{X}$; we argue that $Y$ and $Z$ are not $G$-conjugate. First we claim that $C_{G}(Y)^o = C_{G}(Z)^o = Q_2$. For certainly $Q_2 \leq C_G(Y)^o$, and if $C_G(Y)^o$ is not unipotent, then there is a 1-dimensional torus $T_0$ in $C_G(Y)^o$, normalizing $Q_2$. The group $YQ_2T_0$ lies in a parabolic, say $P_1$. Then $YQ_2 \leq P_1 \cap P$, and from [11, § 2.8], we see that $P_1$ must be equal to $P$. Hence $Y \leq C_P(T_0)$, and so $Y$ lies in a $P$-conjugate of $L$, forcing $Y$ to be $P$-conjugate to $\tilde{X}$, a contradiction. Hence $C_G(Y)^o$ is unipotent. If $C_G(Y)^o > Q_2$, then there exists $u \in C_G(Y)^o \setminus Q_2$ normalizing $Q_2$. But $N_{C_G}(Q_2) = QF_4T_1$ (as $N_{G}(Q_2)$ lies in a parabolic $P_2$ and contains $QF_4$, so $P_2 = P$ and $N_{C}(Q_2) = QF_4T_1$). So $u \in C_{QF_4}(Y) = Q_2$, a contradiction.

Thus we have established that $C_{G}(Y)^o = C_{G}(Z)^o = Q_2$. If $Y$ and $Z$ are $G$-conjugate, say $Z = Y^g$, then $C_{G}(Z) = C_{G}(Y)^g$, so $g \in N_{G}(Q_2) = QF_4T_1 < P$. Therefore $Z$ is $P$-conjugate to $Y$, contrary to assumption.

It remains to show that $P$ does indeed contain infinitely many classes of complements to $Q$ in $Q\tilde{X}$. For $q = 2^s$, let $\tilde{X}(q)$ be the group of $\mathbb{F}_q$-rational points in $\tilde{X}$. Observe that by [18], $H^1(\tilde{X}(q), Q_1)$ has dimension 2 for all sufficiently large $q$. Hence by Lemma 1.4, $H^1(\tilde{X}, Q_1)$ has dimension 2 also. If $\gamma: \tilde{X} \to Q_1$ is a rational 1-cocycle, define

$$\tilde{X}_{\gamma} = \{ \tilde{x} \gamma(\tilde{x}) | \tilde{x} \in \tilde{X} \},$$

so that $\tilde{X}_{\gamma}$ is a complement to $Q_1$ in $Q_1\tilde{X}$. Moreover, $\tilde{X}_{\gamma}$ is closed (it is the image of the morphism $\tilde{x} \to \tilde{x} \gamma(\tilde{x})$). Finally, since $H^1(\tilde{X}, Q_1)$ is 2-dimensional, not all the complements $\tilde{X}_{\gamma}$ are fused by $T_1 = Z(L)$. The result follows.
Remark 2.9. Take \( \{\gamma_i \mid 1 \leq i \leq 4\} \) and \( \{\alpha_j \mid 1 \leq j \leq 7\} \) as bases of the root systems of \( D_4 \) and \( E_7 \) respectively. It is not hard to show that any complement to \( Q \) in \( QX \) is \( G \)-conjugate to \( \bar{X}(a, b) = (x_{k, \gamma(t)} \mid t \in k, 1 \leq i \leq 4) \), for \( x_{k, \gamma(t)} \) as below and for some choice of \( a, b \in k \):

\[
\begin{align*}
  x_{\gamma}(t) &= x_{\alpha_1}(t)x_{\alpha_2}(t), \\
  x_{-\gamma}(t) &= x_{-\alpha_1}(t)x_{-\alpha_2}(t), \\
  x_{\gamma_2}(t) &= x_{\alpha_1}(t)x_{\alpha_3}(t), \\
  x_{-\gamma_2}(t) &= x_{-\alpha_1}(t)x_{-\alpha_3}(t), \\
  x_{\gamma_3}(t) &= x_{\alpha_2}x_{\alpha_3}(t)x_{1123211}(at), \\
  x_{-\gamma_3}(t) &= x_{-\alpha_2}x_{-\alpha_3}(t)x_{-1111111}(at), \\
  x_{\gamma_4}(t) &= x_{\alpha_2}x_{\alpha_4}(t)x_{1223211}(bt), \\
  x_{-\gamma_4}(t) &= x_{-\alpha_2}x_{-\alpha_4}(t)x_{-1011111}(bt). 
\end{align*}
\]

The proof of Theorem 1 is now complete.

3. Proof of Theorem 2

Let \( X \) and \( G \) be as in Theorem 2. Let \( l \) be the untwisted rank of \( X \) and \( n = \text{rank}(G) \), so that \( l > \frac{1}{2} n \). We will assume throughout that \( p \neq 2 \) when \( X \) has type \( B_n \). Let \( \sigma \) be a Frobenius morphism of \( G \). We assume that \( \sigma \) fixes the conjugacy class of long root subgroups of \( G \). (Observe that this is the case if \( X < G_\sigma \): for, suppose this is not true, so that \( G_\sigma \) is of type \( ^2F_4, ^2G_2 \) or \( ^2B_2 \). We may assume that \( X \) is not of the same type as \( G_\sigma \) (otherwise take \( X = G \) to obtain (I) of Theorem 2). For types \( ^2F_4, ^2B_2 \), the \( r \)-rank of \( G_\sigma \) is at most 2 or 1 respectively, for odd primes \( r \) (see [15, 10.2]); whereas for suitable \( r \), the \( r \)-rank of \( X \) is greater than this; and for type \( ^2G_2 \), the centralizer of an involution \( t \) in \( G_\sigma \) is \((t) \times L_2(q)\), which cannot contain \( C_X(t) \) when \( t \in X \).

It is convenient to begin with a lemma which takes care of the \( \sigma \)-stability of the subgroups \( \bar{X} \) to be produced in conclusion (I) of Theorem 2.

**Lemma 3.1.** Let \( \bar{X} \) be a simple closed connected subgroup of \( G \) with \( \text{rank}(\bar{X}) > \frac{1}{2} \text{rank}(G) \), and let \( \delta \) be a Frobenius morphism of \( \bar{X} \) such that \( X = O^\delta(\bar{X}_\delta) \) is a finite quasisimple group of Lie type over \( \mathbb{F}_q \) with \( q > 2 \). Suppose that \( X < G_\sigma \). Then \( \bar{X} \) is \( \sigma \)-stable.

**Proof.** The possibilities for \( \bar{X} \) are given by Theorem 1. The result is trivial if \( \bar{X} = G \), so take \( \bar{X} < G \).

Suppose first that \( \bar{X} \) contains a long root subgroup \( U \) of \( G \) such that \( U \cap X \neq 1 \). Let \( 1 \neq u \in U \cap X \). Then \( u = u^\sigma \), so \( U \cap U^\sigma \neq 1 \). By assumption, \( U^\sigma \) is a long root group, so by [25, 1.1(ii)], \( U = U^\sigma \). Since \( \bar{X} = (X, U) \), \( \bar{X} \) is \( \sigma \)-stable.

Thus we now assume that \( \bar{X} \) contains no long root subgroup \( U \) with \( U \cap X \neq 1 \).
By inspection using Theorem 1, the possibilities for \((X, G)\) are as shown in Table 10.

### Table 10

<table>
<thead>
<tr>
<th>(X = O^e(\bar{X}))</th>
<th>(G)</th>
<th>(p)</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) (D^f(q))</td>
<td>(A_{2l-1})</td>
<td></td>
<td>(\bar{X}) a Levi complement</td>
</tr>
<tr>
<td>(2) (A^f(q))</td>
<td>(C_n)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3) (A^f_2(q))</td>
<td>(B_3)</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>(4) (G_2(q))</td>
<td>(C_3)</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>(5) (\tilde{G}_2(q))</td>
<td>(B_3)</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>(6) (\tilde{B}_2(q))</td>
<td>(B_3) or (C_3)</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>(7) (D^f_1(q))</td>
<td>(C_n)</td>
<td>2</td>
<td>(\bar{X}) generated by short root subgroups of (G)</td>
</tr>
<tr>
<td>(8) (B_{l-1}(q))</td>
<td>(C_n)</td>
<td>2</td>
<td>(\bar{X} &lt; D_l) of (7)</td>
</tr>
<tr>
<td>(9) (D^f_2(q))</td>
<td>(F_4, E_6, E_7)</td>
<td>2</td>
<td>(\bar{X} &lt; F_4 = G), (\bar{X}) generated by short root subgroups of (F_4)</td>
</tr>
<tr>
<td>(10) (D^f_4(q))</td>
<td>(E_7)</td>
<td>2</td>
<td>(\bar{X}) as in (IV) of Theorem 1</td>
</tr>
<tr>
<td>(11) (B_3(q), A_3(q))</td>
<td>(F_4)</td>
<td>2</td>
<td>(\bar{X} &lt; D_4) of (9)</td>
</tr>
<tr>
<td>(12) (D^f_6(q))</td>
<td>(E_7)</td>
<td></td>
<td>(\bar{X} &lt; A_7 &lt; G)</td>
</tr>
<tr>
<td>(13) (\tilde{F}_5(q))</td>
<td>(F_4, E_6, E_7)</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

For cases (7), (8) and (11), \(\bar{X}\) contains short root subgroups of \(G\). If \(G^*\) is the dual group of \(G\), there is a morphism \(\phi: G \rightarrow G^*\) as given in the proof of Lemma 2.1. Then \(\phi(\bar{X})\) contains long root subgroups of \(G^*\) intersecting \(\phi(X)\) non-trivially. Moreover, there is a Frobenius morphism \(\sigma^*\) of \(G^*\) such that \(\phi \sigma^* = \sigma^* \phi\). By the second paragraph of this proof, \(\phi(\bar{X})\) is \(\sigma^*\)-stable, and hence \(\bar{X}\) is \(\sigma\)-stable.

Next, observe that in case (1), \(X\) fixes a unique quadratic form on the natural module for \(G = SL_{2l}\), so \(X\) lies in a unique subgroup \(D_l\) of \(G\). This subgroup must therefore be \(\sigma\)-stable.

We are left with cases (2)--(6), (9), (10), (12) and (13) of the table. Notice that in all these cases except (10), \(N_G(\bar{X})\) induces the full (algebraic) automorphism group \(\text{Aut}(\bar{X})\) on \(\bar{X}\). (See [13, 2.15] for this fact for (12); the remaining cases are clear.)

We will argue that in cases (2)--(6), (9), (12) and (13),

\[(\dagger) \quad N_G(X) \leq N_G(\bar{X}).\]

Suppose for the moment that \((\dagger)\) holds. Consider the subgroup \(\bar{X}^\sigma\). By Theorem 1, this is \(G\)-conjugate to \(\bar{X}\). (Note that when \(G = E_7\) and \(\bar{X} = D_4 < F_4 < G\), we have \(\bar{X}^\sigma = F_4\), so \(\bar{X}^\sigma\) is conjugate to \(\bar{X}\); a similar result holds when \(\bar{X} = F_4 < G = E_7\).) Therefore \(\bar{X}^\sigma = \bar{X}^g\) for some \(g \in G\). Then \(X\) and \(X^{g^{-1}}G\) both lie in \(\bar{X}\). By [25, 5.1], it follows that \(X^{g^{-1}}G = X^n\) for some \(n \in N_G(\bar{X})\). Then \(ng \in N_G(X)\). By \((\dagger)\), \(ng \in N_G(\bar{X})\), so \(g \in N_G(\bar{X})\), proving that \(\bar{X}^\sigma = \bar{X}^g = \bar{X}\), as required.

So it remains to prove \((\dagger)\) for cases (2)--(6), (9), (12) and (13) (and to deal with case (10)). This is clear for the irreducible embeddings (3)--(5): \(C_G(X) = 1\), and any automorphism induced by \(N_G(X)\) must fix the high weight of \(V|_X\), and hence lie in \(N_G(\bar{X})\).
Now consider (2). Let $V$ be the natural $2n$-dimensional module for $C_n$. Then $V|_{\tilde{X}} = \langle (\lambda_1) \oplus V(\lambda_2) \oplus V(0) \rangle^{2n-2}$. Then $N_G(X)$ stabilizes $V(\lambda_1) \oplus V(\lambda_2)$. But the full stabilizer of $V(\lambda_1) \oplus V(\lambda_2)$ in $G$ is $N_G(\tilde{X})$.

Now consider (6). Applying the morphism $B_3 \rightarrow C_3$ of Lemma 2.1 if necessary, we assume $G = C_3$. If $\tilde{X} = C_2$, a Levi subgroup of $C_3$, then $C_G(X) = C_G(C_3 X) = A_1$, and $N_G(X) \leqslant N_G(A_1) = N_G(\tilde{X})$, giving $(\dagger)$. And if $\tilde{X} = B_2$ generated by short root groups in $C_3$, then $X$ and $\tilde{X}$ act indecomposably on the natural 6-dimensional module for $C_3$ (note that $H^1(X, V_X(\lambda_1))$ has dimension 1 by [18]), so $C_G(X) = C_G(\tilde{X})$ and $(\dagger)$ holds again.

Consider (12). Pick a fundamental subgroup $A < X$ with $A = \text{SL}_2(q)$. Then there is a subgroup $\text{SO}_4$ of $A_7$ such that $A$ lies in one of the factors $\text{SL}_2$ of $\text{SO}_4$. So there are commuting subgroups $J_1, J_2$, each $J_i$ a fundamental $A_1$, such that $A_1 \times A_1 = J_1 \times J_2 < A$, and $A$ lies in a diagonal subgroup $\tilde{A} = \text{SL}_2(k)$ of $J_1 \times J_2$. Now $C_G(J_1 J_2) = J_3 D_4$ where $J_3 = A_1$. Further, $N_G(J_3) = J_3 D_6$. As a subgroup of $D_6$, $J_1 J_2 = \text{SO}_4$. On the 4-space $A$ and $\tilde{A}$ act as $\text{SL}_2$ on $V_2 \oplus V_2$. For $p \neq 2$, this breaks up as $V_3 \oplus V_1$ (where $V_1$ is an irreducible $i$-dimensional $\text{SL}_2$-module); and for $p \neq 2$, $C_G(t) = J_3 D_6$. If $t \in A$ of order 2 if $p \neq 2$, and of order $q + 1$ if $p = 2$. For $p \neq 2$, $C_G(t) = J_3 D_6$ (note that if $(e,t) = \text{Z}(J_3)$, then $t = e_1 e_2 = e_3$), so as $C_G(A) \leqslant C_G(t)$, we have $C_G(A) = C_G(\tilde{A}) = J_3 B_4$. For $p = 2$, $C_G(t)$ contains $J_3 B_4$, so must be $J_3 D_3 T_1 \leqslant J_3 D_6$. So in any case,

$C_G(A) = C_G(\tilde{A}) = J_3 B_4$.

Notice also that $N_G(A) \leqslant J_3 D_6$ (anything in $N_G(A)$ normalizes $(t)$, if $p \neq 2$, or some Sylow $r$-subgroup where $r | q + 1$, if $p = 2$), so $N_G(A) = A C_G(A)$ and $N_G(\tilde{A}) = \tilde{A} C_G(\tilde{A})$. Since $X, \tilde{X}$ are generated by $X$-conjugates of $A, \tilde{A}$ respectively, we deduce that $C_G(X) = C_G(\tilde{X})$. Moreover $N_G(\tilde{X})$ induces $\tilde{X} S_3$ on $\tilde{X}$, and hence induces $X N_S(X)$ on $X$. If $n \in N_G(X)$ induces a further outer automorphism on $X$, this may be taken to be a field automorphism $\phi$; but then some $n$ will induce $\phi$ on $A$, whereas $N_G(A) = A J_3 B_4$ induces no field automorphism on $A$. Thus $N_G(X) \leqslant N_G(\tilde{X})$, which proves $(\dagger)$ for the embedding (12).

Next consider (9). Choose a subgroup $A = \text{SL}_3(q)$ of $X$ with $Z(A) = \langle t \rangle$ where $o(t) = 3$. Then $A$ is generated by short root elements of the $F_4$ containing $X$, and there are commuting long and short root subsystem subgroups $A_2$ and $\tilde{A}_2$ (respectively) such that $A < \tilde{A}_2 < \tilde{X} = D_4$ and $\langle t \rangle = Z(A_2 \tilde{A}_2)$. Further, $C_G(t) = A_2 \tilde{A}_2$ ($G = F_4$), $A_2 A_2 A_2 (w_3)$ ($G = E_6$) or $A_2 A_3$ ($G = E_7$), where $w_3$ is an element of order 3 in $W(G)$. The subgroup $\tilde{A}_2$ is embedded in $A_2 A_2$ (in $E_6$) as a diagonal subgroup $\{(g, g) \mid g \in A_2\}$. Since $C_G(\tilde{A}_2) \leqslant C_G(A) \leqslant C_G(t)$, an easy calculation in $C_G(t)$ shows that $C_G(A) = C_G(\tilde{A}_2)$. Hence $C_G(X) = C_G(\tilde{X})$. As in the previous paragraph, we deduce that $N_G(X) \leqslant N_G(\tilde{X})$.

We now consider (13). There is an element $t$ of order 3 such that $C_X(t) = A = \text{SU}_3(q)$ (see [14]). Then $C_F(t) = A_2 \tilde{A}_2$, and there is a diagonal subgroup $\tilde{A} = A_2$ with $A < \tilde{A} < A_2 \tilde{A}_2$. As above, $C_G(\tilde{A}) \leqslant C_G(A) \leqslant C_G(t)$, which is $A_2 \tilde{A}_2, A_2 A_2 A_2 (w_3)$ or $A_2 A_2$. Calculating in $C_G(t)$, we see that $C_G(X) = C_G(\tilde{X})$, and hence as usual $N_G(X) \leqslant N_G(\tilde{X})$.

It remains to consider case (10). Here $X < QD < QL$, where $D < L' = E_6, D = D_4$. We saw in Lemma 2.8 that $H^1(D, Q)$ has dimension 2. By [12, 7.1], the restriction map $H^1(D, Q) \rightarrow H^1(D(q'), Q)$ is an isomorphism for large $q'$ (where $D(q') = D_4(q')$). Now choose a (possibly twisted) subgroup $D'(q) = X$ of $D$ with $QX = QD'(q)$, and choose a suitably large $q'$ and $D(q')$ with $D'(q) < D(q')$. 
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By [18], $H^1(D^*(q), Q)$ and $H^1(D(q'), Q)$ both have dimension 2, so we conclude that the restriction $H^1(D, Q) \to H^1(D^*(q), Q)$ is an isomorphism.

Now we have $X = \{d\gamma(d) \mid d \in D^*(q)\}$ for some 1-cocycle $\gamma: D^*(q) \to Q$. From the above observation, $\gamma$ is the restriction of a rational 1-cocycle $\bar{\gamma}: D \to Q$, and $\bar{\gamma}$ is determined up to 1-coboundaries. Therefore $X$ lies in the closed complement $\bar{X} = \{d\bar{\gamma}(d) \mid d \in D\}$ to $Q$ in $QD$, and the closed complements containing $X$ are $C_Q(D^*(q))$-conjugate. Since $C_Q(D^*(q)) = C_Q(D) = C_Q(\bar{X})$, we deduce that $\bar{X}$ is the unique complement containing $X$, and hence is $\sigma$-stable.

This completes the proof.

We now proceed with the proof of Theorem 2 by induction on $\dim G$.

**Lemma 3.2.** Theorem 2 holds if $X$ lies in a proper connected reductive subgroup of $G$.

**Proof.** Suppose $X \leq H < G$ with $H$ connected and reductive. As in the proof of Lemma 2.2, $X$ lies in one of the simple factors of $H'$, so we may assume that $H$ is simple.

By induction, $X$ lies in a suitable connected simple subgroup $\bar{X}$ of $H$; moreover, if $X < G_\sigma$, then $\bar{X}$ is $\sigma$-stable, by Lemma 3.1. Then $X = O^\delta(\bar{X})$, for some $\delta$, by [25, 5.1]. Hence (I) of Theorem 2 holds.

In view of Lemma 3.2, we assume that

(†) $X$ lies in no proper connected reductive subgroup of $G$.

In particular, we may take it that $Z(X) = 1$, so that $X$ is simple.

**Lemma 3.3.** Suppose $G$ is a classical group. Then Theorem 2 holds.

**Proof.** Let $V$ be the natural module for $G$ (if $p = 2$ and $G = B_n$, take $V$ to be the natural $2n$-dimensional module). If $X$ is irreducible on $V$, then by [32], $X$ lies in a simple connected subgroup $\bar{X}$ of $G$ of the same type as $X$, contrary to (†).

Thus $X$ is reducible on $V$, and so by (†), $X$ lies in a proper parabolic subgroup $P = QL$ of $G$. Choose $P$ minimal. Arguing by induction (as in the derivation of Table 9 in the proof of Theorem 1), we see that either $X$ and $L'$ have the same type (that is, $X = O^\delta(L_\delta)$ for some $\delta$) or $(X, L') = (B_i(q), D_{i+1})$, $(D_i(q), B_i)$ or $p = 2$ and $(X, L') = (D^*(q), C_i)$. As $G$ is classical, the high weights for $L'$ which occur in $Q$ are $2\lambda_1, \lambda_1, \lambda_2$ if $L' = A_i$ (and $2\lambda_1$ occurs only if $G = C_n$), $\lambda_1$ if $L' \neq A_i$.

By (†), $X$ lies in no conjugate of $L'$, and hence $H^1(X, W) \neq 0$ for some irreducible $L'$-module $W = V_{L'}(\lambda)$ occurring in $Q$. Therefore we deduce from Lemma 1.8 that one of the possibilities listed in Table 11 holds.

**Table 11**

<table>
<thead>
<tr>
<th>$X$</th>
<th>$\lambda$</th>
<th>$L'$</th>
<th>$G$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i)</td>
<td>$C_i(q)$</td>
<td>$\lambda_1$</td>
<td>$C_i$</td>
<td>$C_n$</td>
</tr>
<tr>
<td>(ii)</td>
<td>$C_i(q)$</td>
<td>$\lambda_1$</td>
<td>$D_{i+1}$</td>
<td>$D_n$</td>
</tr>
<tr>
<td>(iii)</td>
<td>$B_2(3)$</td>
<td>$\lambda_1$</td>
<td>$B_2$</td>
<td>$B_3$</td>
</tr>
<tr>
<td>(iv)</td>
<td>$2A_2(3)$</td>
<td>$2\lambda_1$</td>
<td>$A_2$</td>
<td>$C_3$</td>
</tr>
</tbody>
</table>
In case (i) with $l > 2$, we argue as in the proof of Lemma 2.6 that some root subgroup of $X$ lies in a short root subgroup of $G$. If $\theta : G \to B_n$ is the morphism given in the proof of Lemma 2.1, then some root subgroup of $\theta(X)$ lies in a long root subgroup of $B_n$, and so Theorem 2 holds by [25, 6.1].

Now consider case (i) with $l = 2$. Here $(X, L', G, p) = (C_2(q), C_2, C_3, 2)$ and $Q$ is the usual 5-dimensional indecomposable orthogonal module for $X$. There is a 6-dimensional indecomposable $kX$-module $R$ containing $Q$ (take $R$ to be the usual 6-dimensional module for a 6-dimensional orthogonal group containing $X$). Fix $v \in R \setminus Q$. Since $H^1(X, V_X(\lambda_2))$ is 1-dimensional, the complements to $Q$ in $QX$ which are not conjugate to $X$ are conjugates of $X^\alpha = \{x(\lambda v - \lambda x(v)) | x \in X\}$ for $\lambda \in k^*$. If $T_1 = Z(L)$, a torus of dimension 1, then $T_1$ induces the full group of scalars on $Q$, and therefore fuses all the complements $X^{\lambda v}$ ($\lambda \in k^*$). Hence $QX$ contains at most two complements to $Q$ which are not $G$-conjugate. Now observe that there are indeed two non-conjugate complements: one lies in $L'$, and the other in $Y$, where $Y$ is a short root subsystem subgroup of type $D_3$ in $G$. They are non-conjugate as $L'$ fixes a 2-space on the natural 6-dimensional module for $G$, whereas $Y$ does not. Hence Theorem 2 holds in this case.

Next suppose case (ii) holds, so that $(X, L', G, p) = (B_3(q), B_2, D_3, 3)$. Here the $L'$-composition factor $W$ in $Q$ is $W = V_L(\lambda_1)$, the natural $(2l + 2)$-dimensional module for $L' = D_{4l+1}$. Then $W|_X$ is indecomposable, with factors $V_X(0)/V_X(\lambda_1)/V_X(0)$. By Lemma 1.8, $H^1(X, V_X(\lambda_1))$ has dimension 1. Hence Lemma 1.2 gives $H^1(X, W) = 0$ in fact, which is a contradiction.

Now consider case (iii), in which $(X, L', G, p) = (B_2(3), B_2, B_3, 3)$. We argue that (II) of Theorem 2 holds; that is, $G$ contains a subgroup $X = B_2(3)$ acting indecomposably on $V = V_G(\lambda_1)$ and $X$ is unique up to $G$-conjugacy. Let $Y$ be a subgroup $B_2(3)$ of $L$. Since $H^1(Y, Q)$ has dimension 1 by Lemma 1.8, we can choose $X$ to be a complement to $Q$ in $QY$ which is not $Q$-conjugate to $Y$. Let $v \in V$ be a non-zero singular vector fixed by $P = QL$. Observe that $Q$ acts transitively on the set of non-degenerate 2-spaces containing $v$. If $X$ fixes one of these 2-spaces, it follows that $X$ is $Q$-conjugate to $Y$, contrary to assumption. Therefore $X$ acts indecomposably on $V$. As in the argument of case (i) with $l = 2$, the torus $T_1 = Z(L)$ fuses all the complements in $QY$ not conjugate to $Y$, and so we deduce that $X$ is unique up to $G$-conjugacy.

It remains to deal with case (iv). Let $Y$ be a subgroup $2A_2(3)$ of $L'$ such that $QY = QX$. By Lemma 1.7, $QY$ contains a complement to $Q$ which is not $Q$-conjugate to $Y$; take $X$ to be this complement. Then $X$ acts indecomposably on the usual 6-dimensional module for $G$, so $X$ is not $G$-conjugate to $Y$. Now argue as in the previous paragraph that $X$ is unique up to $G$-conjugacy.

**Lemma 3.4.** Theorem 2 holds if $G = F_4$.

**Proof.** Here $X = X(q)$, for $q > 2$, a group of untwisted rank $l \geq 3$. First consider the case where $q$ is odd and $l = 3$. Let $V = V_L(\lambda_3)$; so $\dim V = 26$ if $p \neq 3$ and $\dim V = 25$ if $p = 3$. We consider the action of $X$ on $V$. Lemma 1.11 gives the possible high weights $\lambda$ (up to group automorphism) for which $V_X(\lambda)$ can occur as a composition factor of $V|_X$. (Note that for $X = A_3(q)$ or $C_3(q)$, $V_X(\lambda_1)$ is a module for the simple group only when $p = 2$.) We apply Lemmas 1.2 and 1.8,
SIMPLE SUBGROUPS IN GROUPS OF LIE TYPE

noting that $V|_F$ is self-dual, to conclude that either $X$ fixes a point on $V$ or $V^*$, or $X$ and the composition factors of $V|_X$ are among the following (again, high weights are given up to automorphisms of $X$):

(i) $X = A_5^+(q), \quad V|_X = V(2\lambda_2)/V(\lambda_2),$

or $V(2\lambda_1)/V(2\lambda_3)/V(\lambda_2), \quad p > 3,$

(ii) $X = B_3^+(q), \quad V|_X = V(2\lambda_1), \quad p = 7.$

Note that the stabilizers in $G$ of points in $V$ have positive dimension. Therefore, if $X$ fixes a point on $V$, $X$ lies in a proper closed connected subgroup $M$ of $G$. By ($\dagger$), $M$ lies in a parabolic subgroup $QL$, with unipotent radical $Q$ and Levi factor $L$, where $L'$ is of type $B_3$ or $C_3$.

By Lemma 3.3, we know the embedding of $XQ/Q$ in $L'Q/Q$; in particular, the non-trivial $X$ composition factors in $Q$ have possible high weights $\lambda_1$, $\lambda_2$ or $\lambda_3$ if $X = A_5^+(q)$, $\lambda_1$ or $\lambda_3$ if $X = B_3^+(q)$ and $\lambda_1$ if $X = C_3^+(q)$. Since by Lemma 1.8, $H^1(X, V_X(\lambda)) = 0$ for all these high weights $\lambda$, $X$ lies in a conjugate of $L'$, contrary to ($\dagger$). Thus, in fact, $X$ does not fix a point on $V$; so (i) or (ii) above holds.

In case (ii), where $X = B_3^+(q)$ and $V|_X = V_X(2\lambda_1)$, let $t$ be an involution in $X$ fixing a 5-dimensional subspace of the natural $kX$-module $W$. Note that $S^2W|_X = V_X(2\lambda_1)/V(0)^2$, and dim $C_{S^2W}(t) = 18$, so dim $C_V(t) = 16$, contradicting Lemma 1.12.

In case (i), where $X = A_5^+(q)$, let $W$ be the natural $kX$-module and let $t$ and $u$ be involutions in $X$ acting on $W$ as diag$(i, i, -i, -i)$ and diag$(1, 1, -1, -1)$, respectively, to some basis of $W$ (where $i$ is a primitive fourth root of 1). Then dim $C_{V(\lambda_1)}(t) = 4$, dim $C_{V(2\lambda_1)}(t) = 4$, dim $C_{V(2\lambda_1)}(u) = 6$, and dim $C_{V(2\lambda_1)}(t) = 12$ (11 for $p = 3$). Again apply Lemma 1.12 to rule out both the configurations of (i). Thus the lemma holds when $X$ is of untwisted rank 3 with $q$ odd.

Now suppose $X = C_3^+(q)$ or $A_3^+(q)$ with $q$ even. Let $A = A_2^+(q)$ be a Levi factor of $X$. Then there exists a parabolic $P = LQ$ of $G$ with $A \leq P$. Taking $P$ minimal and applying Lemma 3.3, we have that $L'$ is of type $A_2$. By Lemma 1.8, $A$ is conjugate to a subgroup of $L'$. By Lemma 3.3, $A = O^\theta(L')$, for some Frobenius morphism $\delta$ of $L'$, and hence long root subgroups of $A$ lie in either long or short root subgroups of $G$. If they lie in long root subgroups, then $X$ is determined by [25, 6.1], so the conclusion of Theorem 2 holds. Otherwise, let $\theta: G \to G$ be the morphism of [36, Theorem 28] which interchanges long and short root groups of $G$. Then $\theta(X)$ is determined by [25, 6.1] and Theorem 2 again holds.

To finish the case where $l$ is 3, suppose $X = 2A_3^+(q)$ with $q$ even. Let $x \in X$ be an element of order $q + 1$ centralized by $2A_2^+(q)$. Since $q + 1 > 3$, $C_G(x)^\theta \leq B_3T_1$ or $C_3T_1$ (see [15, 14.1]). Then by Lemma 3.3, long root subgroups of $X$ lie in long or short root subgroups of $C_G(x)^\theta$ and the conclusion follows as above.

Now let $l \geq 4$. If $X = F_5^+(q), 5.1$ of [25] gives the result. So assume $X \neq F_5^+(q)$. 
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Suppose \( X \neq 3D_4(q) \) and choose a subgroup \( X_3 \) in \( X \) of untwisted Lie rank 3 over \( \mathbb{F}_q \), such that root subgroups of \( X_3 \) are root subgroups of \( X \). Then by the \( i = 3 \) case, a root subgroup of \( X_3 \) lies in a root subgroup of \( G \). So root subgroups of \( X \) (or \( \Theta(X) \), with \( \Theta \) as above) are contained in long root subgroups of \( G \) and the conclusion follows from [25, 6.1].

Finally, suppose \( X = 3D_4(q) \). Let \( V = V_G(\lambda_4) \). If \( V|_X \) is reducible, then by Lemma 1.11 all non-trivial composition factors of \( V|_X \) are 8-dimensional and so by Lemmas 1.2 and 1.8, \( X \) fixes a point on \( V \) and therefore lies in a proper connected reductive subgroup of \( G \), contrary to (\( \dagger \)). Therefore, \( p = 2 \) and \( V|_X = V_X(\lambda_2) \) (up to an automorphism of \( X \)). By [14], there exists \( t \in X \) of order \( q^2 + q + 1 \) such that \( C_X(t) \supseteq A \), with \( A = A_2(q) \). But \( C_G(t) \supseteq B_3T_1 \) or \( C_3T_1 \) and the conclusion follows as before.

**Lemma 3.5.** Theorem 2 holds if \( G = E_6 \) and \( X \) has untwisted rank 4. Moreover, if \( X \neq D_5^*(q) \), then long root subgroups of \( X \) lie in long root subgroups of \( G \).

**Proof.** Assume first that \( p \neq 2 \) and \( X = C_4(q) \) or \( B_4(q) \). Then there exists an involution \( t \in X \) such that \( C_X(t) \supseteq C_3(q) \) or \( D_5^*(q) \), respectively. Then \( C_X(t) < C_G(t) = A_1A_5 \) or \( T_1D_5 \), respectively. So we have \( D_5^*(q) < T_1D_5 \) or \( C_3(q) < A_1A_5 \).

Using Lemmas 1.2, 1.8 and 1.11, we check that in the remaining cases \( X \) fixes a point on \( V_G(\lambda_1) \) or its dual. Thus \( X \) lies in a point stabilizer, a proper subgroup of \( G \) of positive dimension; hence by (\( \dagger \)), \( X \) lies in a parabolic subgroup \( P = QL \). If \( X = C_4(q) \) with \( p = 2 \), then \( L' \) is of type \( D_5 \) and \( Q \) is a spin module for \( L' \). This observation, together with Lemma 1.5, provides the following list of all possible high weights \( \lambda \) of non-trivial \( X \) composition factors in \( Q \):

<table>
<thead>
<tr>
<th>( X )</th>
<th>( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_5^*(q) )</td>
<td>( \lambda_1, \lambda_2, \lambda_3, \lambda_4 )</td>
</tr>
<tr>
<td>( C_4(q), p = 2 )</td>
<td>( \lambda_4 )</td>
</tr>
<tr>
<td>( D_5^*(q) )</td>
<td>( \lambda_1, \lambda_3, \lambda_4 )</td>
</tr>
</tbody>
</table>

Then by Lemma 1.8, \( X \) lies in a conjugate of \( L' \), contrary to (\( \dagger \)). The last statement of the lemma follows by inspection of the conclusion of Theorem 2.

**Lemma 3.6.** Suppose \( G = E_7 \) and \( X \) has untwisted rank 4. If \( X \) does not fix a point on the 56-dimensional module \( V_G(\lambda_7) \), then the conclusion of Theorem 2 holds. Moreover, if \( X \neq D_5^*(q) \), then long root subgroups of \( X \) lie in long root subgroups of \( G \).

**Proof.** Let \( V = V_{E_7}(\lambda_7) \). The possible sets of composition factors of \( V|_X \) can be listed using Lemma 1.11. Since \( X \) fixes no point on \( V \), Lemma 1.8 together with Lemma 1.2 and the self-duality of \( V \) forces \( V|_X \) to be one of the following (with
the high weights given up to automorphisms of \( X \):

(i) \( X = A_5(q) \), \( V \big|_X = V_X(\gamma_i) \otimes V_X(p^a\gamma_i) / V_X(\gamma_k) \otimes V_X(p^b\gamma_m) / V_X(0)^6 \),
\[ i, j, k, m \in \{1, 4\}, a, b \geq 1, \]
\[ V_X(\gamma_1 + \gamma_4)^2 / V_X(\gamma_1)^2, p = 5, \]
\[ V_X(\gamma_1 + \gamma_4)^2 / V_X(0)^8, q = 3, \]

(ii) \( X = C_4(q) \), \( V \big|_X = V_X(\gamma_3) / V_X(\gamma_1), \ p \neq 3, \)
\[ V_X(\gamma_3) / V_X(\gamma_1)^2, p = 3, \]
\[ V_X(\gamma_4^i / V_X(\gamma_1)^i, 2i + j = 7, p = 2; \]

(iii) \( X = D_4^+(q) \), \( V \big|_X = V_X(\gamma_1 + \gamma_3), \ p \neq 2, \)
\[ V_X(\gamma_1 + \gamma_3) / V_X(\gamma_1), p = 2, \]
\[ V_X(\gamma_3)^2, p \neq 2, \]
\[ V_X(\gamma_1)^7. \]

We shall rule out all but a few cases by considering the possible dimensions of \( C_v(t) \) for suitable semisimple elements \( t \), and comparing these with Lemma 1.12.

First let \( X = A_5(q) \). Define \( t_1, t_2, t_3 \in X \) with actions on the natural 5-dimensional module as follows:
\[ p \neq 2: \ t_1 = \text{diag}(-1, -1, 1, 1, 1), \ t_2 = \text{diag}(-1, -1, -1, -1, 1); \]
\[ p = 2: \ t_3 \text{ has order 3, with exactly three eigenvalues 1}. \]

Then
\[ C_{V_X(\gamma_i)}(t_i) \text{ has dimension } 3, 1, 3 \text{ as } i = 1, 2, 3, \]
\[ C_{V_X(\gamma_1 + \gamma_4)}(t_i) \text{ has dimension } 12, 16 \text{ as } i = 1, 2 \text{ (or 11, 15 if } p = 5), \]
\[ C_{V_X(\gamma_1 + \gamma_4^a + \gamma_m)}(t_i) \text{ has dimension } 13, 17, 11 \text{ as } i = 1, 2, 3 \text{ for } k, m \in \{1, 4\}, a > 0. \]

For each of the configurations in (i), we find from this that \( C_v(t) \) does not have one of the dimensions given in Lemma 1.12.

For \( X = C_4(q) \), define \( t_1, t_2 \in X \) with actions on \( V_X(\gamma_1) \) as follows:
\[ p \neq 2: \ t_1 = \text{diag}(-1, -1, 1, 1, 1, 1, 1, 1), \]
\[ p = 2: \ t_2 \text{ has order 3, with six eigenvalues 1}. \]

Then
\[ C_{V_X(\gamma_i)}(t_i) \text{ has dimension } 6 \text{ for } i = 1, 2, \]
\[ C_{V_X(\gamma_3)}(t_i) \text{ has dimension } 20 (p \neq 3), 14 (p = 3) \text{ for } i = 1, 2, \]
\[ C_{V_X(\gamma_4)}(t_2) \text{ has dimension } 0 (p = 2). \]

Again, Lemma 1.12 gives a contradiction for all the configurations in (ii).
Now suppose $X = D^*_4(q)$. Pick a semisimple element $t \in X$ with action on $V_4(\lambda_1)$ of the form $(1, 1, 1, 1, \alpha, \alpha, \alpha^{-1}, 1)$ for some $\alpha \in k^*$ of order 2 (if $p \neq 2$) or 3 (if $p = 2$). Then $C_{V_4(\lambda_1)}(t)$ has dimension 4 and if $p \neq 2$, $C_{V_4(\lambda_1 + \lambda_3)}(t)$ has dimension 28 (as $V_4(\lambda_1 + \lambda_3)$ is a quotient of $V_4(\lambda_1) \otimes V_4(\lambda_3)$ by a submodule isomorphic to $V_4(\lambda_4)$). Together with Lemma 1.12, this shows that $V_4|_X$ is not $V_4(\lambda_1 + \lambda_3)$ nor is it seven copies of $V_4(\lambda_1)$. This leaves the possibilities $V_4|_X = V_4(\lambda_1 + \lambda_3)/V_4(\lambda_4)$, $p \neq 2$ or $V_4(\lambda_2)/V_4(\lambda_2)$, $p \neq 2$.

When $p = 2$ and $V_4|_X = V_4(\lambda_1 + \lambda_3)/V_4(\lambda_1)$, we let $u$ be a long root element in $X$, and hence an involution in $G$. We claim that $C_V(u)$ has dimension 34 or 38, contradicting Lemma 1.13. We first note that $V_4|_X = V_4(\lambda_1 + \lambda_3) \otimes V_4(\lambda_1)$, as $V$ is self-dual. We will view $u$ as an element in $X$, an algebraic group of type $D_4$ acting on the module $V_4(\lambda_1 + \lambda_3) \otimes V_4(\lambda_1)$. In particular, we may take $u$ to be $U\alpha_1(t)$ on $V_4(\lambda_1)$, $u$ has a 6-dimensional fixed point space. Now, let $\bar{A} = \langle U_{\alpha_1}(t) \mid t \in k \rangle$ ($k$ an algebraically closed field of characteristic 2 over which $X$ is defined). For a fixed triple of integers $(a, b, c)$, set

$$V_{(a,b,c)} = \sum \{ V_4(\lambda_1 + \lambda_3)_\mu \mid \mu = \lambda_1 + \lambda_3 - x\alpha_1 - a\alpha_2 - b\alpha_3 - c\alpha_4 \text{ for some } x \geq 0 \}.$$ 

Then $V_{(a,b,c)}$ is an $\bar{A}$-invariant subspace of $V_4(\lambda_1 + \lambda_3)$ and $V_4(\lambda_1 + \lambda_3)|_{\bar{A}} = \bigoplus V_{(a,b,c)}$. Using this decomposition, we find that it is straightforward to check that

$$V_4(\lambda_1 + \lambda_3)|_{\bar{A}} = (V_2)^8 \oplus (V_1)^8 \oplus (V_4)^8 \oplus (V_4)^2,$$

where $V_2$ and $V_1$ are restricted irreducible $\bar{A}$-modules of dimension 2 and 1, respectively, $V_4$ is a 4-dimensional $\bar{A}$-module with composition factors $V_2^2/V_1$, and $V_4^2$ is a 4-dimensional $\bar{A}$-module with composition factors $V_2/V_1$. Now by Corollary 3.9 of [2], $V_4$ is in fact a direct sum of two copies of $V_2$. So the only ambiguity lies in $V_4$, where $C_V(u)$ has dimension 2 or 3. Thus $C_V(u)$ has dimension 34 or 38 as claimed.

Finally consider the case where $V_4|_X = V_4(\lambda_2)/V_4(\lambda_2)$ and $p \neq 2$. Note that this action implies that $X$ does not lie in a proper parabolic of $G$. We will show that $X$ lies in a proper connected reductive subgroup of $G$, contradicting $(\dagger)$. For $p > 7$ this follows from [32, Theorem 2]. So we assume $2 < p < 7$.

Our argument is based upon identifying the $G$-conjugacy class of a root element $u \in X$. Let $S < X$ be a fundamental $SL_2(p)$ containing $u$. Then $V_4(\lambda_2)|_S = V_5(0)^0 \oplus V_5(\lambda)^0 \oplus V_5(2\lambda)$, where $\lambda$ is the fundamental dominant weight for $S$. Moreover, by [2], we have that for $0 \leq a < p$, $0 \leq b < p$, $\dim(\text{Ext}^1_j(V(\alpha \lambda), V(b \lambda))) = 1$ if $a + b \in \{p - 1, p - 3\}$ and also $\{a, b\} \neq \{0, p - 1\}$, and otherwise $\dim(\text{Ext}^1_j(V(\alpha \lambda), V(b \lambda))) = 0$. We conclude that if $p = 7$ the Jordan decomposition of $u$ acting on $V$ has at least eighteen $1 \times 1$ blocks, at least sixteen $2 \times 2$ blocks, and that no Jordan block has size larger than $6 \times 6$. Comparing this with Table 8 of Lemma 1.13, we see that $u$ lies in the $2A_3$-class of $G$.

Now suppose $p = 5$. Then the Jordan decomposition of $u$ has at least fourteen $1 \times 1$ blocks. This observation implies that $u$ lies in one of the following $G$-conjugacy classes: $A_1, 2A_1, (3A_1)'$, $A_2$ or $A_3$.

For the case $p = 3$, observe that by Lemma 1.9, $V_4|_X = V_4(\lambda_2) \oplus V_4(\lambda_2)$. Hence $u$ has Jordan canonical form with eighteen $1 \times 1$ blocks, sixteen $2 \times 2$ blocks and two $3 \times 3$ blocks. Thus $u$ lies in the $2A_1$ conjugacy class of $G$.

Now one checks that in each case, $u$ lies in an $A_1$-type subgroup of $G$ which acts completely reducibly on $V$ with composition factors having restricted high
weights. (Note that the \((3A_1)'^\text{-class}\) is represented by \(U_{a_2(1)}U_{a_3(1)}U_{a_5(1)}\). Now apply Lemma 1.14 to get a closed connected subgroup \(U\) of \(G\) which stabilizes \(W\), a 28-dimensional \(X\)-invariant subspace of \(V\). Moreover, the \(\mathbb{F}_p\)-points of \(X\), \(X(p)\), lie in the closed connected subgroup \(\langle x^{-1}Ux \mid x \in X \rangle\), which in turn lies in \((\text{Stab}_G(W))^\circ\). Since \(X\) stabilizes \(W\), we conclude that \(X < \text{Stab}_G(W)^\circ\). Now let \(M\) be a maximal closed connected subgroup of \(G\) containing \(\text{Stab}_G(W)^\circ\). Then \(M\) either fixes a 28-dimensional subspace of \(V\), or is irreducible on \(V\); therefore \(M\) is not parabolic, so \(M\) is reductive. Now we have \(X\) in a closed connected reductive subgroup of \(G\), contrary to \((\dagger)\).

**Lemma 3.7.** Suppose \(G = E_7\), \(X\) has untwisted rank 4, and \(X\) fixes a point on \(V_G(\lambda_1)\). Then Theorem 2 holds. Moreover, if \(X \neq D_4^\sharp(q)\), then long root subgroups of \(X\) lie in long root subgroups of \(G\).

**Proof.** Since point-stabilizers in \(G\) have positive dimension, \(X\) lies in a parabolic subgroup of \(G\), and hence we see that \(X\) lies in an \(E_6\) or \(D_6\) parabolic \(P = QL\). Inductively, we know the embedding of \(XQ/Q\) in \(L'Q/Q\), so the weights of \(X\) occurring in \(Q\) are as listed in Table 12.

**Table 12**

<table>
<thead>
<tr>
<th>(X)</th>
<th>Modules (M) in (Q) on (X)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_5^\sharp(q))</td>
<td>(\lambda_1, \lambda_2)</td>
</tr>
<tr>
<td>(B_4(q), p \neq 2)</td>
<td>(\lambda_1, \lambda_4)</td>
</tr>
<tr>
<td>(C_4(q))</td>
<td>(\lambda_1) or (\lambda_4) for (p = 2), (\lambda_2)</td>
</tr>
<tr>
<td>(D_4^\sharp(q))</td>
<td>(\lambda_1, \lambda_3, \lambda_4, \lambda_2) ((p = 2))</td>
</tr>
<tr>
<td>(F_4^\sharp(q))</td>
<td>(\lambda_4)</td>
</tr>
</tbody>
</table>

By \((\dagger)\), \(H^1(X, M) \neq 0\) for some \(M\). Using Lemma 1.8 and replacing \(P\) by a minimal parabolic \(QL\) containing \(X\) we are left with the configurations listed in Table 13.

**Table 13**

<table>
<thead>
<tr>
<th>(X)</th>
<th>(\lambda)</th>
<th>(L')</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e)</td>
<td>(C_4(q))</td>
<td>(\lambda_1)</td>
<td>(D_5)</td>
</tr>
<tr>
<td>(2)</td>
<td>(C_4(q))</td>
<td>(\lambda_2)</td>
<td>(E_6)</td>
</tr>
<tr>
<td>(3)</td>
<td>(D_4^\sharp(q))</td>
<td>(\lambda_2)</td>
<td>(E_6)</td>
</tr>
<tr>
<td>(4)</td>
<td>(F_4(q))</td>
<td>(\lambda_4)</td>
<td>(E_6)</td>
</tr>
</tbody>
</table>

In cases (1) and (4), Lemma 1.8 gives that \(H^1(X, V_X(\lambda))\) has dimension 1, and so by Lemma 1.2, \(H^1(X, Q) = 0\) (as \(Q\) is an indecomposable extension of \(V_X(\lambda)\)). Therefore \(X\) lies in a conjugate of \(L'\), contrary to \((\dagger)\).

For case (2), argue as in Lemma 2.7 that there are just two classes of subgroups \(C_4(q)\) in this case, each lying in a connected subgroup \(C_4\).
For case (3), refer to the end of the proof of Lemma 3.1 (case (9)) where we showed that \( X \) lies in a subgroup \( \bar{X} = D_4 \); so (I) of Theorem 2 holds.

The last sentence of the lemma follows by inspection.

**Lemma 3.8.** Theorem 2 holds if \( G = E_8 \) and \( X \) has untwisted rank 5. Moreover, in case (I) of Theorem 2, the long root subgroups of \( X \) are contained in long root subgroups of \( G \).

**Proof.** First assume that \( X \) is one of \( A_5(q), B_5(q) \) and \( D_5(q) \). Let \( A \) be a Levi subgroup \( A_4(q) \) of \( X \); then \( A \) contains long root subgroups of \( X \). Now \( A \) is contained in a parabolic subgroup of \( G \), and we choose \( QL \) to be a minimal such parabolic. We consider \( \bar{A} = AQ/Q \) as a subgroup of \( L \). It follows from the previous three lemmas that \( L' \) is classical. Then, applying Lemma 1.11 to the action of \( \bar{A} \) on the natural module of \( L' \), we deduce that \( L' \) is in fact \( A_4 \). Now the weights of \( L' \) on the factors of \( Q \) are \( \lambda_1 \) and \( \lambda_2 \) (cf. Lemma 1.5), and it follows from Lemma 1.8 that \( A \) is contained in a conjugate of \( L \). Hence the long root subgroups of \( X \) are contained in long root subgroups of \( G \), and the assertion follows from [25].

Now assume that \( X \) is one of the remaining groups \( C_5(q), 2A_5(q) \) and \( 2D_5(q) \) and \( X\neq 2A_5(5) \) or \( 2D_5(3) \) (which are in (III) of Theorem 2). Choose a semisimple element \( x \) in \( X \) such that \( C_X(x) \) normalizes a subgroup \( C = C_4(q) \) in the first case and \( C = 2A_4(q) \) in the second and third. If \( C_G(x) \) has rank at most 7, the result follows from previous cases. If \( C = C_4(q) \) then \( C \) centralizes a semisimple element of order greater than 3, so \( C_G(x) \) does indeed have rank at most 7 (see [15, 14.1]). It remains to consider the case \( C = 2A_4(q) \) with \( C_G(x) \) a subgroup \( A_8 \) or \( D_8 \). The natural module \( W \) for \( C_G(x) \) either has dimension 9, or is self-dual of dimension 16. It now follows from Lemmas 1.11 and 1.8 that \( C \) is contained in a Levi subgroup of \( C_G(x) \) of type \( A_4 \). The conclusion now follows as before: the long root subgroups of \( C \) and hence of \( X \) are contained in long root subgroups of \( G \), so [25] gives the result.

**Lemma 3.9.** Theorem 2 holds for \( G = E_6, E_7 \) or \( E_8 \).

**Proof.** By Lemmas 3.5–3.8, we may assume that \( X \) has untwisted rank strictly greater than 4. Pick \( Y \) a subgroup of \( X \), containing a long root subgroup of \( X \), such that

(i) if \( G = E_6 \) or \( E_7 \) then \( Y \) has rank 4 but \( Y \neq D_4(q) \),

(ii) if \( G = E_8 \) then \( Y \) has rank 5.

By Lemmas 3.5–3.8, the long root subgroups of \( Y \) are contained in long root subgroups of \( G \). The claim now follows from [25].

**Lemma 3.10.** Theorem 2 holds if \( G = G_2 \).

**Proof.** Here \( X \) has untwisted rank 2. If \( X = G_2^5(q) \), the result follows from [25, 5.1]. If \( X \) stabilizes a 1-space in \( V_G(\lambda_1) \), then by (†), \( X \) lies in a parabolic of \( G \), which is impossible. Hence \( X \neq B_2^5(q) \) (the only irreducible representations of \( B_2^5(q) \) of dimension at most 8 have dimensions 1, 4 and 5).
Now consider $X = A_2^*(q)$. As $X$ does not stabilize a 1-space, $p = 2$ or 3. If $X$ is reducible on $V_G(\lambda_1)$, then $X$ stabilizes a 3-space $W$, and the stabilizer of $W$ in $G$ has positive dimension, and hence is $A_2$, contrary to (†).

It remains to deal with the case where $X = A_2^*(q)$ is irreducible on $V_G(\lambda_1)$. Since $X$ has an irreducible 7-dimensional representation only when the characteristic is 3, we have $p = 3$. Regard $G$ as $C_D(\tau)$, where $D = D_4$ and $\tau$ is a triality automorphism of $D$, and let $Y$ be a subgroup $A_2^*(q)$ of $G$ containing short root elements of $G$. Then $Y = X^g$ for some $g \in D$, which implies that $(\tau, \tau^g)$ centralizes $Y$, so $[g, \tau] \in C_D(Y) = 1$, Therefore $g \in C_D(\tau) = G$, and so $X$ is $G$-conjugate to $Y$. Applying a graph morphism of $G$ (as in [36, Theorem 28]), we see that the conclusion follows from [25].

4. Proof of Theorem 3

Let $L = O^p(G_\sigma)$ be a finite exceptional simple group of Lie type, let $L_1$ be an almost simple group with socle $L$, and let $M$ be an almost simple maximal subgroup of $L_1$ with socle $X = X(q)$ satisfying the hypotheses of Theorem 3. Observe that all automorphisms of $L$, and hence all elements of $L_1$, lift to automorphisms of $G$ (as abstract group) which commute with $\sigma$.

By Theorem 2, there is a simple closed connected $\sigma$-stable subgroup $\bar{X}$ of $G$ such that $X = O^p(\bar{X}_\delta)$ for some Frobenius morphism $\delta$ of $\bar{X}$.

We claim that $M$ normalizes $\bar{X}$. This follows from the proof of Lemma 3.1 (see (†) and the discussion following it). If $\bar{X} = G$ then $X$ is a subfield or twisted subgroup, so assume that $\bar{X} < G$. Then $M = N_{L_1}(\bar{X})$, so $M$ contains $(\bar{X}_\sigma)'$, and hence $X = (\bar{X}_\sigma)'$.

By Theorem 1, there is a subsystem subgroup $Y$ of $G$ containing $\bar{X}$ such that one of conclusions (I)–(IV) of Theorem 1 holds. We consider each possibility in turn.

In case (IV), $C_G(\bar{X})$ contains a $\sigma$-stable unipotent subgroup $U$, and $1 \neq U_\sigma \leq C_{L_1}(X)$, which is a contradiction as $M = N_{L_1}(X)$ is almost simple.

In case (III) we have $p = 2$ and $\bar{X} < F_4 < Y = E_6$; it follows from the proof of Lemma 3.1 that $\sigma$ and $N_{L_1}(\bar{X})$ normalize the subgroup $F_4$, which is impossible by the maximality of $M$.

In case (I), $\bar{X} = Y$, from which it follows that $M$ is a subgroup of maximal rank. We are left with case (II), in which $\bar{X} = Y_\tau$ for some graph automorphism $\tau$ of $Y$. If $Y = G$ then $G = E_8$ and (iii) of Theorem 3 holds, so suppose that $Y \neq G$. Since $C_L(X) = 1$, $C_G(\bar{X})^0$ must be either 1 or a non-trivial torus $T$. In the latter case $M = N_{L_1}(T)$ is a subgroup of maximal rank. Thus we may assume that $C_G(\bar{X})^0 = C_G(Y)^0 = 1$. This forces $Y$ to have rank equal to that of $G$; a quick check shows that the possibilities are as follows: $G = E_8$, $Y = A_8$ or $D_8$; $G = E_7$, $Y = A_7$; $G = F_4$, $Y = D_4$; and $G = G_2$, $Y = A_2$.

The only case in which $N_{L_1}(\bar{X})$ does not normalize $Y$ occurs when $G = E_7$, $Y = A_7$, and $\bar{X} = D_4$ (in this case $G$ induces a full group $S_5$ of graph automorphisms on $\bar{X}$, see [13]). When $p = 2$ the subgroup $\bar{X}$ lies in a subgroup $C_4$ of $Y$, and $C_L(C_4) \neq 1$ by [25, § 4]. And when $p \neq 2$, $C_L(\bar{X}) = 2^2$ by [13]. Hence none of these cases can occur.

This completes the proof of Theorem 3.
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